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Abstract—A generalized or tunable-kernel model is proposed for probability density function estimation based on an orthogonal forward regression procedure. Each stage of the density estimation process determines a tunable kernel, namely, its center vector and diagonal covariance matrix, by minimizing a leave-one-out test criterion. The kernel mixing weights of the constructed sparse density estimate are finally updated using the multiplicative nonnegative quadratic programming algorithm to ensure the nonnegative and unity constraints, and this weight-updating process additionally has the desired ability to further reduce the model size. The proposed tunable-kernel model has advantages, in terms of model generalization capability and model sparsity, over the standard fixed-kernel model that restricts kernel centers to the training data points and employs a single common kernel variance for every kernel. On the other hand, it does not optimize all the model parameters together and thus avoids the problems of high-dimensional ill-conditioned nonlinear optimization associated with the conventional finite mixture model. Several examples are included to demonstrate the ability of the proposed novel tunable-kernel model to effectively construct a very compact density estimate accurately.

Index Terms—Leave-one-out (LOO) cross validation, multiplicative nonnegative quadratic programming (MNQP), orthogonal forward regression (OFR), Parzen window (PW) estimate, probability density function (pdf), sparse kernel density (KD) estimate, tunable kernels.

I. INTRODUCTION

Estimating the probability density function (pdf) based on a realization sample drawn from the underlying density distribution is an important and recurrent theme in machine learning and all fields of engineering [1]–[5]. A powerful approach for density estimation is the finite mixture model (FMM) [6]. If there exists a priori information with regard to the functional form of the pdf, namely, the number of mixture components in the FMM is known, the problem becomes one of determining the FMM’s functional parameters. The maximum-likelihood (ML) estimates of the parameters can be obtained using the expectation–maximization (EM) algorithm [7]. The associated ML optimization, in general, is a highly nonlinear optimization process requiring extensive computation, but for the Gaussian mixture model (GMM), the EM algorithm can be derived in an explicit and simple iterative form, e.g., [8].

However, this ML estimation is well known to be ill posed, and to tackle the associated numerical difficulties, it is often required to apply resampling techniques [9]–[12]. In general, the correct number of mixture components is unknown, and simultaneously determining the required number of mixture components and estimating the associated parameters of the FMM is a challenging problem. Alternatively, nonparametric techniques are routinely used for density estimation, which do not assume a particular functional form for the pdf. The classical Parzen window (PW) estimate [13] is a well-known nonparametric density estimation technique, which is remarkably simple and accurate. As the PW estimate, which is also known as the kernel density (KD) estimate, employs the full data sample set in defining the density estimate for a subsequent observation, its computational cost for testing directly scales with the sample size. This has motivated the research on the sparse KD (SKD) estimation techniques.

The support vector machine (SVM) method was applied for SKD estimation in [14]–[16], based on its promising ability to perform functional approximations in high-dimensional spaces using sparse representations. An SKD estimation technique, which is referred to as the reduced set density estimator (RSDE), was developed in [17]. Similar to the SVM method, this technique employs the full data sample set as the kernel set and obtains a sparse model by making as many kernel weights to (near) zero as possible. The difference with the SVM approach is that it is based on the minimization of the integrated squared error (ISE) between the unknown underlying density and the KD estimate, calculated on the training set, which can be shown to be equivalent to the ISE between the KD estimator considered and the PW estimate. A regression-based SKD estimation method was derived in [18]. By converting the kernels into the associated cumulative distribution functions (cdf’s) and using the empirical distribution function (EDF) calculated on the training data set as the desired response, just like the SVM density estimation [14]–[16], this technique selects SKD estimates based on an orthogonal forward regression (OFR) algorithm that incrementally minimizes the training mean square error (MSE). An efficient SKD construction algorithm was proposed in [19] using the OFR based on the leave-one-out (LOO) test MSE and local regularization (LR), which is capable of constructing very sparse KD estimates with excellent generalization capability. Moreover, the density construction procedure is automatic, and the user is not required to specify an additional terminating criterion [19].

The OFR-based SKD estimation methods of [18] and [19] perform sparse kernel model selection on the associated cdf space, and they also adopt some ad hoc mechanisms to ensure the nonnegative and unity constraints for the kernel weights at the cost of increased computation in the model construction.
procedure. Recently, an interesting regression-based SKD estimation alternative has been proposed [20]. Using the PW estimate as the desired response, this method directly performs SKD estimation in the pdf space, and it automatically selects an SKD representation using the OFR algorithm based on the LOO test MSE and LR (OFR-LOO-LR). The nonnegative and unity constraints required for the kernel weights are met by updating the kernel weights of the selected SKD estimate using a modified multiplicative nonnegative quadratically programming (MNQP) algorithm of [21]. The MNQP algorithm has an additional desired property of further reducing the model size, yielding an even sparser density estimate. Extensive results reported in [20] demonstrate that this SKD estimation method compares favorably with other existing SKD estimation methods, in terms of model generalization capability and model sparsity, as well as computational complexity of the model construction process.

All the existing SKD estimation methods, including the SVM-based SKD estimate [14]–[16], the RSDE [17], and the OFR-based SKD estimation techniques [18]–[20], adopt a fixed-kernel model, which places kernel centers on the training data samples, and employ a single common kernel variance for every kernel, which is not provided by the learning algorithms and must be determined via cross validation. In this paper, we propose a tunable-kernel model for density estimation. Unlike the fixed-kernel approach, the center vectors of the tunable-kernel model are not restricted to the training data points, and each tunable kernel also has an individually adjusted diagonal covariance matrix. Thus, the proposed tunable-kernel model has an enhanced modeling ability and is capable of producing smaller density estimates, as compared with the fixed-kernel approach. On the other hand, we do not attempt to optimize all the parameters of the tunable-kernel model together as the FMM would, which could be a large and ill-posed nonlinear optimization task. Rather, we construct tunable kernels one by one in an OFR procedure. At each stage of the construction process, a kernel unit is tuned by determining its center vector and diagonal covariance matrix via the minimization of the LOO test MSE. This optimization can be performed using global optimization algorithms, such as the genetic algorithm (GA) [22], [23], the adaptive simulated annealing (ASA) [24], [25], or the particle swarm optimization (PSO) [26], [27]. In this paper, we adopt a simple guided search algorithm, which is referred to as the repeated weighted boosting search (RWBS) [28], to carry out the optimization.

The training complexity of this tunable-kernel algorithm can be significantly higher than those of the fixed-kernel methods [17]–[20]. However, these fixed-kernel SKD estimation methods have to determine the kernel variance, typically via a grid-search-based cross validation. Thus, the total complexity of these SKD estimation methods is equal to their training complexity given the kernel variance multiplied by the number of grid search points used, and their computational advantage over the tunable-kernel approach may be diminished, as, by contrast, the tunable-kernel approach does not require such a cross validation. It should also be pointed out that, apart from the kernel variance, the SVM-based SKD estimation methods [14]–[16] require tuning of additional hyperparameters via cross validation. Because the LOO test MSE has a property similar to “local convexity” with respect to the kernel model size [29], [30], the OFR construction procedure for tunable-kernel models will automatically terminate after constructing a small number of kernel units. This determines the structure of the density estimate. As a pdf estimate, the kernel weights of the constructed tunable-kernel model must meet the nonnegative and unity constraints, and this is guaranteed by updating the kernel weights using the MNQP algorithm [17], [21]. The extra computation involved in this weight computation is very small, since the number of kernel units constructed for the density estimate is very small owing to the enhance modeling capability of the tunable-kernel model. Moreover, during the iterative process of weight updating, some of the kernel weights may be driven to (near) zero values, and the corresponding kernel units can then be removed from the final model, further reducing the model size. This property of the MNQP algorithm is well known [17], [20], [21]. Numerical examples are used to demonstrate the ability of the combined OFR-LOO and MNQP algorithm for constructing accurate density estimates with very small tunable-kernel models.

II. GENERALIZED KERNEL DENSITY ESTIMATION

Given the data sample set $D_N = \{x_k\}_{k=1}^N$ drawn from a density $p(x)$, where the data samples $x_k = [x_{1,k}, x_{2,k}, \ldots, x_{m,k}]^T \in \mathbb{R}^m$, the task is to estimate the unknown $p(x)$ using the tunable-kernel model of the form

$$
\hat{p}(x) = \sum_{l=1}^{N_K} \beta_l K_l(x) = \sum_{l=1}^{N_K} \beta_l K_{\Gamma_l}(x, c_l)
$$

with the constraints

$$
\beta_l \geq 0, \quad 1 \leq l \leq N_K
$$

and

$$
\beta_{N_K}^T 1_{N_K} = 1
$$

where $\beta_{N_K} = [\beta_1, \beta_2, \ldots, \beta_{N_K}]^T$ is the kernel weight vector, $1_{N_K}$ denotes the vector of ones with dimension $N_K$, $N_K$ is the number of tunable kernels, $c_l = [c_{1,l}, c_{2,l}, \ldots, c_{m,l}]^T$ denotes the $l$th kernel unit’s center vector, and the $l$th kernel’s covariance matrix takes a diagonal form $\Gamma_l = \text{diag}\{\gamma_{1,l}, \gamma_{2,l}, \ldots, \gamma_{m,l}\}$. In this paper, the kernel function $K_{\Gamma_l}(\cdot, c)$ is chosen to be the Gaussian function of the form

$$
K_{\Gamma_l}(x, c) = G_{\Gamma_l}(x, c) = \frac{1}{(2\pi)^{\frac{m}{2}}} \det \Gamma_l^{\frac{-1}{2}} e^{-\frac{1}{2} (x-c)^T \Gamma_l^{-1} (x-c)}
$$

but any other kernel functions, satisfying $K_{\Gamma_l}(x, c) \geq 0 \forall x \in \mathbb{R}^m$ and

$$
\int_{\mathbb{R}^m} K_{\Gamma_l}(x, c) dx = 1
$$
can also be used.

A. GMM Estimate

For the GMM with the given number of kernels $N_K$, we can determine all the mixture weights $\beta_l$, center vectors $c_l$, and diagonal covariance matrices $\Gamma_l$ together using the
EM algorithm, which takes an explicit iterative form [8]. Denote the parameters of the GMM by \( \Omega = \{ \beta_i, c_i, \Gamma_i \}_{i=1}^{N_K} \). Given a value of \( \Omega \), labeled \( \Omega^{\text{old}} \), define

\[
P(l|\mathbf{x}_k, \Omega^{\text{old}}) = \frac{\beta_i^{\text{old}} K_{\gamma^{\text{old}}}(\mathbf{x}_k, \mathbf{c}_i^{\text{old}})}{\sum_{i=1}^{N_K} \beta_i^{\text{old}} K_{\gamma^{\text{old}}}(\mathbf{x}_k, \mathbf{c}_i^{\text{old}})}
\]

for \( 1 \leq l \leq N_K \) and \( 1 \leq k \leq N \). Then, a new value of \( \Omega \) is obtained according to [8]

\[
\beta_i^{\text{new}} = \frac{1}{N} \sum_{k=1}^{N} P(l|\mathbf{x}_k, \Omega^{\text{old}})
\]

\[
c_i^{\text{new}} = \frac{1}{N} \sum_{k=1}^{N} \mathbf{x}_k P(l|\mathbf{x}_k, \Omega^{\text{old}})
\]

\[
\Gamma_i^{\text{new}} = \frac{1}{N} \sum_{k=1}^{N} P(l|\mathbf{x}_k, \Omega^{\text{old}}) \sum_{k=1}^{N} P(l|\mathbf{x}_k, \Omega^{\text{old}}) \times \text{diag} \left\{ (x_{1,k} - c_{1,i}^{\text{new}})^2, \ldots, (x_{m,k} - c_{m,i}^{\text{new}})^2 \right\}
\]

where \( x_{i,k} - c_{i,k}^{\text{new}} \) denotes the ith element of \( x_k - c_i^{\text{new}} \).

This simple EM algorithm is generally ill posed. In particular, the updating equation (8) may cause numerical problems, leading to divergence. Often, more complicated robust techniques such as the bootstrap [9], [10] may need to be used to overcome numerical difficulties. The choice of the initial \( \Gamma \) is also critical, as whether the algorithm converges to local minima may depend on the initial parameter value. Our previous experience in [10] suggests that it is necessary to impose a minimum bound \( \gamma_{i,l}^2 \) for all the variances \( \gamma_{i,l}^2 \), \( 1 \leq i \leq m \), to alleviate the numerical problem and to improve the chance of convergence. Appropriate \( \gamma_{\text{min}}^2 \) can only be found by experiment.

**B. Fixed-Kernel Density Estimate**

The standard fixed-KD estimate can be viewed as a special case of this generalized KD estimate by choosing \( N_K = N \), using every data sample \( x_k \in D_N \) as kernel center \( c_k \) and setting \( \gamma_{i,l}^2 = \gamma^2 \), \( \forall \ i, k \), where \( \gamma^2 \) is assumed to be given, for example, via cross validation. The density estimation model (1) in this case is expressed as

\[
\hat{p}(\mathbf{x}; \gamma) = \sum_{k=1}^{N} \beta_k K_{\gamma}(\mathbf{x}, \mathbf{x}_k)
\]

where \( \gamma \) is also known as the fixed-kernel width.

In particular, the PW estimate is obtained by further setting all the kernel weights to \( \beta_k = 1/N \), \( 1 \leq k \leq N \), yielding

\[
\hat{p}_{\text{PW}}(\mathbf{x}; \gamma) = \frac{1}{N} \sum_{k=1}^{N} K_{\gamma}(\mathbf{x}, \mathbf{x}_k)
\]

where \( \gamma_{\text{PW}}^2 \) denotes the kernel variance for the PW estimate, which is obtained based on cross validation. The PW estimate, in fact, can be derived as the ML estimator using the divergence-based criterion [6]. The negative cross entropy or divergence between the true density \( p(x) \) and the estimate \( \hat{p}(x; \gamma) \) of (9), which is calculated on the training set, is defined as

\[
\int_{\mathbb{R}^m} p(u) \log \hat{p}(u; \gamma) du \approx \frac{1}{N} \sum_{k=1}^{N} \log \hat{p}(x_k; \gamma)
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} \log \left( \sum_{i=1}^{N} \beta_i K_{\gamma}(x_k, x_i) \right)
\]

Minimizing this divergence subject to the constraints (2) and (3) leads to \( \beta_n = 1/N \) for \( 1 \leq n \leq N \), i.e., the PW estimate. The PW estimate (10) is known to process a mean ISE convergence rate on the order of \( N^{-1} \) [13], but it is nonsparse.

The RSDE [17] derives an SKD estimate by making as many kernel weights to near zero as possible in (9) based on the ISE criterion. Specifically, with the fixed Gaussian kernel

\[
K_{\gamma}(x, x_k) = G_{\gamma}(x, x_k) = \frac{1}{(2\pi)^{n/2}} e^{-\frac{|x-x_k|^2}{2\gamma^2}}
\]

the kernel weight vector of the RSDE is obtained by solving the constrained nonnegative quadratic programming

\[
\min_{\beta_N} \left\{ \frac{1}{2} \beta_N^T G_N \beta_N - \beta_N^T \gamma \right\}
\]

\[
\text{s.t. } \beta_N^T 1_N = 1 \text{ and } \beta_i \geq 0, \quad 1 \leq i \leq N
\]

where \( G_N = [g_{i,j}] \in \mathbb{R}^{N \times N} \) with

\[
g_{i,j} = \int_{\mathbb{R}^m} G_{\gamma}(x, x_i) G_{\gamma}(x, x_j) dx = G_{\gamma} \epsilon_{i,j}
\]

\[
\hat{p}_{N} = [\hat{p}_{\text{Parz}}(x_1; \gamma), \hat{p}_{\text{Parz}}(x_2; \gamma), \ldots, \hat{p}_{\text{Parz}}(x_N; \gamma)]^T
\]

i.e., the ith element of \( \hat{p}_N \) is \( \hat{p}_{\text{Parz}}(x_i; \gamma) \), the PW estimate at the data point \( x_i \), with the same kernel width \( \gamma \) as the KD estimate to be determined. Note that the ISE between the unknown underlying density and the KD estimate, which is calculated on the training set, is equivalent to the ISE between the KD estimator and the PW estimator, as is illustrated in the following equation:

\[
\min_{\beta_N} \int \hat{p}_{\text{Parz}}(\mathbf{x}; \gamma) - \hat{p}(\mathbf{x}; \gamma)^2 dx
\]

\[
= \min_{\beta_N} \int \hat{p}(\mathbf{x}; \gamma) dx - 2 \sum_{i=1}^{N} \beta_i \epsilon_{i,\text{Parz}} [K_{\gamma}(x, x_i)]
\]

where \( \epsilon_{i,\text{Parz}}[\bullet] \) denotes the expectation with respect to \( \hat{p}_{\text{Parz}}(\mathbf{x}; \gamma) \). Given (12), the first term in the right-hand side of (16) is the first term of the cost function in (13), whereas the second term in right-hand side of (16) can be expressed as

\[
\sum_{i=1}^{N} \beta_i \epsilon_{i,\text{Parz}} [K_{\gamma}(x, x_i)] \approx \sum_{i=1}^{N} \beta_i \left( \frac{1}{N} \sum_{k=1}^{N} K_{\gamma}(x_k, x_i) \right)
\]

\[
= \sum_{i=1}^{N} \beta_i \hat{p}_{\text{Parz}}(x_i; \gamma)
\]
which is identical to the second term of the cost function in (13). To solve the constrained optimization (13), in particular to obtain an SKD estimate, the MNQP algorithm [21] can be used. However, because the full kernel matrix $G_N$ has a very high dimension of $N \times N$, the MNQP algorithm slowly converges. The RSDE [17] uses the alternative sequential minimal optimization [31] to solve (13). Note that the optimization process can only drive many kernel weights to small values, and therefore, an appropriate zero threshold has to empirically be specified to remove these weights.

The SKD estimator of [20] is very different from the RSDE. It uses the OFR-LOO-LR algorithm to select a small subset of significant kernels from the full fixed-kernel set that contains all the training data points. The associated kernel weight vector of the sparse estimate is updated with the MNQP algorithm.

The proposed tunable KD estimator can be viewed as an alternative to the fully “nonlinear” optimization approach optimizing all the kernel parameters together, such as the FMM estimator, and the “linear” optimization approach based on the fixed-kernel model, such as the SKD estimator of [20] and the RSDE of [17].

C. Tunable-Kernel Density Estimate

Density estimation is an unsupervised learning problem. One way of transferring it into a supervised learning problem is to convert the kernels into the associated cdf’s and adopt the EDF calculated using the training data as the desired response, as in the SKD estimation methods of [14]–[16], [18], and [19]. The true cdf of the pdf $p(x)$ is defined as

$$F(x) = \int_{-\infty}^{x} p(u)du \quad (18)$$

and the cdf associated with kernel $K_i(x)$ is given by

$$q_i(x) = \int_{-\infty}^{x} K_i(u, c_i)du \quad (19)$$

where $x = [x_1 \ x_2 \ \cdots \ x_m]^T \in \mathbb{R}^m$. Further define the EDF on the training set $D_N$ as

$$\hat{F}(x) = \frac{1}{N} \sum_{k=1}^{N} \prod_{j=1}^{m} \theta(x_j - x_{j,k}) \quad (20)$$

with

$$\theta(x) = \begin{cases} 1, & x > 0 \\ 0, & x \leq 0 \end{cases} \quad (21)$$

Using $\hat{F}(x)$ as the desired response for $F(x)$, the density estimation can be expressed as a regression modeling

$$\hat{F}(x) = \sum_{i=1}^{N_K} \beta_i q_i(x) + \epsilon(x) \quad (22)$$

subject to the constraints (2) and (3), where $\epsilon(x)$ denotes the modeling error at $x$. According to the Glivenko–Cantelli theorem [32], the EDF (20) converges to the true cdf almost surely as $N \to \infty$, under the assumption of independent identically distributed observations.

An alternative approach is the direct modeling in the pdf space by using the PW estimate (10) as the desired response of the true pdf $p(x)$, as in the SKD estimation methods of [20]. This is the approach adopted in this paper. The PW estimate can be viewed as the “observation” of the true density contaminated by some “observation noise,” namely, $\hat{p}_{\text{Para}}(x; \gamma_{\text{Para}}) = p(x) + \epsilon(x)$. Thus, the generic density estimation problem (1) can be viewed as the following regression problem with the PW estimate as the desired response:

$$\hat{p}_{\text{Para}}(x; \gamma_{\text{Para}}) = \sum_{i=1}^{N_K} \beta_i K_i(x) + \epsilon(x) \quad (23)$$

subject to the constraints (2) and (3), where $\epsilon(x)$ is the modeling error at $x$.

Define $\Phi_{N_K}(k) = [K_1(x_k) \ K_2(x_k) \ \cdots \ K_{N_K}(x_k)]^T$ and $t_k = \hat{p}_{\text{Para}}(x_k; \gamma_{\text{Para}})$. Then, the regression model (23) for the data point $x_k \in D_N$ can be expressed as

$$t_k = \hat{t}_k + \epsilon(k) = \Phi_{N_K}^T(k) \beta_{N_K} + \epsilon(k) \quad (24)$$

where $\epsilon(k) = \epsilon(x_k)$. Thus, the regression model (23) over the training data set $D_N$ can be expressed in the matrix form

$$\mathbf{t} = \Phi_{N_K} \beta_{N_K} + \mathbf{\epsilon} \quad (25)$$

where $\mathbf{t} = [t_1 \ t_2 \ \cdots \ t_N]^T$, $\mathbf{\epsilon} = [\epsilon(1) \ \epsilon(2) \ \cdots \ \epsilon(N)]^T$, and the regression matrix $\Phi_{N_K} = [\phi_1 \ \phi_2 \ \cdots \ \phi_{N_K}]$ with $\phi_l = [K_l(x_1) \ K_l(x_2) \ \cdots \ K_l(x_N)]^T$, $1 \leq l \leq N_K$. Note that $\phi_l$ is the $l$th column of $\Phi_{N_K}$, whereas $\Phi_{N_K}^T(k)$ is the $k$th row of $\Phi_{N_K}$. Let an orthogonal decomposition of the regression matrix $\Phi_{N_K}$ be

$$\Phi_{N_K} = \mathbf{W}_{N_K} \mathbf{A}_{N_K} \quad (26)$$

where

$$\mathbf{A}_{N_K} = \begin{bmatrix} 1 & a_{1,2} & \cdots & a_{1,N_K} \\ 0 & 1 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{bmatrix} \quad (27)$$

and $\mathbf{W}_{N_K} = [w_1 \ w_2 \ \cdots \ w_{N_K}]$ with columns satisfying $w_i^T w_j = 0$, if $i \neq j$. The regression model (25) can alternatively be expressed as

$$\mathbf{t} = \mathbf{W}_{N_K} \mathbf{g}_{N_K} + \mathbf{\epsilon} \quad (28)$$

where the weight vector $\mathbf{g}_{N_K} = [g_1 \ g_2 \ \cdots \ g_{N_K}]^T$ associated with the orthogonal regression matrix $\mathbf{W}_{N_K}$ satisfies the triangular system $\mathbf{A}_{N_K} \beta_{N_K} = \mathbf{g}_{N_K}$. The space spanned by the original model bases $\phi_l$, $1 \leq l \leq N_K$, is identical to the space spanned by the orthogonal model bases $\mathbf{w}_l$, $1 \leq l \leq N_K$, and the model output $\hat{t}_k$ is equivalently expressed by

$$\hat{t}_k = \mathbf{w}_k^T \mathbf{g}_{N_K} \quad (29)$$
where $\mathbf{w}_{N K}^T(k) = [w_{k,1} \ w_{k,2} \ \cdots \ w_{k,N_k}]$ is the $k$th row of $\mathbf{W}_{N_K}$.

The regression framework (24) does not imply that we use the density estimate (1) to approximate the PW estimate. Rather, the objective is to estimate or approximate the underlying density $p(x)$ whose noisy “observation” is considered to be the PW estimate. This is exactly as in the standard regression where the underlying data-generating mechanism is unknown but whose noisy observation is available as the target of the regression model output. The objective of regression is not to approximate the noisy observation or desired output but to uncover or approximate the underlying data-generating mechanism. If an estimate can only approximate the desired response, it is known as overfitting and cannot be regarded as an adequate estimate. Similarly, the EDF (20) is nondifferentiable, but the true density and cdf are differentiable. Using the framework (22) does not imply a nondifferentiable estimate. In addition, considering the PW estimate as the “desired” response is not a strange idea at all. The RSDE [17] is said to be based on the ISE criterion. Using the same argument of [17], we have just shown in the previous section that this ISE criterion is equivalent to the ISE criterion between the KD estimate considered and the PW estimate.

Reformulating the density estimation as a regression problem by using the PW estimate as the target function of the true pdf has some advantages over the regression approach based on using the EDF as the target function of the true cdf. The former approach can use many types of kernel function, and it is computationally simpler, as it does not need to compute the values of regressors (19) on the training data set $D_N$. Computing the associated cdfs for the kernels can be inconvenient and may be difficult for certain types of kernels. Computing the values of the PW estimator on $D_N$ is no more complex than calculating the values of $\hat{F}(x)$ on $D_N$. The only drawback of using the PW estimate is that the kernel variance for the PW estimator must be determined. Although we developed the tunable-kernel model using the PW estimate as the target function, the developed construction algorithm is equally applicable for both approaches.

III. GENERALIZED KERNEL DENSITY CONSTRUCTION

We present the combined OFR-LOO and MNQP algorithm for constructing the generalized KD estimate (1) with excellent generalization capability. The structure of this density estimate is determined using the OFR procedure based on the LOO test MSE, which automatically constructs the set of tunable kernels $\{\phi_i, \Gamma_i\}_{i=1}^{N_K}$ one by one. The kernel weights of the constructed generalized KD estimate are then tuned by the MNQP algorithm to ensure the nonnegative and unity constraints (2) and (3). Denote the augmented training data set by $D_N^c = \{x_k, t_k\}_{k=1}^{N_N}$. The concept of LOO cross validation is explained in detail, for example, in [29] and [30], and therefore, it will not be repeated here.

A. OFR With the LOO Test Criterion

Consider the modeling process after the $n$th stage, which produces the $n$-unit model identified using $D_N$, which is written in the following form for notational convenience:

$$\mathbf{t}^{(n)} = \mathbf{\Phi}_n \mathbf{\beta}_n = \mathbf{W}_n \mathbf{g}_n$$  \hspace{1cm} (30)

where $\mathbf{\Phi}_n = [\phi_1 \ \phi_2 \ \cdots \ \phi_n]$ is the $n$-unit regression matrix, $\mathbf{\beta}_n = [\beta_1 \ \beta_2 \ \cdots \ \beta_n]^T$ is the associated model’s weight vector, $\mathbf{W}_n = [\mathbf{w}_1 \ \mathbf{w}_2 \ \cdots \ \mathbf{w}_n]$, and $\mathbf{g}_n = [g_1 \ g_2 \ \cdots \ g_n]^T$. The $k$th element of $\mathbf{t}^{(n)}$ is

$$\hat{t}^{(n)}_k = \phi^T_n \mathbf{t}^{(n)} = \phi^T_n (\mathbf{\Phi}_n \mathbf{\beta}_n) = \mathbf{w}_n^T \mathbf{g}_n$$  \hspace{1cm} (31)

where $\phi^T_n(k)$ denotes the $k$th row of $\mathbf{\Phi}_n$, and $\mathbf{w}_n^T(k)$ denotes the $k$th row of $\mathbf{W}_n$. The modeling error of this $n$-unit model is simply

$$\epsilon^{(n)}_k = t_k - \hat{t}^{(n)}_k.$$  \hspace{1cm} (32)

Now, “remove” the $k$th data point from $D_N$ and use the remaining $N - 1$ data points to identify the $n$-unit model. The “test” error of the resulting LOO $n$-unit model can be calculated on the data point removed from training. This LOO modeling error, which is denoted by $\epsilon^{(n-k)}$, is given by [33]

$$\epsilon^{(n-k)}(k) = \frac{\epsilon^{(n)}(k)}{\eta^{(n)}(k)}$$  \hspace{1cm} (33)

where $\eta^{(n)}(k)$ is the associated LOO error weighting. The LOO MSE for the $n$-unit generalized KD model is then defined by

$$J_n = \frac{1}{N} \sum_{k=1}^{N} (\epsilon^{(n-k)}(k))^2.$$  \hspace{1cm} (34)

This LOO MSE is a measure of the model generalization capability [33]–[36]. For the model (28) with the orthogonal regression matrix, the computation of the LOO test MSE criterion $J_n$ is very efficient because $\epsilon^{(n)}(k)$ and $\eta^{(n)}(k)$ can recursively be computed using [29], [30]

$$\epsilon^{(n)}(k) = \epsilon^{(n-1)}(k) - g_n w_{k,n}$$  \hspace{1cm} (35)

$$\eta^{(n)}(k) = \eta^{(n-1)}(k) - \frac{w_{k,n}^2}{\mathbf{w}_n^T \mathbf{w}_n + \lambda}$$  \hspace{1cm} (36)

respectively, where $\lambda \geq 0$ is a small regularization parameter. The regularization parameter $\lambda$ enters (36) if the regularized orthogonal least-squares solution for the weights is adopted [30]. Note that, in the current OFR-LOO algorithm, $\lambda$ can simply be set to zero (no regularization) or a very small value (e.g., $10^{-6}$). This is very different from our previous OFR-LOO-LR algorithm for selecting SKD estimates with the fixed-kernel model [20], where multiple regularizers are employed and an iterative evidence procedure has to be used to update the regularization parameters.

The proposed OFR-LOO algorithm constructs the generalized kernel units one by one by minimizing the LOO MSE $J_n$. Specifically, at the $n$th stage of the construction procedure, the $n$th tunable-kernel unit is determined by minimizing $J_n$ with respect to the kernel’s center vector $\mathbf{c}_n$ and the diagonal covariance matrix $\Gamma_n$, i.e.,

$$\min_{\mathbf{c}_n, \Gamma_n} J_n(\mathbf{c}_n, \Gamma_n).$$  \hspace{1cm} (37)

The construction procedure is automatically terminated when

$$J_{N_K} \leq J_{N_K+1}$$  \hspace{1cm} (38)
yielding an $N_K$-term generalized kernel model. Note that, for the LOO criterion $J_n$, there always exists an "optimal" $N_K$ such that, for $n \leq N_K$, $J_n$ decreases as the model size $n$ increases while the condition (38) holds [29], [30]. The search space of the optimization (37) can simply be set as

$$
\min \{x_{i,k}, 1 \leq k \leq N\} \leq c_{i,n} \leq \max \{x_{i,k}, 1 \leq k \leq N\}
$$

$$
0 < \zeta^2_{\min} \leq \zeta_{i,n} \leq \zeta^2_{\max}, \quad 1 \leq i \leq m.
$$

Since $J_n$ is nonconvex with respect to $c_n$ and $\Gamma_n$, a gradient-based algorithm may become trapped at a local minimum. Alternatively, global search optimization methods, such as the GA [22], [23], the ASA [24], [25], or the PSO [26], [27], may be used to perform the optimization task (37). We adopt the RWBS algorithm [28] to determine $c_n$ and $\Gamma_n$. The motivation and analysis of the RWBS algorithm as a general global optimizer are detailed in [28]. A comparative study given in [28] shows that the RWBS algorithm achieves a similar convergence speed as the GA and ASA for several global optimization applications while offering advantages of minimum programming effort and fewer algorithmic parameters to tune. The detailed procedure for determining the $n$th kernel unit based on the RWBS algorithm is given in the Appendix.

### B. Determining Weights of the Generalized Kernel Model

After the structure determination using the aforementioned OFR-LOO algorithm, an $N_K$-term generalized kernel model, i.e., $(K_N(x,c_i))_{i=1}^{N_K}$, is obtained, where $N_K$ is typically very small. The kernel weight vector $\beta_{N_K}$, which is computed from $A_{N_K} \beta_{N_K} = g_{N_K}$, may not satisfy the constraints (2) and (3). However, we can use a modified version of the MNQP algorithm [21] to calculate $\beta_{N_K}$. Since $N_K$ is very small, the extra computation involved is small. This task is defined as follows: finding $\beta_{N_K}$ for the generalized kernel model (25), subject to the constraints (2) and (3). More specifically, the kernel weight vector can be obtained by solving the following constrained nonnegative quadratic programming:

$$
\min_{\beta_{N_K}} \left\{ \frac{1}{2} \beta_{N_K}^T B_{N_K} \beta_{N_K} - v_{N_K}^T \beta_{N_K} \right\}
$$

$$
\text{s.t. } \beta_{N_K}^T 1_{N_K} = 1 \text{ and } \beta_i \geq 0, \quad 1 \leq i \leq N_K
$$

where $B_{N_K} = \Phi_{N_K}^T \Phi_{N_K} = [b_{i,j}] \in \mathcal{R}^{N_K \times N_K}$ is the related design matrix, and $v_{N_K} = \Phi_{N_K}^T t = [v_1, v_2, \ldots, v_{N_K}]^T$. Although there exists no closed-form solution for this optimization problem, the solution can readily be obtained iteratively.

Since the elements of $B_{N_K}$ and $v_{N_K}$ are strictly positive, the auxiliary function [21] for the aforementioned problem is given by

$$
\frac{1}{2} \sum_{i=1}^{N_K} \sum_{j=1}^{N_K} b_{i,j} \beta_{i}^{[i]} \beta_{j}^{[j]} \left( \frac{\beta_{i}^{[i+1]}}{\beta_{i}^{[i]}} \right)^2 - \sum_{i=1}^{N_K} v_i \beta_{i}^{[i+1]}
$$

and the Lagrangian associated with this auxiliary problem can be formed as [17]

$$
\mathcal{L} = \frac{1}{2} \sum_{i=1}^{N_K} \sum_{j=1}^{N_K} b_{i,j} \beta_{i}^{[i]} \left( \frac{\beta_{i}^{[i+1]}}{\beta_{i}^{[i]}} \right)^2 - \sum_{i=1}^{N_K} v_i \beta_{i}^{[i+1]} - h[l] \left( \sum_{i=1}^{N_K} \beta_{i}^{[i+1]} - 1 \right)
$$

where the superindex $[l]$ denotes the iteration index, and $h$ is the Lagrangian multiplier. Setting

$$
\frac{\partial \mathcal{L}}{\partial \beta_{i}^{[i+1]}} = 0 \quad \frac{\partial \mathcal{L}}{\partial h[l]} = 0
$$

leads to the following updating equations:

$$
c_{i}^{[l]} = \frac{N_K}{\sum_{i=1}^{N_K} b_{i,j} \beta_{j}^{[j]} \left( \frac{\beta_{i}^{[i+1]}}{\beta_{i}^{[i]}} \right)^2} b_{i,j} \beta_{j}^{[j]} \left( \frac{\beta_{i}^{[i+1]}}{\beta_{i}^{[i]}} \right)^2 - \sum_{i=1}^{N_K} c_{i}^{[l]} v_i
$$

$$
\beta_{i}^{[i+1]} = c_{i}^{[l]} \left( v_i + h[l] \right).
$$

It is easy to check that, if $\beta_{N_K}^{[l]}$ meets the constraints (2) and (3), $\beta_{N_K}^{[l+1]}$ updated according to (42)–(44) also satisfies (2) and (3). The initial condition can be set as $\beta_{i}^{[0]} = 1/N_K$, $1 \leq i \leq N_K$. During the iterative procedure, some of the kernel weights may be driven to (near) zero. The corresponding kernels can then be removed from the kernel model, leading to a further reduction in the generalized kernel model size.

### C. Computational Complexity Comparison

Since the computational complexity of the MNQP algorithm for tuning the kernel weights is negligible, the complexity is dominated by the complexity of the OFR-LOO algorithm for selecting $N_K$ tunable kernels. The computational complexity of one LOO cost function evaluation and the associated model column orthogonalization can be shown to be on the order of $O(N)$ (see the Appendix, (63)–(68)). In fact, the exact complexity expression for $O(N)$ can be derived as in [37]. Thus, the computational requirements of the proposed combined OFR-LOO and MNQP algorithm for constructing the generalized SKD (GSKD) estimate can be expressed as

$$
C(GSKD) = N_{ce}(GSKD) \times O(N).
$$

Here, $N_{ce}(GSKD)$ is the total number of the LOO cost function evaluations and the associated model column orthogonalizations. This number can readily be shown to be

$$
N_{ce}(GSKD) = N_K (N_G (P_S + 2M_T) - (N_G - 1))
$$

$$
= N_K N_G (P_S + 2M_T)
$$
where the population size $P_v$, the number of the generations $N_G$, and the number of the weighted boosting search (WBS) iterations $M_I$ are the algorithmic parameters of the RWBS optimization algorithm, as defined in the Appendix.

For our previous combined OFR-LOO-LR and MNQP algorithm for constructing the fixed-kernel SKD estimate [20], the computational complexity of one LOO cost function evaluation and the associated model column orthogonalization is also on the order of $O(N)$. Assume that, for the given kernel variance $\gamma^2$, the algorithm selects $N_K^i$ kernels from the full set of $N$ fixed kernels. Then, the computational requirements of this algorithm with the given $\gamma^2$ is determined by

$$C(\text{SKD}) = N_{ce}(\text{SKD}) \times O(N). \quad (46)$$

Here, $N_{ce}(\text{SKD})$ is the total number of the LOO cost function evaluations and associated model column orthogonalizations with the given $\gamma^2$, which can be shown to be

$$N_{ce}(\text{SKD}) = \sum_{i=1}^{N_K^i} (N - (i - 1)) \approx N_K^i N$$

where the approximation is arrived because the selected model size is $N_K^i$ is usually much smaller than the training data size $N$.

Basically, $C(\text{SKD}) = O(N^2)$, as the complexity of an OFR-type algorithm for the fixed-kernel model is well known to be on the order of $O(N^2)$ [37].

Typically, $C(\text{SKD}) \ll C(\text{GSKD})$. Consider the 6-D density estimation example of Section IV-D, where $N = 600$. For the GSKD estimation, $P_1 = 40$, $N_G = 10$, and $M_I = 400$ were used for the RWBS algorithm, and the resulting average model size was $N_K^i = 5$. Thus, on average, $C(\text{GSKD}) = 42000 \times O(600)$. Since the average $N_K^i = 9.4$ for the OFR-LOO-LR algorithm, $C(\text{SKD}) = 5640 \times O(600)$ on average. However, the complexity (46) is for a given kernel variance. This hyperparameter has to be determined by a line search based on cross validation. Let us make an optimistic assumption that, at each point of the line search, the algorithm produces the same model size $N_K$. The true complexity of the OFR-LOO-LR algorithm for constructing the SKD estimate with fixed kernels will be $L_S \times C(\text{SKD})$, where $L_S$ is the total points of the line search. Therefore, the training complexity for constructing the tunable-kernel estimate may not necessarily be higher than that for selecting the fixed-kernel estimate.

The computational complexity of the RSDE algorithm is also known to be on the order of $O(N^2)$ [17]. The PW estimator is a plug-in estimator, and its training complexity involves only the determination of the kernel variance via cross validation. The problem of the PW estimator is its high test complexity. For the GMM estimator, each iteration of the EM algorithm involves the computation of (5)-(8). Thus, the computational complexity of this EM algorithm is reasonably low. However, care much be exercised in choosing the initial parameter values; otherwise, the algorithm may not converge or may suffer from the problem of local minima.

IV. Numerical Examples

Five examples were used in the simulation to test the proposed combined OFR-LOO and MNQP algorithm for constructing the GSKD estimator and to compare its performance with the three fixed-kernel estimators, namely, the nonsparse PW estimator, our previous SKD estimator [20], and the RSDE of [17], as well as the tunable-kernel GMM estimator. For each case, a data set of $N$ randomly drawn samples was used to construct the density estimate, and a separate test data set of $N_{test} = 10000$ samples was used to calculate the $L_1$ test error for the resulting estimate according to

$$L_1 = \frac{1}{N_{test}} \sum_{k=1}^{N_{test}} |p(x_k) - \hat{p}(x_k)|. \quad (47)$$

The Kullback–Leibler divergence (KLD), which is defined as

$$D_{\text{KL}}(p|\hat{p}) = \int_{\mathbb{R}^{m}} p(x) \log \frac{p(x)}{\hat{p}(x)} \, dx \quad (48)$$

is a measure of the difference between the two probability distributions $p(x)$ and $\hat{p}(x)$. For the 1-D and 2-D problems, the KLD was also used to test the resulting estimates. For a 1-D problem, the KLD can accurately be approximated by partitioning the integration range $[x_{\min}, x_{\max}]$ into the $N_{par}$ small equal-length intervals and computing the sum

$$D_{\text{KL}}(p|\hat{p}) \approx \sum_{k=1}^{N_{par}} \sum_{l=1}^{N_{par}} p(k,l) \log \frac{p(k,l)}{\hat{p}(k,l)} (\Delta x)^2 \quad (50)$$

where $\Delta x = (x_{\max} - x_{\min})/N_{par}$, $p(k,l) = p(x_{\min} + k\Delta x, x_{\min} + l\Delta x)$, and $\hat{p}(k,l) = \hat{p}(x_{\min} + k\Delta x, x_{\min} + l\Delta x)$. To ensure the accuracy of the approximation, we chose $N_{par} \geq 10000$ to ensure the accuracy of the approximation. Similarly, for a 2-D problem, the KLD is approximated by partitioning the integration range $[x_{\min}^1, x_{\max}^1] \times [x_{\min}^2, x_{\max}^2]$ into the $N_{par} \times N_{par}$ small equal-area intervals and calculating

$$D_{\text{KL}}(p|\hat{p}) \approx \sum_{k=1}^{N_{par}} \sum_{l=1}^{N_{par}} p(k,l) \log \frac{p(k,l)}{\hat{p}(k,l)} (\Delta x)^2$$

The optimal values of the kernel variances $\gamma^2_{\text{par}}$ and $\gamma^2$ for the PW estimator and the two SKD estimators with the fixed-kernel model, respectively, were empirically found via cross validation. For the GMM, the number of mixing Gaussian components $N_K$ must be determined. Instead of exhaustively trying different values for the number of mixing components based on cross validation, we used the average model size obtained for the GSKD estimate as the number of mixing components for the GMM. For the EM algorithm, all the initial mixing weights $\beta_i$ were set to 1.0/$N_K$, the initial center vectors $c_i$ were randomly chosen from the region $[a, b]^m \in \mathbb{R}^m$, and all the initial variances $\gamma^2_{\text{ini},i}$ were set to the same value $\gamma^2_{\text{ini}}$. A minimum bound $\gamma^2_{\text{ini},i}$ for the variances was also assigned. If some runs of the EM algorithm were observed to diverge, the
A. First 1-D Example

In this 1-D example, the density to be estimated was the mixture of eight Gaussian distributions, which is given by

$$p(x) = \frac{1}{8} \sum_{i=0}^{7} \frac{1}{\sqrt{2\pi}\sigma_i} e^{-\frac{(x-\mu_i)^2}{2\sigma_i^2}} \tag{51}$$

with

$$\sigma_i = \sqrt{\left(\frac{2}{3}\right)^i}, \quad \mu_i = 3 \left(\left(\frac{2}{3}\right)^i - 1\right), \quad 0 \leq i \leq 7. \tag{52}$$

The number of data points for density estimation was $N = 200$. The experiment was repeated $N_{\text{run}} = 200$ times. The five density estimates were obtained, and they were the proposed GSKD estimate based on the tunable-kernel model, the GMM estimate, the PW estimate, our previous SKD estimate [20], and the RSDE [17]. The last three estimators were based on the fixed-kernel model. The average model size obtained for the GSKD estimate was 6.5, and therefore, we used $N_K = 7$ for the GMM. After considerable experiments, all the $N_{\text{run}} = 200$ runs of the EM algorithm converged with the initialization $\{a, b\} = [-4, 3]$, $\gamma_{\text{ini}}^{\gamma} = 0.1$, and $\gamma_{\text{ini}}^{\gamma} = 0.01$.

Table I compares the performance of the five density estimators, in terms of the $L_1$ test error and the KLD, as well as the number of kernels required. In addition, the maximum and minimum numbers of kernels over 200 runs are also listed in Table I for each density estimator. For this example, the PW estimate achieved the best test performance in terms of the KLD value, but the PW estimator is a nonsparse method, and its average complexity was significantly higher than that of the previous SKD estimator [20] when the width $\gamma$ was chosen.

B. Second 1-D Example

The density to be estimated was the mixture of Gaussian and Laplacian distributions, which is defined by

$$p(x) = \frac{1}{2\sqrt{2\pi}} e^{-\frac{(x-3)^2}{2\sigma^2}} + \frac{0.7}{4} e^{-0.7|x+2|}. \tag{53}$$

The number of data points for density estimation was $N = 100$, and the experiment was repeated $N_{\text{run}} = 100$ times. The number of Gaussian mixture components for the GMM was set to $N_K = 5$, as the average model size obtained for the GSKD estimate was found to be 4.5. After several tries, the appropriate initialization was found to be $\{a, b\} = [-12, 7]$, $\gamma_{\text{ini}}^{\gamma} = 0.1$, and $\gamma_{\text{ini}}^{\gamma} = 0.01$ for the EM algorithm.

Table III lists the performance of the five density estimators, in terms of the $L_1$ test error and the KLD, as well as the number of kernels required. Figs. 6–10 plot a typical PW estimate obtained, a typical SKD estimate constructed, a typical RSDE obtained, a typical GSKD estimate obtained, and a typical GMM estimate obtained, in comparison with the true density. For this example, it can be seen that the proposed GSKD estimator and the RSDE achieved the best test performance, whereas the GMM estimator had the worst test performance, which was likely due to the local minimum problem. The proposed GSKD estimator achieved the most compact estimate. The GSKD estimator, however, employed the RWBS with the algorithmic parameters $P_S = 10$, $M_I = 200$, and $N_G = 10$, and its average complexity was significantly higher than that of the previous SKD estimator [20] when the width $\gamma$ was chosen, as can be seen from Table IV. The computational complexity of the RSDE [17] when the kernel width $\gamma$ was chosen was of course similar to that of the SKD estimator [20].

C. 2-D Example

The density to be estimated was defined by the mixture of Gaussian and Laplacian distributions, which is given as follows:

$$p(x_1, x_2) = \frac{1}{4\pi} e^{-\frac{(x_1-3)^2}{2\sigma^2}} e^{-\frac{(x_2-3)^2}{2\sigma^2}} + \frac{0.35}{8} e^{-0.7|x_1+2|} e^{-0.5|x_2+2|}. \tag{54}$$

The estimation data set contained $N = 500$ samples, and the experiment was repeated $N_{\text{run}} = 100$ times. Because we had an average model size of 7.2 for the GSKD estimate, $N_K = 8$ was used for the GMM. With considerable efforts, the appropriate initialization was found to be $\{a, b\} = [-8, 8]^2$, $\gamma_{\text{ini}}^{\gamma} = 0.4$, and $\gamma_{\text{ini}}^{\gamma} = 0.01$ for the EM algorithm to converge in all the $N_{\text{run}} = 100$ runs.
Table V lists the $L_1$ test errors and the KLD values, as well as the numbers of kernels required for the five density estimates, namely, the PW estimate, the SKD estimate [20], and the RSDE [17] with the standard fixed-kernel model, as well as the proposed GSKD estimator and the GMM estimate with the tunable-kernel model. For this example, the GMM estimator achieved the best test performance. The proposed tunable KD estimator and the fixed-kernel RSDE also did well. The proposed GSKD estimator again had the most compact model with an average model size less than half of the RSDE.

Table VI compares the average complexity of the GSKD estimator with the algorithmic parameters of $P_S = 20$, $M_I = 200$, and $N_G = 10$ with that of the SKD estimator [20] when the kernel width $\gamma$ was chosen.

### Table II

<table>
<thead>
<tr>
<th>Data size</th>
<th>SKD [20]</th>
<th>GSKD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 200$</td>
<td>$2040 \times O(200)$</td>
<td>$26050 \times O(200)$</td>
</tr>
</tbody>
</table>

### D. 6-D Example

In this 6-D example, the underlying density to be estimated was given by the mixture of three Gaussian distributions

$$p(x) = \frac{1}{3} \sum_{i=1}^{3} \frac{1}{(2\pi)^{d/2} \det(\bar{\Gamma}_i)^{1/2}} e^{-\frac{1}{2} (x - \mu_i)^T \bar{\Gamma}_i^{-1} (x - \mu_i)}$$  (55)

with

$$\mu_1 = [1.0, 1.0, 1.0, 1.0, 1.0, 1.0]^T$$

$$\bar{\Gamma}_1 = \text{diag} \{1.0, 2.0, 1.0, 2.0, 1.0, 2.0\}$$  (56)

$$\mu_2 = [-1.0, -1.0, -1.0, -1.0, -1.0, -1.0]^T$$

$$\bar{\Gamma}_2 = \text{diag} \{2.0, 1.0, 2.0, 1.0, 2.0, 2.0\}$$  (57)

$$\mu_3 = [0.0, 0.0, 0.0, 0.0, 0.0, 0.0]^T$$

$$\bar{\Gamma}_3 = \text{diag} \{2.0, 1.0, 2.0, 1.0, 2.0, 2.0\}$$  (58)
Table III
Performance of the PW Estimator, Previous SKD Estimator [20], RSDE [17], Proposed GSKD Estimator, and GMM Estimator in Terms of $L_1$ Test Error and KLD, as Well as Number of Kernels Required for the 1-D Example of the Gaussian and Laplacian Mixture, Quoted as Mean ± Standard Deviation, Over 100 Runs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel type</td>
<td>fixed Gaussian, $\rho_w = 0.54$</td>
<td>fixed Gaussian, $\gamma = 1.1$</td>
<td>fixed Gaussian, $\gamma = 1.3$</td>
<td>tunable Gaussian</td>
<td>tunable Gaussian</td>
</tr>
<tr>
<td>$L_1$ test error $\times 10^2$</td>
<td>1.9963 ± 0.6179</td>
<td>2.0213 ± 0.6535</td>
<td>2.1377 ± 0.4669</td>
<td>1.9517 ± 0.6702</td>
<td>2.4597 ± 0.8117</td>
</tr>
<tr>
<td>kernel no.</td>
<td>100</td>
<td>5.1 ± 1.2</td>
<td>7.9 ± 3.2</td>
<td>4.5 ± 0.9</td>
<td>5</td>
</tr>
<tr>
<td>maximum</td>
<td>100</td>
<td>7</td>
<td>24</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>minimum</td>
<td>100</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 6. (Solid) PW estimate in comparison with (dashed) true density for the 1-D example of the Gaussian and Laplacian mixture.

Fig. 7. (Solid) SKD estimate [20] in comparison with (dashed) true density for the 1-D example of the Gaussian and Laplacian mixture.

Fig. 8. (Solid) RSDE [17] in comparison with (dashed) true density for the 1-D example of the Gaussian and Laplacian mixture.

Fig. 9. (Solid) Proposed GSKD estimate in comparison with (dashed) true density for the 1-D example of the Gaussian and Laplacian mixture.

Fig. 10. (Solid) GMM estimate in comparison with (dashed) true density for the 1-D example of the Gaussian and Laplacian mixture.

Table IV
Average Complexity Comparison of the Previous SKD Estimator [20] With the Given $\gamma$ and the Proposed GSKD Estimator for the 1-D Example of the Gaussian and Laplacian Mixture

<table>
<thead>
<tr>
<th>Data size</th>
<th>SKD [20]</th>
<th>GSKD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 100$</td>
<td>$510 \times O(100)$</td>
<td>$18450 \times O(100)$</td>
</tr>
</tbody>
</table>

The estimation data set was set to $N = 50, 600, 1000$ samples, respectively, and the experiment was repeated $N_{run} = 100$ times. For the GMM estimator, $N_K = 4, 5, 7$ were used for the cases of $N = 50, 600, 1000$, respectively, whereas the appropriate initialization for the EM algorithm was found to be $[a, b] = [-5, 5]$, $\gamma_1 = 0.1$, and $\gamma_2 = 0.01$. The GSKD estimator had the RWBS algorithmic parameters of $P_S = 40$, $M_I = 400$, and $N_G = 10$. 

The estimation data set was set to $N = 50, 600, 1000$ samples, respectively, and the experiment was repeated $N_{run} = 100$ times. For the GMM estimator, $N_K = 4, 5, 7$ were used for the cases of $N = 50, 600, 1000$, respectively, whereas the appropriate initialization for the EM algorithm was found to be $[a, b] = [-5, 5]$, $\gamma_1 = 0.1$, and $\gamma_2 = 0.01$. The GSKD estimator had the RWBS algorithmic parameters of $P_S = 40$, $M_I = 400$, and $N_G = 10$. 
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The results obtained by the five density estimators are summarized in Table VII, where it can be seen that the test performance of the various estimators for the case of \( N = 50 \) was much poorer than the cases of \( N = 600 \) and 1000. This was not surprising as the estimation set of \( N = 50 \) was insufficient to achieve an accurate estimate. For the cases of \( N = 600 \) and 1000, the GMM estimator achieved the best test performance, and it can also be seen that the proposed GSKD estimator based on the tunable-kernel model structure had clear advantages over the standard SKD estimator based on the fixed-kernel model structure, in terms of achievable test performance and estimator model size.

Average computational requirements of the GSKD estimator and our previous fixed-kernel SKD estimator [20] when the kernel variance \( \gamma^2 \) was chosen are compared in Table VIII. The computational complexity of the RSDE [17] with a given kernel variance \( \gamma^2 \) was well known to be similar to that of the SKD estimator [20].

### 10-D Example

The underlying density of this 10-D example was the mixture of three Gaussian distributions, which took the form of (55) with

\[
\boldsymbol{\mu}_1 = [1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0]^T
\]

\[
\tilde{\Gamma}_1 = \text{diag}[1.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0, 2.0]
\]

\[
\boldsymbol{\mu}_2 = [-1.0, -1.0, -1.0, -1.0, -1.0, -1.0, -1.0, -1.0, -1.0, -1.0]^T
\]

\[
\tilde{\Gamma}_2 = \text{diag}[2.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0]
\]

\[
\boldsymbol{\mu}_3 = [0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]^T
\]

\[
\tilde{\Gamma}_3 = \text{diag}[2.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0, 2.0, 1.0]
\]

The estimation set contained \( N = 20 \) samples, and the experiment was repeated \( N_{\text{run}} = 100 \) times. This example was specifically designed to represent the situation where the number of data samples is very small in comparison with the dimension of the density space, as 20 samples are extremely sparse in the 10-D space. The GMM estimator had \( N_{\text{FK}} = 4 \) mixture components, whereas the EM algorithm had the parameters \( [a, b]^{(0)} = [-5, 5]^{10}, \gamma_{\text{max}}^2 = 0.2, \) and \( \gamma_{\text{min}}^2 = 0.02 \). The GSKD estimator had the RWBS algorithmic parameters of \( P_S = 40, \) \( M_I = 400, \) and \( N_G = 10 \). The results obtained by the five density estimators are compared in Table IX, where it can be seen that the three fixed-kernel estimators and the proposed GSKD estimator based on the tunable-kernel model structure had similar test performance, but the GSKD estimator achieved a smaller estimator model size.

### V. Conclusion

A novel algorithm has been proposed for constructing the GSKD estimator with tunable-kernel units. Unlike the existing sparse SKD estimators, the kernel center vectors are not restricted to the training data samples, and each kernel unit has an individually adjusted diagonal covariance matrix. On the other hand, we do not optimize all the kernel model’s parameters together using nonlinear optimization, as the conventional FMM would. Rather, we optimize the kernel units one by one by minimizing the LOO test MSE based on an OFR procedure. A modified version of the MNQP algorithm is used to compute the kernel weights of the constructed GSKD estimator to guarantee the nonnegative and unity constraints for the mixture coefficients. Five illustrative examples have been included to demonstrate the advantages of the proposed GSKD estimator based on the tunable-kernel model over the standard SKD estimator based on the fixed-kernel model, in terms of achievable test performance and estimator model size. In terms of computational requirements, the SKD estimator with the fixed-kernel model typically imposes several times lower complexity than the GSKD estimator with the tunable-kernel model. However, when the complexity of tuning the kernel variance required by the fixed-kernel model is taken into account, the computational advantage of the fixed-kernel approach over the proposed tunable-kernel approach may be diminished. The results obtained have also suggested that the proposed GSKD estimator has similar test performance to that of the GMM.

### Appendix

#### Positioning and Shaping Generalized Kernel Units

Let \( \mathbf{u} \) be the vector that contains \( e_n \) and \( \Gamma_n \). Give the following initial conditions:

\[
e^{(0)}(k) = t_k \quad \text{and} \quad \eta^{(0)}(k) = 1, \quad 1 \leq k \leq N
\]

\[
J_0 = \frac{N}{t^T \Gamma t} = \frac{N}{N} \sum_{k=1}^{N} \Gamma_k^2
\]
Initialize the population by setting $u_0 = \frac{1}{P}$ and randomly generating the rest of the $u$.

1. **Generation initialization:** Initialize the population by setting $u_0 = \frac{1}{P}$ and randomly generating the rest of the population members $u_i$, $2 \leq i \leq P$, where $u_{i-1}$ denotes the solution found in the previous generation. If $l = 1$, $u_0$ is also randomly chosen.

2. **WBS initialization:** Assign the initial distribution weightings $\delta_1(0) = 1/P$, $1 \leq i \leq P$, for the population. Then

$$\delta_i(0) = 1/P, \quad 1 \leq i \leq P,$$

1) For $1 \leq i \leq P$, generate $\phi_i^{[l]}$ from $u_i^{[l-1]}$, the candidates for the $n$th model column, and orthogonalize them using the Gram–Schmidt orthogonalization procedure [38]:

$$\phi_j^{[l]} = \frac{w_j^{[l]} - \sum_{j=1}^{n-1} \alpha_{j,n}^{[l]} w_j}{w_j^{[l]}}, \quad 1 \leq j < n$$

$$\alpha_{j,n}^{[l]} = \frac{w_j^{[l]} \phi_j^{[l]} \phi_j^{[l]}}{w_j^{[l]} \phi_j^{[l]}}$$

2) For $1 \leq i \leq P$, calculate the LOO cost function value of each $u_i^{[l]}$:

$$e_i^{[l]}(k) = e^{(n-1)}(k) - w_{i,n}^{[l]} \phi_i^{[l]}$$

$$e_i^{(n)}(k) = e^{(n-1)}(k) - \left( w_{i,n}^{[l]} \right)^2 \frac{w_i^{[l]}}{w_i^{[l]} + \lambda}$$

$$\eta_i^{(n)}(k) = \eta^{(n-1)}(k) - \left( \frac{w_i^{[l]}}{w_i^{[l]}} \right)^2 \frac{w_i^{[l]}}{w_i^{[l]} + \lambda}$$

$$J_i^{[l]} = \frac{1}{N} \sum_{k=1}^{N} \left( \frac{\xi_i^{(n)}(k)}{\eta_i^{(n)}(k)} \right)^2$$

where $w_{i,k}^{[l]}$ is the $k$th element of $w_i^{[l]}$.

**Inner loop: WBS** For $(t = 1; t \leq M_l; t = t + 1)$

1. **Step 1: Boosting**

$$i_{\text{best}} = \arg \min_{1 \leq i \leq P} J_i^{[l]}$$

$$i_{\text{worst}} = \arg \max_{1 \leq i \leq P} J_i^{[l]}$$

2. **Denote $u_{\text{best}}^{[l]} = u_{i_{\text{best}}}^{[l]}$ and $u_{\text{worst}}^{[l]} = u_{i_{\text{worst}}}^{[l]}$.**

3. **Normalize the cost function values**

$$\tilde{J}_i^{[l]} = \frac{J_i^{[l]}}{\sum_{i=1}^{P} J_i^{[l]}}, \quad 1 \leq i \leq P.$$  

4. **Compute a weighting factor $\mu_t$ according to**

$$\xi_t = \sum_{i=1}^{P} \delta_i(t-1) \tilde{J}_i^{[l]}$$

$$\mu_t = \frac{\xi_t}{1 - \xi_t}$$

5. **Update the distribution weightings for $1 \leq i \leq P$**

$$\delta_i(t) = \begin{cases} \delta_i(t-1) \mu_t^{[l]} & \text{for } \mu_t \leq 1 \\ \delta_i(t-1) \mu_t^{1-\tilde{J}_i^{[l]}} & \text{for } \mu_t > 1 \end{cases}$$

and normalize them

$$\tilde{\delta}_i(t) = \frac{\delta_i(t)}{\sum_{i=1}^{P} \tilde{\delta}_i(t)}, \quad 1 \leq i \leq P.$$
• **Step 2:** Parameter updating

1) Construct the \((P_S + 1)\)th point using the formula

\[
u_{P_S + 1} = \sum_{i=1}^{P_S} \delta_i(t) u_i^{[l]}.\]

2) Construct the \((P_S + 2)\)th point using the formula

\[
u_{P_S + 2} = u_{[l]}^{[l]} + \left( u_{[l]}^{[l]} - u_{P_S + 1} \right).\]

3) Calculate \(\phi_n^{(P_S + 1)}\) and \(\phi_n^{(P_S + 2)}\) from \(u_{P_S + 1}\) and \(u_{P_S + 2}\), orthogonalize these two candidate model columns [as in (63)–(65)], and compute their corresponding LOO cost function values \(J_n^i\), \(i = P_S + 1, P_S + 2\) [as in (66)–(68)]. Then, find

\[
i_* = \arg \min_{i=P_S+1, P_S+2} J_n^i.\]

The pair \((u_{[l]}^{[*]}, J_n^{[best]})\) then replaces \((u_{[l]}^{[worst]}, J_n^{[worst]})\) in the population.

**End of inner loop**

The solution found in the \(l\)th generation is \(u = u_{[l]}^{[best]}\).

**End of outer loop**

This yields the solution \(u = u_{[l]}^{[best]}\), i.e., \(c_n\) and \(\Gamma_n\) of the \(n\)th kernel unit, the \(n\)th model column \(\phi_n\), the orthogonalization coefficients \(\delta_j, n, 1 \leq j < n\), the corresponding orthogonal model column \(w_n\), and the weight \(g_n\), as well as the \(n\)th-term modeling errors \(\epsilon_n(k)\) and associated LOO modeling error weightings \(\eta_n(k)\) for \(1 \leq k \leq N\).

The idea of the RWBS algorithm is remarkably simple. The basic process, i.e., the inner WBS loop, evolves a population of \(P_S\) initially randomly chosen solutions by performing a convex combination of the potential solutions to yield \(u_{P_S + 1}\) and computing its mirror image \(u_{P_S + 2}\). The worst member of the population is then replaced by either \(u_{P_S + 1}\) or \(u_{P_S + 2}\). This process is repeated \(M_I\) times until the process converges. The weightings \(\delta_j(t)\) used in the convex combination are adapted to reflect the “goodness” of corresponding potential solutions using the idea from boosting [39]–[42]. The inner iteration loop is designed to efficiently find a minimum point within the convex hull defined by the initial population members. This capability as a local optimizer can be explained by the theory of weak learnability associated with boosting [39], [40]. The outer loop repeats the inner WBS \(N_G\) times or “generations” to improve the probability of finding a global optimal solution. An elitist strategy is adopted by retaining the best solution found in the current generation in the initial population of the next generation, which ensures that the information obtained with regard to the previous search region is not lost. By repeating the WBS a number of generations, the algorithm resembles a commonly used random search strategy, which is called the multistart [43]. Note that randomly drawing a number of points adopted by the RWBS algorithm is also the sampling strategy used in a class of global optimization methods, which is referred to as clustering [43].

The appropriate values for the RWBS algorithmic parameters \(P_S, N_G\), and \(M_I\) depend on the dimension of \(u\) and how hard the objective function to be optimized. Generally, these algorithmic parameters have to empirically be found, and some general rules are discussed in [28]. In the inner optimization loop, there is no need for every member of the population to converge to a (local) minimum, and it is sufficient to locate where the minimum lies. The maximum number of iterations \(M_I\) for the inner optimization loop can be set to a relatively small value. This makes the search efficient, achieving convergence with a small number of the cost function evaluations. The population size \(P_S\) and the number of generations \(N_G\) should be set sufficiently large so that the parameter space will sufficiently be sampled.
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