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1: INTRODUCTION

Since the introduction of the Black-Scholes model for the pricing of derivative securities in 1973, there has been a proliferation in the number of studies which have sought to test the accuracy of their formulation and to extend it, for example for pricing derivatives whose underlying assets pay a dividend. In order to use any pricing model to value an option, an estimate of the volatility of returns to the underlying asset is required, and if, for example, one were to use the Black-Scholes formula, this is the only quantity that one would need to estimate, since all the other variables required are directly observable from the market. As a result, the relevance of any pricing model will depend on one’s ability to accurately estimate or forecast the volatility of the underlying asset.

Initially, estimates of the historic standard deviation were used to calculate the price of an option for simplicity and since it was assumed that historic standard deviation was the best estimate of future standard deviation. However, if the history of returns on the underlying asset, or the option’s market price contain information that can be used to calculate better indicators of future return volatility, then the estimate of volatility using historical standard deviation would cease to be a best predictor. Thus, the primary motivation for recent interest in implied volatilities (by academics and practitioners alike) is that, as will be outlined below, many studies have shown that it is a far better predictor of future price variability, on average, than the historical volatility of the underlying security (see, for example, Canina and Figlewski, 1993; Day and Lewis, 1992; Jorion, 1995; Lamoureux and Lastrapes, 1993).

Most of the studies in this area have concentrated on options whose underlying asset is either a particular stock or stock index and very few researchers have looked at options on other underlying assets. Moreover, since options on futures are a relatively new class of securities in the field of derivatives, most previous studies have concentrated on models for valuation of these assets given their characteristics, rather than looking at the behaviour of the volatility series implied by the option. In this study we model the implied volatility of options on Long Gilt futures. An option on a futures contract is similar to any option in the sense that it gives its owner the right to enter either a long or
short position in the underlying security at a fixed price known as the exercise price. Suppose that the holder has a call option, then upon exercise, he will get a futures contract with a futures price which is equal to the exercise price of the option. However, when he exercises the call option, there is no exchange of cash between the parties as it would happen for a stock option. As he holds a call option, he is delivered a long position in a futures contract. Since futures contracts are marked to market everyday at the close of trading, the option holder will be able to withdraw an amount which is equal to the futures price minus the exercise price if he had a call option or the difference between the exercise price and the futures price if he had a put option. Another interesting characteristic of this option is that the buyer of a call/put does not have to pay the premium at the time of purchase. The option position is marked-to-market every day (like a futures contract) and as such, the investor will be required to hold a margin account with the Clearing House, which will be adjusted everyday for any variation margin.

The remainder of this paper is organised as follows. Section 2 comprises a review of previous research that has been undertaken on implied volatility and we shall look particularly at research which studies options on futures. We then move on to outline the data employed and to review the characteristics underlying the option valuation model which we are using to calculate the implied volatilities in section 3. Having estimated the implied volatilities, we then model the behaviour of the change in implied volatility series using macroeconomic variables. Using the forecasts of the change in implied volatilities predicted by our model, we devise a trading strategy to exploit any profitable opportunities. The results from the options pricing, modelling of implied volatility series, and trading profitability are all presented in section 4. Section 5 concludes.

2: Review of the literature on implied volatility
One of the first studies of implied volatility was undertaken by Latané and Rendleman in 1976. Their idea originated from a Black and Scholes (1974) paper which showed that the actual standard deviation of the underlying asset over the life of the option, suggested by the current option price, would be of more use for the valuation of a call than a pure historical average. Latané and Rendleman (1976, hereafter LR) assumed that investors price options according to the Black and Scholes model and were therefore able to use the actual call price to derive the implied standard deviation. If the assumptions of Black and Scholes hold and the options market is efficient, then all the options on a particular stock would be valued using the same estimate of the standard deviation and this would represent the market’s forecast of the future variance of the stock’s return. However, this is not the case, as some options are more dependent upon a precise specification of the standard deviation than others (Latané and Rendleman, 1976, p. 371). A change in the volatility of a stock’s return would not affect all the options in the same way. Some are more sensitive to these changes than others and as a result they would provide a better estimate of the implied volatility of the stock. Thus, if the standard deviation for each option on a particular stock is different, the Black-Scholes (hereafter B-S) pricing formula would be redundant because one of its assumptions is that the standard deviation of stock’s return is constant over time. As a result, it would seem that it is inconsistent to use the B-S formula to infer a changing implied volatility. However, the B-S valuation framework may still be relevant, (even though the constant variance assumption is violated in practice), since Hull and White (1987) showed that the B-S model’s predictions for implied volatility, especially for options that are near to the money, are indistinguishable from models where volatility follows a stochastic process. Therefore, the implied volatility of each option will depend on the characteristic of that particular option and as such, a simple arithmetic average of the implied volatility of all the options that are written on the stock would not be representative of the market’s forecast of that stock’s return variability. In order to obtain a single estimate of the implied volatility, LR suggested a weighted implied standard deviation (WISD) where more weight would be given to the implied volatility of options whose values are theoretically more sensitive to the standard deviation.
where $WISD_{it}$ is the weighted average implied standard deviation for company $i$ in period $t$, $ISD_{ijt}$ is the implied standard deviation for option $j$ of company $i$, $N$ is the number of options on company $i$ at time $t$, and $d_{ijt}$ is the Partial derivative of the Black-Scholes valuation formula with respect to the implied standard deviation of option $j$ of company $i$ in period $t$. The weights used to derive the weighted average implied standard deviation are the partial derivatives of the Black-Scholes equation with respect to each implied standard deviation$^3$.

Since this early research, the volume of the literature on the calculation of implied volatility has grown considerably. Researchers are in broad agreement that implied volatility yields superior forecasts of return variability, but are unsure of how to calculate it properly; for example, they do not know whether to use only one option or whether to use a weighting scheme to calculate the implied volatility. The study undertaken by LR was also simplistic in the sense that it did not take into account dividend payments when valuing the options, since they employed the original B-S pricing formula and one of its assumptions is that stocks do not pay dividends. As a result many studies have tried to improve on the original idea of LR, and one such study was undertaken by Beckers (1981). Not only was the effect of dividends on option prices taken into account, but also a new weighting scheme was introduced, which placed more emphasis on at the money options. He calculated a single estimate of the implied standard deviations by minimising the weighted sum of the squared deviations between the market value and the corresponding B-S price, where each implied standard deviation was weighted by the partial derivative of the B-S formula with respect to the standard deviation. The formula he derived was as follows:

$$(1) \quad WISD_{it} = \left( \frac{\sum_{j=1}^{N} ISD_{ijt}^2 \cdot d_{ijt}^2}{\sum_{j=1}^{N} d_{ijt}} \right)^{0.5}$$

$^3$ Schmalensee and Trippi (1978), have shown that tests done on the Latané and Rendleman weighting scheme for a variety of parameters give little weight to options that are deep in or out of the money and have a short time to maturity.
\[ ISD = \sum_{i=1}^{N} w_i [C_i - BS_i(ISD)]^2 / \sum_{i=1}^{N} w_i \]  

where \( C_i \) is the market price of option \( i \), \( BS_i \) is the Black-Scholes option price as a function of the ISD, \( N \) is the total number of options on a given stock with the same maturity, and \( w_i \) is the partial derivative of the Black-Scholes option pricing formula with respect to the standard deviation.

For comparison with previous research, he also tested the predictive ability of the at the money implied standard deviation. He found that although this new implied volatility measure was a much better predictor of future variability than the historic standard deviation, when compared to the at-the-money implied standard deviation, the latter was the better predictor. According to Beckers, this shows that a weighting scheme for computing a single estimate of the ISDs may not be useful after all and that by adding the implied volatility of other options to the at-the-money implied volatility this could only worsen the predictive power of the latter, since most of the information about future volatility is reflected in the price of the at-the-money options. In this study, we are guided by the conclusions of previous research, and we therefore employ only at-the-money options, and not a weighted combination of at-the- and far-from-the-money.

3: Data & Methodology

3.1: Options Data and Sources

Although most of the research in this area has been undertaken using data on US Treasury bonds futures which are traded on the Chicago Board of Trade (CBOT), we model options futures using data from the London International Financial Futures Exchange (LIFFE). We focus on the implied volatilities of options on Long Gilt Futures, the underlying asset for which is one of the most popular and liquid futures contracts traded on LIFFE. These options, known as regular options, started trading in March 1986 and the contract maturity is the same as the underlying Long Gilt futures contract i.e. March, June, September, December. The only difference between the two is that the option expires 6 business days before the delivery month of the futures contract i.e. an option on the March futures contract would expire around the 22\textsuperscript{nd} of February while the futures contract would expire two
business days prior to the last business day in the delivery month. Moreover from March 1995, additional options, known as serial options, were introduced such that from that date a contract expires every month instead of every 3 months. The data from LIFFE is separated according to maturity and for each option maturity we obtained the closing price of all the options that were traded on any particular day for that maturity, from the first day that the option started trading to its expiration. We utilised daily closing price data for this study since intra-daily data for LIFFE options on bond futures was not available for most of our sample period. We employed the yield on 3 month Treasury Bills as a proxy for the short term risk-free interest rate.

In our analysis, we calculated the implied volatility only for the at the money call options with the shortest maturity but with at least 15 days to expiration. We ignore the last 15 days of trading because options markets are very volatile during this period, which could lead to unreliable estimates of implied volatility. Thus, we were able to obtain a time series of implied volatilities from March 1986 to the end of March 1996.

We use the closing price of the option to calculate the implied volatility, and as Stoll and Whaley (1991) pointed out, this could potentially result in “non-simultaneous” prices being used for the calculation of the implied volatility and therefore inducing negative first order serial correlation in the implied volatility change series. However, their study was based on US derivatives exchanges and there is a difference in the closing times of the stock exchange and the options market. In our case, both the options and the underlying markets close at the same time and therefore the chance of non-simultaneity in the prices occurring is small.

### 3.2 Calculating the Implied Volatilities

Since we are trying to model the implied volatility of options on Long Gilt futures we need to use a valuation formula to derive the implied volatility series. The first study undertaken in this area was by Black (1976) and although he considered options on forward contracts, his results can be applied
to futures contracts when the short term interest rate is non stochastic, because then the value of a forward contract is equal to that of the corresponding futures contract. Moreover, Barone-Adesi and Whaley (1987) pointed out that the partial differential equation derived by Black is so general that it can be used to describe the price dynamics of not only European call options but European puts and American options as well. In this section, we demonstrate that Black’s formula is still useful and that it can be employed to calculate the implied volatility series. We start by explaining its basic framework.

In order to develop Black’s European valuation formula the following assumptions must be made:

(1) There are no transactions costs and short sales are permitted

(2) The short term interest rate is constant through time.

(3) The change in the instantaneous futures price is described by the stochastic differential equation;

\[ dF/F = \mu \, dt + \sigma \, dz; \]  

where \( \mu \) is the expected instantaneous price change relative of the futures contract, \( \sigma \) is the instantaneous standard deviation, and \( z \) is a Weiner process.

Examining the plausibility of these assumptions, the first should not give cause for concern since in real life market makers have small or no transaction costs. The second assumption of a constant short term interest rate could at first sight appear contradictory to our basic methodology. This is because the main factor affecting the volatility of bond prices or bond futures is interest rate uncertainty. It would therefore seem incorrect to use the Black formula to price options on bonds futures. However, our study is centred on options on long bond futures and the driving force behind the volatility of the T-Bond futures prices is the long term treasury bond rate and not the short term rate which we assume to be constant. We only consider short maturity options, and the cheapest to deliver (CTD) bond hardly changes with interest rates over the life of the bond. Barone-Adesi and Whaley (1987) suggested that these two rates are to some degree separable. Even though the contracts do contain delivery options, the CTD bond changes very little over the life of the option. Some studies have tried
to solve this problem by using stochastic interest rate processes to model option prices (Ramaswamy and Sundaresan (1985)), although these have had limited success since the model will only be realistic if the interest rate process posited is accurate enough. A further important problem with these stochastic models is that they have to be solved numerically as no closed form solutions exist.

The third assumption describes the dynamics of the futures price movement through time. As pointed out by Barone-Adesi and Whaley (1987), there is no reference to the relationship between the futures price and the underlying spot commodity in the equation and as such this valuation formula can be applied to any futures contract. According to Cakici et al (1993), if the cost of carry relationship holds, then the assumption that the futures price follows a stochastic differential equation will be consistent with the assumption that the underlying asset also follows a stochastic differential equation:

\[
\frac{dS}{S} = \alpha \, dt + \sigma \, dz; \tag{4}
\]

where \(\alpha\) is the expected relative spot price change, \(\sigma\) is the instantaneous standard deviation, \(z\) is a Weiner process. However, in the case of bond futures the cost of carry relationship is not straightforward because of the presence of delivery options (on quality and timing) and as such the stochastic differential equation of the underlying asset would be different from the one above.

By making these assumptions and forming a riskless hedge which consisted of the futures option and its underlying futures contract, Black was able to derive a partial differential equation that determines the path of the future options price \(V\):

\[
\frac{1}{2} \sigma^2 F^2 V_{FF} - r V + V_t = 0 \tag{5}
\]

where \(V\) is the futures option price, \(F\) is the current futures price, \(r\) is the risk free rate of interest, \(\sigma\) is the instantaneous standard deviation, \(V_F\) and \(V_{FF}\) are the first and second derivatives of the option price with respect to the price of the futures contract, and \(V_t\) is the derivative of the option price with respect to time.
As mentioned above, this equation is so general that it can be used to value either European and American options and either call or put options. For example, when using the boundary condition of a European call option, the terminal value of a call option being the max \((0, F - X)\), Black was able to solve the above equation to obtain the following formula for valuing a call option on a futures contract

$$c(F,T,X) = e^{-rT} \left[ F \times N(d_1) - X \times N(d_2) \right]$$  \[6\]

where \( d_1 = \left[ \ln \left( \frac{F}{X} \right) + 0.5 \sigma^2 T \right] / \left( \sigma T^{1/2} \right), d_2 = d_1 - \sigma T^{1/2} \), \( F \) is the current futures price, \( X \) is the strike price of the future option, \( T \) is the time to expiration of the option, \( N \) is the cumulative normal distribution, \( r \) is the risk free rate. In this study, we assume that call options on bond futures are priced according to the formula in \[6\].

However, one potential problem is that we are using a formula derived for the valuation of European options to value an American option on a futures contract. Studies have shown that the early exercise feature of an American option can result in American options having a slightly higher premium than a similar European option, as demonstrated by Barone-Adesi and Whaley (1987). He showed that as the value of the underlying future contract becomes very large relative to the exercise price, the values of \( N(d_1) \) and \( N(d_2) \) approach one. From expression \[6\] above, we see that the value of a European call approaches \( e^{-rt}[F - X] \), however the value of a similar American option is \( [F - X] \) as it can be exercised immediately. This shows that the American option has a higher value than its European counterpart and as such will command a higher premium.

A number of solutions have been proposed for this problem. For example, researchers have tried to solve the Black partial differential equation ([5] above), but subject to the American call option on a futures contract boundary condition. However, no analytic solution has been found and hence researchers have tried to value American futures options using a finite difference approximation method. This method is computationally expensive and one needs to enumerate every possible path
that the futures option price may take during the life of the option before one can use it. Barone-Adesi and Whaley (1987) were able to derive a quadratic approximation for the pricing of American options and according to them it is considerably faster than the finite difference method. Their formula is complex and involves the estimation of the critical futures price where one would exercise the American option immediately.

There is fortunately some empirical evidence, however, that suggests that the Black formula is still valid for certain options. Brone-Adesi and Whaley (1987) carried out a simulation of the early exercise premium values. Using a range of option pricing parameters, they calculated the option prices using the quadratic and finite difference approximations. They found that for out of the money options, the early exercise premium is negligible and even for at the money options the early exercise premium represents only a very small percentage indeed of the American option price. It is only for options that are deep in the money that the early exercise premium is non-negligible. Taking the results of this simulation into consideration, it would seem that we can validly use the Black formula to derive the value of at the money American call options.

These simulations results were confirmed by a study undertaken by Cakici et al (1993), using both valuation models to price options on T-Note and T-Bond futures. Again, comparing model prices to actual prices, they also found that it was only options that are in the money which are underpriced by both models and they found no mispricing with regards to out of or at the money options. Their conclusion was that Black’s (1976) European pricing model is indistinguishable from the American pricing model of Barone-Adesi and Whaley (1987) for pricing options on T-Bond and T-Note futures.

In this study we use the at the money options to calculate the implied volatility and since we cannot calculate the volatility by solving the Black formula directly (since it is a nonlinear equation), we use an iterative search procedure, the Newton Raphson method, to solve for the volatility implied by the option price.
3.3: The Estimated Implied Volatilities

Using Newton-Raphson, we are able to derive a time series of implied volatilities estimates and table 1 reports some preliminary analysis on the data. The table reveals that the mean of the implied volatilities over the entire period of 10 years is 0.092 and the variance is 0.0001. The kurtosis test is insignificant i.e. there does not seem to be any evidence of fat tails but the data is skewed to the right. Looking at the results for the change in implied volatility we see that the mean for the series is -0.0002 and the variance is 0.003. The change in implied volatility series is more volatile than the level of implied volatility series. However the change series is both skewed and leptokurtic, implying that the distribution of returns has fatter tails than a normal with the same mean and variance. The change series is also skewed to the right. This leads the Bera-Jaque normality test to reject the Gaussian null convincingly.

Figures 1 and 2 show the implied volatility and change in implied volatility series respectively over the sample period (March 1986 - February 1996). The figures show a small number of large (positive or negative) spikes, where implied volatility rose substantially, or fell to zero. These may be considered outliers, which correspond to the October 1987 stock market crash, and to times when LIFEE lost their record of prices for this option.

An important question to address for valid econometric analysis of any time series is whether the data can be considered stationary or whether it contains a unit root. Figure 1 suggests that the series could be non-stationary, since it exhibits “long swings” with very few mean-crossings. However, the Dickey Fuller test results shown in table 1 indicate a clear rejection of the unit root null hypothesis in the levels series. Conversely, the autocorrelation coefficients for the levels series decline very slowly indeed, and are significant beyond the 50th lag. This would imply that a very large number of lags of the dependent variable would be required in the model to soak up this autocorrelation and consequently we concentrate on innovations in implied volatility for subsequent analysis.
Additionally, both the levels series and the changes show strong evidence of ARCH-effects, and hence heteroscedasticity-robust standard errors are used in all ensuing analysis.

3.4: Information variables used in predicting implied volatility

In this section, we briefly explain the variables that are used for modelling the implied volatility series. For determining the appropriate conditioning variables for forming a time series model of the change in implied volatility, we draw on previous research, although most of the previous studies have modelled stock return volatilities rather than implied volatilities. Only one modelled implied volatilities, and the underlying asset in that case was a stock index (Franks and Schwartz (1991)). The variables employed therein are similar to those commonly used to predict stock returns, and comprise a set of macroeconomic variables, usually tested within an APT-type framework.

Following Elton et al (1995) and the references therein, the main variables that have been regularly used by academics are:

1. Excess market returns
2. Default risks (Difference in returns between corporate bonds and government bonds)
3. Term risks (Difference in returns between long and short term government bonds)
4. Unexpected changes in inflation
5. Unexpected changes in a measure of economic performance.

Although these variables have all been used at one point or another to explain stock return variability, we think that they will still be relevant in explaining bond volatility. The first variable ‘excess market return’ can be seen as a general measure of economic conditions and confidence. It is the difference between the return on the stock market and the risk free rate of return. It can also be viewed as a catch-all for omitted variables (see Elton et al, 1995). The second variable is not relevant in this case, since we are modelling government rather than corporate bonds. The third variable is a proxy for the term structure of interest rates (interest rate risk), and is measured as the difference between the yields on long term government bonds and the 3 month T-Bill rate. Another variable that can be used to
represent economic conditions is unexpected changes in inflation. Elton et al (1995) argued that changes in this variable should affect the level of interest rates and therefore bond returns. The final factor that they mentioned as popular can be proxied by variables that represent economic conditions prevailing in the country such as industrial production, in other words economic factors found significant in tests of the arbitrage pricing theory. We employ all of these variables in our modelling, although we only report those that are significant.

We use the dividend yield on the FT-All Share index to act as a proxy for the general economic condition in the UK. Following, Clare and Thomas (1992) who found that a country’s bond return can be explained by both the country’s term structure and the US term structure we use first the UK term structure (measured by the difference between the yield on British Government irredeemables (acting as a proxy for the long bond yield) and the 3 months UK Treasury Bill discount rate (proxy for the short term interest rate)) only, and then both the UK and US term structure to model implied volatility. We also use the variable known as GEYR, (see Levin and Wright, 1998), which is a relative measure of the expensiveness of bonds relative to equities. It is calculated by dividing the long bond yield by the dividend yield of a stock index and is an indicator of the expensiveness of gilts yields relative to equity yields.

Another variable that has been used to explain changes in volatility is changes in volume (see Brooks, 1998 for a survey of this literature). As Franks and Schwartz (1991) pointed out, the impact of new information can be evaluated through price changes but changes in volume will tell us whether investors agree with the interpretation of the information.

The regression results presented below also include day-of-the-week dummy variables to determine whether there are any seasonal patterns in the implied volatility series. Harvey and Whaley (1992) suggested that Monday’s implied volatility should be higher than on other days since traders open positions for the on the first trading day of the week, meaning that there is excess buying pressure on
Mondays resulting in higher volatility. Finally, other studies (such as Engle, 1982) have shown that because of strong persistence in the volatility series, we need to include lags of the dependent variable to allow for the dynamic structure of the series.

4: Results

This section is divided into three parts and presents the findings of the various tests outlined in the previous section. The first set of results looks at the performance of the option pricing model by checking for any systematic patterns in the mispricing errors. This is followed by a summary of the regression results obtained from modelling the change in implied volatility series. Having found a set of significant information variables, we use the resultant model to see whether it is possible to earn excess returns from devising a trading strategy. Thus the last part of this section is a summary of the profits or losses made from the trading exercise.

4.1: Tests for systematic biases in the pricing model

As mentioned in the previous section, we are using a European option pricing model to approximate the price of an American option. In order to know the extent of the mispricings, we calculate the price of the option first using an option pricing model, and then subtracting it from the actual market price. To calculate the model price we require an estimate of sigma (σ) because the remaining four out of the five variables are either available from the market or the contract specification. In order to reduce any mispricings that could be the result of errors in the way we calculate sigma, we use the actual standard deviation of the underlying asset’s return that occur during the life of the option in our model. Thus, our estimate of sigma for each option for each day is the standard deviation of the Long Gilts futures’ returns from that day to the maturity of the option. For each option maturity (serial or regular option) we have a time series of standard deviation ranging from the day the option started trading to its maturity.
By subtracting the model’s price from the actual market price we were able to determine the mispricings errors for 95804 call options (the total number of calls on bond futures option traded from March 1986 to March 1996). In order to report the maturity and moneyness biases we first group them and then average the price deviations. To test for any moneyness biases, we divide the total sample into three groups: $F/K < 0.98$, $0.98 \leq F/K < 1.02$ and $F/K \geq 1.02$ where $F$ is the futures price and $K$ is the exercise price, and to test for any maturity biases we divide the sample into four groups ($T < 3$ weeks, $3 \leq T < 6$, $6 \leq T < 12$ and $T \geq 12$). The absolute pricing errors are presented in Panel A of Table 2.

The major conclusion from Panel A Table 2 is that the Black pricing model seems to slightly underprice all options regardless of their moneyness and maturity. One possible explanation is that as expected the early exercise premium of American options is not being taken into account by the model. Although the mispricings are very small for most classes of options, there seems to be moneyness and maturity biases for certain options. When all the call options are aggregated by maturity (All $T$ in Table 2 above), only those that are deep in the money ($F \geq 1.02$) seem to be significantly underpriced (0.160 in the All $T$ column), but the mispricing is more pronounced for these deep in the money options when they have a maturity of more than 12 weeks (0.248). Moreover the same results (significant underpricing) were obtained for deep in the money options with 6 to 12 weeks to maturity. One reason for the significant underpricing is that the options are American so that they can and would be exercised immediately when deep in the money, and therefore their value will be higher than corresponding European options. Similar results are observed when the pricing errors are measured as a proportion of the actual options prices. These findings are presented in Panel B of Table 2. We find, overall, that mis-pricings for at the money short-maturity options are typically as low as 1% of the option value. Clearly, the systematic underpricing in certain circumstances is related to the model assumptions – first, because we have effectively ignored the early exercise premium. Second, and more subtly, Ho, Stapleton and Subrahmanyarn (1997) have shown that stochastic interest rates have a positive effect on the option value. We have assumed that interest rates
are fixed, whereas in reality they have a random influence, which if incorporated into the model, would have increased the option values.

Concurring with the study by Cakici et al (1993), we do not report any significant mispricings for options that are at or out of the money. However, we do find a small mispricing for at the money options that have more than 12 weeks to maturity (0.116 for \( T > 12 \) with \( 0.98 \leq F/K < 1.02 \)). When all options are aggregated by maturity but still separated by moneyness (All \( T \) column in table 2), the underpricing by the model increases linearly with moneyness (starting from 0.026 for out of the money options rising to 0.160 for deep in the money ones).

As for the maturity biases, only options with a maturity of more than 12 weeks seem to have a mispricing which could be economically significant (0.144 for All \( F/K \) with a maturity of more than 12 weeks). These mispricings are more severe for deep in the money options (0.248 for \( F/K > 1.02 \)). Here again, when all the calls are aggregated by moneyness but still separated by maturity (row All \( F/K \) in Table 2) the underpricing by the model increases linearly as the time to maturity of the options increases (starting from 0.022 for options with less than 3 weeks rising to 0.144 for options with more than 12 weeks).

Our results are similar to those of Cakici et al (1993) since we found that significant mispricings only occur for deep in the money options. The moneyness biases seem to be more significant than the maturity biases. Overall we might have expected to obtain similar results to Cakici et al, as we use options on Long Gilt futures while they carried similar tests on options on T-Bond futures. The above results show that we are right in choosing to use only at the money options and also to ignore options with a maturity of less than 2 weeks when calculating the implied volatility. Moreover, most of the options that we use to calculate the implied volatility have a maturity of less than 12 weeks. Since, there are no significant mispricings for at the money options apart from those with a maturity of more
than 12 weeks, then our estimate of implied volatility is not biased by the fact that we are using a
European option pricing formula to approximate the value of an American option.

4.2: Modelling changes in implied volatility

Having explained how we arrived at the implied volatility figures in the previous section, we now explain the results achieved when the change in the implied volatility series is modelled using the general model:

\[ IV_t = \sum_{k=1}^{n} \beta_k X_{k,t-1} + \sum_{i=1}^{5} \gamma_i D_{i,t} + u_t \]  

where \( IV_t \) is the implied volatility series, \( X_{k,t-1} \) is the value of the \( k^{th} \) macroeconomic variable at time \( t-1 \), \( D_{i,t} \) is the daily dummy variable, taking the value 1 on day \( i \) and zero otherwise, and \( u_t \) is the disturbance term.

We started by looking for any seasonal patterns in both the level and change in implied volatility series. In order to do so, we have to carry a regression on five dummies, as we are checking for the day of the week effect. We also include lags of the dependent variable in the regression because previous studies have shown that there is persistence in the volatility series. The number of lags employed is that number required to render a Ljung-Box Q*(10) test on the residuals to be insignificant at the 5% level\(^4\). We also include dummy variables to remove certain outliers, namely the stock market crash of 1987 and on dates when LIFFE lost their record of option prices.

The regression results presented in Table 3 show that none of the five seasonal dummies are significant for the change in implied volatility series but they are all significant for the implied volatility level series. As expected, implied volatility is at its highest on Mondays (daily average of 0.0020731 over the sample). Looking at the results for the change in implied volatility series, it would

\(^4\) We find that 5 lags of the change in implied volatility are required. For the levels series, the autocorrelation is still present when 20 lags are included. Thus the model employing macroeconomic variables presented subsequently will be estimated only on the changes series, and incorporating the five lags.
seem that there are no seasonal pattern as regards to the day of the week. Moreover, we see that volatility falls from Thursday to Friday by an average of 0.0005873 over the entire sample while it increases by 0.0005176 from Friday to Monday. The size of these changes in implied volatility do not seem to be large enough to be statistically or economically significant\(^5\).

We now present the results obtained when using the information variables outlined above to forecast the implied volatility series. The first regression contained only UK information variables, and these results are presented in column 3 of table 4. It is evident that none of the UK information variables seem to be able to explain the change in implied volatility series apart from the lag of the change in implied volatility itself, and the dummy variables.

Following a study by Clare & Thomas (1992), who found that information regarding US bond returns was a significant factor in explaining other countries’ bond returns, we include the US term structure and the dividend yield of the S&P 500 in the regression. The results shown in the last column of table 4 are quite surprising as the US term structure, which is defined as the difference between the 30 year Benchmark Bond redemption yield and the 3 month US Treasury bill discount rate, is a significant factor in explaining the change in implied volatility of UK Long Gilt futures options. This seems to be in line with the study undertaken by Clare & Thomas (1992) who found one US variable to be significant in explaining other countries bond returns. The dividend yield on the US stock, however, is found to be insignificant.

4.3: Market Efficiency Tests

Following the development of a model for the change in implied volatility series in the previous section, we move on to devise a trading strategy that might exploit this potential predictability. This set of tests can be seen as market efficiency tests since we are using our fitted model of the change in

---

5 In addition to testing for the day of the week effect, we include volume as another variable. As mentioned earlier, researchers have tried to link increases in volatility to increases in market liquidity. Thus we used volume
implied volatility series to try to achieve abnormal returns. The regressions in table 4 are *ex ante*, with only lagged values of variables on the right hand side, and can therefore be used for forecasting. As Harvey and Whaley (1992) explained, the in-sample predictability in the series could either be the result of investors changing their view on the market upon the arrival of new information or it could be that the market is inefficient.

In order to use this strategy, we have to make out of sample forecasts of the change in implied volatility series. We test this strategy from the 1st Jan 1995 to the 31st March 1996. For each day from the 1st of Jan 1995 (t), we regress the change in implied volatility series (including the change in implied volatility for t) on the set of information variables available up to and including day t. Using the estimated coefficients and information available for day t, we can make a forecast of the change in implied volatility for day t+1. For example, in order to make a forecast for the change in implied volatility for the 2nd Jan 1995 on the 1st Jan 1995, we first carry a regression of the change in implied volatility series (this series would include the change in implied volatility for the 1st of Jan 1995) on the set of information variable available up to the 1st Jan. The estimated coefficients are then used on the information variables available on the 1st of Jan 1995 to make a prediction of the change in implied volatility for the 2nd Jan 1995.

The trading strategy we use is quite simple: if our forecasts show that implied volatility will rise tomorrow then we buy the option because we expect the price to go up on the next day or vice versa if we predict a fall. There are no time restrictions as to when the position has to be taken on the next day except that it has to be as early as possible and only at the money options are to be bought or sold. We plan to close any position the day after it is opened, but if there are no reverse trades on that day we leave the position open until we can find a reverse trade to close it. Overall, of a total of 284 possible trading days of at the money options, we were unable to close the position on the next day for as a proxy for market liquidity. Our results (not reported here) show that volume or changes in volume could not explain changes in implied volatility.
only 45 days. Even though this option market is marked-to-market daily (as futures markets are), this should not make any difference to the total profit or loss, simply that the margin account at the Clearing House is changing daily and the total profit/loss will not be different from a market where there are no daily margin calls.

A simple check on how good the model forecasts are reveals that out of a possible 312 trading days over the test period, there were trades of at the money options on 284 days and out of that our predictions are right for 149 days (a 52.46% success rate) in the sense that the signs were correctly predicted. The trading rule proved incorrect 128 times (e.g. we predicted a rise in implied volatility but the price of the option went down instead of up) and on seven occasions there was no change in the price of the option on the next day.

We use only a simple trading rule is used is that because of a lack of data, implying that we can not experiment with popular option trading strategies. For example, we might wish to buy or sell straddles, however because there are not enough simultaneous trades over our trading period (Jan 1995 - Mar 1996), we cannot buy/sell both puts and calls at the same time and exercise price for most of the trading days for the LIFFE options on bond futures.

Moreover, because the price of the underlying asset (gilt futures) are not recorded for serial options we could not delta hedge the positions. Normally, when an option position is delta-hedged, the overall position would be insensitive to any changes that occur in the market, since if we buy one option and sell a certain amount (the hedge ratio) of the futures contract, the overall value of our position will not be affected by changes in the underlying asset. The fact that we can not delta hedge might not be a

---

6 A long straddle is a position where we are long both the call and the put of the at the money option.
7 The reason why we choose a straddle is in order to buy/sell volatility - if we expected volatility to rise, we would enter into a short straddle position, while if we expected volatility to remain constant or fall, we would sell a straddle.
5 Options which mature between the regular options (Mar, Jun, Sept, Dec) are called serial options (e.g. Jan, Feb, Apr, etc.). Simultaneous recording of the futures and the option prices are available for regular options but
serious problem because one can only be delta neutral for one instant in time since the price of the underlying asset changes all the time and as such the delta will not remain constant leaving us to adjust our futures position constantly and therefore greatly increasing the transaction costs.

For our trading strategy we assume that we are buying only one at the money option everyday and selling it as soon as possible during the following days. We do not employ a longer holding period because we cannot delta hedge our position and if we leave it open for more than one day we will be holding a very risky position which could wipe our profits or increase our losses. We test this strategy by using actual bid and offer prices of the options on Long Gilt futures that are traded on LIFFE. We look at this strategy from the point of view of both a private investor and a market maker. The investor will have to buy at the offer price and sell at the bid price thus losing the spread on each transaction, while this is not the case for the market maker. One assumption that we are making for both the private investor and the market maker is that they both will find a counter-party; this may seem a strong assumption, but since we are dealing with at the money options it would probably not be hard to find a counter-party who wants to deal at the quoted price.

Starting from an outlay of 0 (ignoring the margin requirement and assuming that one unit of the options contract is bought, held, or sold during each trade), we find that the private investor would not earn any abnormal profits. In fact, he would have made a loss of £41.92 over the out-of-sample period (Jan. 95 - March 96), due to the large transactions costs incurred in the course of the 284 trades made. On the other hand the market maker would have made a profit of £30.03 if he had followed our trading strategy. The cumulative profits of the market maker are shown in figure 3. The market maker makes a steady flow of profits, with a fairly small maximum draw down.

5: Conclusion

not for the serial options. The delta of an option is defined as the change in the price of the option following a £1 change in the value of the underlying asset.
We started this study by reporting that implied volatility is broadly agreed to represent the best estimate of future volatility and therefore that being able to model and to forecast implied volatility could be very useful and potentially profitable. We showed that using Black’s European pricing formula, we could approximate the price of American options to determine implied volatility of at the money options. It was demonstrated that this method did not yield systematic pricing biases for close-to-the-money options. Using UK and US macroeconomic variables, we modelled the change in implied volatility series and then we moved on to devise a trading strategy to exploit our forecasts. Assuming that a counter-party was ready to deal in at the money options, we showed that a market maker could earn positive returns with an outlay of zero if we ignore the margin requirements. On the other hand, a private investor would not be able to earn positive returns because of the spread. We thus conclude that our results are broadly consistent with market efficiency.
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Table 1: Summary Statistics of the Implied Volatility Data

<table>
<thead>
<tr>
<th></th>
<th>Implied Volatility</th>
<th>Change in Implied Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0914</td>
<td>-0.0002</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0005</td>
<td>0.0027</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.0708</td>
<td>38.732**</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.5262*</td>
<td>1.5408**</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.0000</td>
<td>-0.4814</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.1948</td>
<td>0.6667</td>
</tr>
<tr>
<td>BJ-Norm</td>
<td>223.81**</td>
<td>15792**</td>
</tr>
<tr>
<td>LB Q*(50)</td>
<td>70003**</td>
<td>255.7598**</td>
</tr>
<tr>
<td>ACF(1)</td>
<td>0.9385**</td>
<td>-0.2389**</td>
</tr>
<tr>
<td>ACF(2)</td>
<td>0.9242**</td>
<td>-0.0038</td>
</tr>
<tr>
<td>ACF(3)</td>
<td>0.9120**</td>
<td>-0.0179</td>
</tr>
<tr>
<td>ACF(10)</td>
<td>0.8283**</td>
<td>0.0449*</td>
</tr>
<tr>
<td>ACF(50)</td>
<td>0.6082**</td>
<td>0.0438*</td>
</tr>
<tr>
<td>DF</td>
<td>-156.31**</td>
<td>-</td>
</tr>
<tr>
<td>ADF(5)</td>
<td>-37.4296**</td>
<td>-</td>
</tr>
<tr>
<td>ARCH(5)</td>
<td>2343**</td>
<td>511.9328**</td>
</tr>
</tbody>
</table>

Notes: * significant at the 5% level; ** significant at the 1% level. LB Q*(50) indicates the Ljung Box test for autocorrelation using 50 lags. ACF(j) is the value of the autocorrelation coefficient at lag j. DF and ADF(5) are the Dickey Fuller and augmented Dickey Fuller test with 5 lags respectively. ARCH(5) is Engle’s LM test for autocorrelation in the squared errors of up to fifth order.
Table 2: Summary of Average Mispricing Errors of American Futures Options

<table>
<thead>
<tr>
<th></th>
<th>Panel A: (Actual Prices - Model Prices)</th>
<th></th>
<th>Panel B: (Actual Prices - Model Prices) / Actual Prices</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T &lt; 3</td>
<td>3 ≤ T &lt; 6</td>
<td>6 ≤ T &lt; 12</td>
<td>T ≥ 12</td>
</tr>
<tr>
<td>F/K &lt; 0.98</td>
<td>0.003</td>
<td>0.009</td>
<td>0.018</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>5114</td>
<td>5316</td>
<td>10026</td>
<td>15543</td>
</tr>
<tr>
<td>0.98 ≤ F/K &lt; 1.02</td>
<td>0.039</td>
<td>0.056</td>
<td>0.078</td>
<td>0.116</td>
</tr>
<tr>
<td></td>
<td>2489</td>
<td>2636</td>
<td>5048</td>
<td>9115</td>
</tr>
<tr>
<td>F/K ≥ 1.02</td>
<td>0.032</td>
<td>0.065</td>
<td>0.149</td>
<td>0.248</td>
</tr>
<tr>
<td>All F/K</td>
<td>0.022</td>
<td>0.042</td>
<td>0.085</td>
<td>0.144</td>
</tr>
</tbody>
</table>

In order to calculate the mispricing, model prices are first estimated using the Black (1976) formula. These are then subtracted from actual market prices. The entries above are the averages of the difference in prices for each category in Panel A, and the average differences as a proportion of the option price, in Panel B, together with the number of options in that category.
Table 3: Regressions results for the day of the week effect

Using OLS the following dependent variables were regressed on five dummy variables and five lags over the sample period March 1986 to March 1996.

<table>
<thead>
<tr>
<th>Day</th>
<th>Levels in Implied Volatility (IV)</th>
<th>Coefficient</th>
<th>t-ratio</th>
<th>Change in call volatility (CIV)</th>
<th>Coefficient</th>
<th>t-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>0.0020731</td>
<td>0.0005176</td>
<td>7.9808**</td>
<td>0.081466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tuesday</td>
<td>0.0015387</td>
<td>-0.0040021</td>
<td>4.3125**</td>
<td>-0.61484</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wednesday</td>
<td>0.0015878</td>
<td>0.0020109</td>
<td>6.0719**</td>
<td>0.70426</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thursday</td>
<td>0.0016540</td>
<td>0.004281</td>
<td>4.8854**</td>
<td>0.24211</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friday</td>
<td>0.0016391</td>
<td>-0.005873</td>
<td>5.2412**</td>
<td>-0.20273</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV/CIV (-1)</td>
<td>0.69701</td>
<td>-0.66918</td>
<td>10.1290**</td>
<td>-11.7938**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV/CIV (-2)</td>
<td>0.15147</td>
<td>-0.46085</td>
<td>8.4966**</td>
<td>-6.5776**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV/CIV (-3)</td>
<td>0.095167</td>
<td>-0.30470</td>
<td>3.5811**</td>
<td>-4.7970**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV/CIV (-4)</td>
<td>-0.042521</td>
<td>-0.20260</td>
<td>-1.8546**</td>
<td>-4.0428**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV/CIV (-5)</td>
<td>0.080298</td>
<td>-0.11091</td>
<td>2.4757**</td>
<td>-3.7278**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R² = 0.0834; Adj. R² = 0.06798; SE(regression) = 0.050831.

Notes: * and ** indicate significance at the 10% and 5% levels respectively. t-ratios in italics are calculated using heteroscedasticity-robust standard errors.
Using OLS the following dependent variables were regressed on certain information variables over the sample period March 1986 to March 1996. The information variables used were: FTDY is the dividend yield on the FTALL Share index, UKTS is a measure of the UK term structure of interest rates, UKGEYR is the UK Gilt Equity Yield ratio, USTS is the US term structure of interest rates, SPDY is the dividend yield on the S&P 500 index.

<table>
<thead>
<tr>
<th>Change in call volatility</th>
<th>Change in call volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CIV)</td>
<td>(CIV)</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-ratio</td>
</tr>
<tr>
<td>Constant</td>
<td>0.0120</td>
</tr>
<tr>
<td></td>
<td>0.5386</td>
</tr>
<tr>
<td>CIV (-1)</td>
<td>-0.2562</td>
</tr>
<tr>
<td></td>
<td>-12.9135**</td>
</tr>
<tr>
<td>CIV(-2)</td>
<td>-0.0764</td>
</tr>
<tr>
<td></td>
<td>-3.7366**</td>
</tr>
<tr>
<td>CIV(-3)</td>
<td>-0.0498</td>
</tr>
<tr>
<td></td>
<td>-2.4323**</td>
</tr>
<tr>
<td>CIV(-4)</td>
<td>-0.0514</td>
</tr>
<tr>
<td></td>
<td>-2.5111**</td>
</tr>
<tr>
<td>CIV(-5)</td>
<td>0.05401</td>
</tr>
<tr>
<td></td>
<td>2.7235**</td>
</tr>
<tr>
<td>FTDY</td>
<td>-0.0020</td>
</tr>
<tr>
<td></td>
<td>-0.7052</td>
</tr>
<tr>
<td>UKTS</td>
<td>-0.48 E-3</td>
</tr>
<tr>
<td></td>
<td>-0.8808</td>
</tr>
<tr>
<td>UKGEYR</td>
<td>-0.0018</td>
</tr>
<tr>
<td></td>
<td>-0.3316</td>
</tr>
<tr>
<td>USTS</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
<tr>
<td>SPDY</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

R² = 0.06960; Adj R² = 0.0667;  R² = 0.07095; Adj R² = 0.0673;  SE(regression) = 0.0505  SE(regression) = 0.0504

Notes: * and ** indicate significance at the 10% and 5% levels respectively. t-ratios in italics are calculated using heteroscedasticity-robust standard errors.
Figure 1: Implied Volatility of Options on Long Gilt Futures

Figure 2: Change in Implied Volatility of Options on Long Gilt Futures
Figure 3: