The impact of a seasonally ice free Arctic Ocean on the temperature, precipitation and surface mass balance of Svalbard
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Abstract. The observed decline in summer sea ice extent since the 1970s is predicted to continue until the Arctic Ocean is seasonally ice free during the 21st Century. This will lead to a much perturbed Arctic climate with large changes in ocean surface energy flux. Svalbard, located on the present day sea ice edge, contains many low lying ice caps and glaciers and is expected to experience rapid warming over the 21st Century. The total sea level rise if all the land ice on Svalbard were to melt completely is 0.02 m.

The purpose of this study is to quantify the impact of climate change on Svalbard’s surface mass balance (SMB) and to determine, in particular, what proportion of the projected changes in precipitation and SMB are a result of changes to the Arctic sea ice cover. To investigate this a regional climate model was forced with monthly mean climatologies of sea surface temperature (SST) and sea ice concentration for the periods 1961–1990 and 2061–2090 under two emission scenarios. In a novel forcing experiment, 20th Century SSTs and 21st Century sea ice were used to force one simulation to investigate the role of sea ice forcing. This experiment results in a 3.5 m water equivalent increase in Svalbard’s SMB compared to the present day. This is because over 50 % of the projected increase in winter precipitation over Svalbard under the A1B emissions scenario is due to an increase in lower atmosphere moisture content associated with evaporation from the ice free ocean. These results indicate that increases in precipitation due to sea ice decline may act to moderate mass loss from Svalbard’s glaciers due to future Arctic warming.

1 Introduction

Worldwide, observations of glaciers show an increasingly negative mass balance in recent years (Arendt et al., 2002; Kaser et al., 2006). Despite the fact that only 0.5 % of the Earth’s terrestrial cryosphere consists of small glaciers and ice caps outside the ice sheets (Antarctica and Greenland), the smaller ice masses in the Arctic are thought to be a major contribution to this negative balance (Meier et al., 2007). The mean annual contribution from the Arctic is estimated to have increased from 0.27 mm a\(^{-1}\) sea level equivalent (SLE) between 1961–1992 to 0.64 mm a\(^{-1}\) between 1993–2006 (Dyurgerov et al., 2010). Svalbard contributes to this total, with estimates ranging from 0.013 to 0.026 mm a\(^{-1}\) SLE (Moholdt et al., 2010; Nuth et al., 2010; Wouters et al., 2008). Svalbard contains an estimated 7000 km\(^3\) of ice and were this to melt completely it would cause 0.02 m of eustatic sea level rise (Hagen et al., 2003).

Sea ice extent around Svalbard has been decreasing since the mid-1800s (Divine and Dick, 2006), concurrent with a general increase in temperatures (Nordli and Kohler, 2004). This sector contributes to the negative trend in total Arctic sea ice extent, which has accelerated since the 1990s (Overland and Wang, 2007; Serreze et al., 2007). Arctic sea ice retreat is thought to be a major cause of the positive trend in lower tropospheric Arctic temperature, which is amplified with respect to the global mean (Serreze et al., 2009). This declined in sea ice and the associated amplified temperature trend is expected to continue until the Arctic is seasonally ice-free at some point in the 21st Century (Boe et al., 2009; Wang and Overland, 2009).

There is substantial evidence that Svalbard’s climate is strongly influenced by variability in the local sea ice edge...
Positive NAO years of-
in climate and SMB between the sea ice free scenarios and the present day climate are discussed in Sect. 4, followed by the conclusions.

2 Methodology and model description

2.1 Methodology

Due to Svalbard’s relatively small size, downscaling of General Circulation Model (GCM) simulations is required to create climate projections for the archipelago (e.g. Hanssen-Bauer and Førland, 2001). RCMs are commonly used to dynamically downscale GCM projections (e.g. Christensen et al., 2007). They are able to add information at fine scales due to their increased resolution and ability to resolve circulation associated with small scale orographic features (Feser, 2006). Such models are forced at the surface by SSTs and sea ice but also at the lateral boundary by sea level pressure, wind, temperature and humidity.

Surface forcing for RCM experiments was taken from simulations with the MOHC HadGEM1 GCM. These HadGEM1 simulations are part of the World Climate Research Programme’s (WCRP’s) Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model dataset (http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php). For the reference simulation, we used a historical run for the 20th Century, for which HadGEM1 was forced with observed greenhouse gas (GHG) concentrations (20C3M). Nakicenovic and Swart (2000) set out scenarios of 21st Century GHG emissions, of these we selected A1B, and A2 which are both high end emission scenarios selected to create a large change in sea ice extent. The A1B and A2 scenarios are similar through the early part of the 21st Century but diverge, with A1B describing higher emissions in the last quarter century. The RCM was used to downscale time slices of these 3 climate scenarios and one novel forcing experiment. The time intervals used to create the surface forcing for the models were as follows:

1. 20C3M: present day control SST and sea ice (1961–1990),
2. A1B: A1B SST and sea ice (2061–2090),
3. A2: A2 SST and sea ice (2061–2090) and

Hereafter, these simulations will simply be referred to as 20C3M, A1B, A2 and HYB. To separate changes in precipitation and SMB caused by sea ice decline from those associated with the concurrent increase in SSTs a hybrid forcing was used. In this hybrid simulation, HYB, the RCM is forced with 20C3M SST and A1B sea ice. The HYB SST field is not a priori defined for grid points which are ice covered in the 20C3M sea ice field but not in the A1B field. For this experiment we followed Deser et al. (2010) in setting SST in these grid points to the freezing point of sea water (−1.8 °C). The comparison between the HYB and A1B experiments allowed us to isolate climate signals which are the result of changes in sea ice alone from those which are the combined effect of SST and sea ice change. We then used the changes in precipitation and temperature from these simulations to investigate their impact on SMB. To do this we employed the SSC method (Oerlemans and Reichert, 2000; Oerlemans et al., 2005). In this method the SMB anomaly is calculated as a function of changes to Svalbard’s area-averaged monthly mean precipitation and temperature as described in Eq. 2.

For a given glacier, its SSCs form a $2 \times 12$ matrix describing the sensitivity of its mean net specific SMB ($\bar{b}_n$) to a changes in temperature and precipitation for all months. The SSCs used in this study are averaged from the SSCs of a number of glaciers in Svalbard as described by Oerlemans et al. (2005), whose data are reproduced in Fig. 2. These were calculated by perturbing the temperature and precipitation inputs to an energy balance model as described in Van de Wal and Oerlemans (1994). The following describes how the SSCs are formally defined. The change in mean specific balance of a glacier surface due to a change in climate, may be expressed as:

$$\Delta \bar{b}_n = \bar{b}_n - \bar{b}_{n,ref},$$

(1)

where $\bar{b}_{n,ref}$ is the glacier’s specific balance in a reference climate and $\bar{b}_n$ is the specific balance in a perturbed climate. This may be expressed in terms of monthly mean precipitation $P_k$ and temperature $T_k$ as:

$$\Delta \bar{b}_n = \sum_{k=1}^{12} \left[ S_{T,k}(T_k' - \theta) + S_{P,k}(P_k' - \zeta) \right],$$

(2)
where the $S_{T,k}$ and $S_{P,k}$ are the SSCs for temperature and precipitation respectively, $T'_k (P'_k)$ is the temperature (precipitation) perturbation from the control climate for month $k$, and $\theta$ and $\zeta$ are real constants. The temperature SSC is defined as:

$$S_{T,k} = \frac{\partial \Delta b_n}{\partial T'_k},$$

and similarly the SSC of precipitation as:

$$S_{P,k} = \frac{\partial \Delta b_n}{\partial P'_k},$$

where the precipitation perturbation $P'_k$ from the control climate, at a given month $k$ is:

$$P'_k = \frac{P_k - P_{k,\text{ref}}}{P_{k,\text{ref}}}.$$

The terms $\theta$ and $\zeta$ are introduced to account for the imbalance between climate and glacier state. It is difficult to quantify these terms in the light of existing information about both the current state of the mass balance of Svalbard’s glaciers and climatic conditions in the region. Hence we follow Oerlemans et al. (2005) in setting these to zero. In Sect. 4.2 the $\Delta b_n$ under each climate forcing is calculated using $S_{T,k}$ and $S_{P,k}$ from Oerlemans et al. (2005), with $T'$ and $P'$ from the RCM anomalies. This method assumes that changes in SMB are linear with changes in temperature and precipitation, which is reasonable for small perturbations. Here however this not the case, but we use SSCs to provide a first order indication of changes in $b_n$ rather than an absolute value or trend.

### 2.2 Experiment setup and model description

HadRM3 is a limited area model and in this study is “1-way” nested inside HadAM3. Both models employ the same grid scale and sub-grid scale dynamics (Jones et al., 1995; Pope et al., 2000). To account for the differences in horizontal grid resolution, HadAM3 and HadRM3 have dynamical time steps of different lengths. HadAM3 has a time-step of 30 min, with the 0.44$^\circ$ and 0.22$^\circ$ HadRM3 versions having a 5 min and 2.5 min time-step, respectively. The ratio between the resolution of lateral boundary forcing used to force an RCM and the RCM’s resolution, is usually between two and five with Denis et al. (2002) suggesting that this ratio should be no larger than ten. When this ratio is too large, multiple nesting is sometimes used, this is where the global model is used to force an intermediate resolution RCM, which is in turn used to force the high resolution RCM (e.g. Christensen et al., 1998). Such a multiple nesting was used in this study since the ratio between the resolution of HadAM3 (2.5$^\circ$ × 3.75$^\circ$) and HadRM3 (0.22$^\circ$) is greater than 10. For this purpose a 0.44$^\circ$ HadRM3 simulation was used to force the 0.22$^\circ$ domain.

Lateral boundary forcing of both nested RCM domains are provided by the driving simulation every six hours. These boundary conditions are temporally interpolated by the RCM and updated at each timestep. The SST and sea ice boundary conditions for the RCM and AGCM are interpolated in time from the monthly input data and updated by the model every five days. The SST and sea ice surface forcing for each model was bilinearly interpolated from the HadGEM1 grid onto each model grid.

In both HadRM3 and HadAM3 surface moisture and energy fluxes over land are calculated by the Met Office Surface Exchange Scheme (MOSES). MOSES is a surface hydrology model which calculates moisture and energy fluxes between the atmosphere and its four subsurface/surface levels. Wherever snow or ice is present it is assumed to lie uniformly over the grid cell, changing the thermal conductivity of the surface and reducing surface roughness. Albedo varies between the snow free value (as prescribed from the Wilson and Henderson-Sellers (1985), data set) and the maximum snow covered value, which is 0.8 for temperatures below $-2^\circ$C. A complete description of this model component may be found in Cox et al. (1999).

### 2.3 Validation: methods and data

To identify limitations of the methodology, it is important to validate model performance against observations for the present day. Validation of the RCM temperature and precipitation fields is presented in Sect. 3, where the model was validated against a number of observational data sets. Weather station temperature data are available for four sites in Svalbard, all located in west Spitsbergen. At these locations the seasonal cycle and seasonal mean values were used to validate the model. However, it should be noted that the spatial coverage of such data is sparse and many of the existing records are of short duration. For comparison with observations, the RCM was forced with a climatology of monthly mean SST and sea ice for the period 1961–1990. These were averaged from the MOHC HadISST climatology (Rayner et al., 2003). Forcing the model with this observational data minimises errors in the surface boundary conditions as a source of bias, but not those in the lateral boundary conditions.

There are two permanent meteorological stations in Svalbard: Ny-Ålesund and Longyearbyen, both in west Spitsbergen. A homogenised meteorological record for Longyearbyen is available from 1911-present, and is one of only a few long term temperature records in the Arctic (Nordli and Kohler, 2004). The temperature record from the research base in Ny-Ålesund, which is a coastal site, covers the period 1974–present. In addition, two glaciers with AWS station data are Midtre Lovénbreen and Kongsvegen, both near Ny-Ålesund, west Spitsbergen (see Fig. 1). The Midtre Lovénbreen record lasts from 1997–2002 (Hodson et al., 2005) and Kongsvegen from 2000–2007. Both Midtre...
only data from these years was used. For the other locations, where records are shorter, the whole period of available observations was used. The model data were not lapse rate corrected and each observation was compared with the value of the model grid cell containing it. In addition to these in-situ data, we utilised a five year climatology of melt days for Svalbard for the period 2000–2004, derived from Quick Scatterometer (QSCAT) backscatter data by Sharp and Wang (2009). We used this to validate model temperature spatially. To do this we assume an equivalence of observed melt days and model days where near surface air temperature exceeds 0 °C. This assumed equivalence is justified in that, to a first approximation, when the surface air temperature is positive the surface will be melting, and when the surface air temperature is negative it will not. However, in practice observations of melt are dependent on both satellite overpass time and detection threshold. Also, the 1961–1990 observed mean SSTs and sea ice used to force the RCM are not equivalent to 2000–2004 SSTs and sea ice. Nevertheless, the lack of reliable gridded temperature observations requires us to use proxy data such as these.

Direct observations of precipitation are problematic in cold regions, with rime ice and undercatch seriously impacting the accuracy of measurements (Førland and Hanssen-Bauer, 2003). However, ice cores contain a record of specific net SMB. Pinglot et al. (1999) derived mean, minimum and maximum specific net SMB, $b_n$ for a number of glaciers in Svalbard using the nuclear testing (1963) and Chernobyl (1986) layers as temporal markers. The annual accumulation from these cores forms a lower bound to total precipitation. In Sect. 3.3 we describe the use of these ice core derived accumulation estimates to validate the modelled total precipitation at seven locations.

### 3 Comparison of model output with observations

As mentioned earlier, there are relatively few long-term meteorological station records in Svalbard and only short records in glaciated areas. Accordingly we also use some proxy data for validation purposes. In this section the 25 km RCM simulation forced with a HadISST derived SSTs and sea ice climatology is validated against these observational data.

#### 3.1 Comparison with meteorological station temperature

Summer temperature is well represented by the RCM at Midtre Lovénbreen and Ny-Ålesund, with residuals of less than 2 °C in all summer months at both locations. In winter however, there is a mean bias of −10 °C at Ny-Ålesund and −11 °C at Midtre Lovénbreen (see Fig. 3a). The RCM performs better at Longyearbyen, where the winter bias is about −7 °C and summer residuals are less than 1.1 °C.

---

**Fig. 3.** Modelled and observed mean monthly surface air temperature for, the grid cell containing (a) Ny-Ålesund and Midtre Lovénbreen, (b) Longyearbyen and (c) Kongsvegen. In addition, temperature from the grid cell from the nearest ocean grid cell to Ny-Ålesund is plotted in (a) for comparison with the land cell. Each of the RCM mean monthly values have whiskers representing ±$\sigma$. Lovénbreen and Ny-Ålesund are contained within a single grid cell.

For comparison with the RCM, a mean monthly temperature climatology was calculated from the available daily observational data at each site. In the case of Longyearbyen, where the record spans the reference period (1961–1990),
Fig. 4. Modelled and observed climatology of melt onset (a and b), melt season duration (c and d) and freeze onset (e and f). The model values are calculated from model days with positive temperatures.

(Fig. 3b). Comparing the mean temperatures in the observational record at Longyearbyen for the period 1961–1990 and 1997–2002, reveals a temperature increase of 3.4 °C in winter and 1.1 °C in summer which accounts for the difference in model bias between this location and Midtre Lovénbreen. This also suggests that the bias at Longyearbyen is more representative.

Annual mean temperature is simulated well by the model at Kongsvegen but the amplitude of the seasonal cycle is small, with a winter cold bias of 3.6 °C and a summer warm bias of 3.5 °C (see Fig. 3c). This apparent winter bias is probably due to an increase in winter temperature of 4.6 °C in west Spitsbergen between the model reference period (1961–1990) and the observational period (2000–2007). Summer temperature also increases between these periods by 1.7 °C, indicating that the summer warm bias is probably larger than this direct comparison suggests. This large seasonality over ice in HadRM3 was discussed by Murphy et al. (2002) when validating model performance over the Greenland ice sheet. Their results suggest that this amplified seasonality is due to the oversimplification of the MOSES albedo scheme over ice.

The prevailing wind direction in Spitsbergen (Ny-Ålesund) is East-South-East, hence the climate on Spitsbergen is dominated by westerly weather systems (Beine et al., 2001). The winter 850 hPa prevailing winds indicate a
3.2 Melt climatology

In the following section, RCM positive temperature days are compared with the surface melt climatology from QSCAT (Sharp and Wang, 2009). For each RCM grid cell, the period between the first and last days of the year with positive daily mean near surface temperature are referred to as the melt season. The RCM models the onset of melt, melt duration and freeze onset well across most of south and west Spitsbergen (Fig. 4). Melt data are not available near Longyearbyen or Ny-Ålesund, but the observed melt season duration near Kongsvegen is shorter than is simulated by the model. This is consistent with in-situ observed temperatures at this location, discussed in Sect. 3.1, which also show that temperatures are above zero for a shorter period of time than simulated by the model. In east Spitsbergen melt starts too early by 5–20 days and freeze onset is 0–10 days too early depending on the location. This results in a melt season which is 0–20 days too long and indicates that the model's cold bias in Longyearbyen and Ny-Ålesund may be very localised. Melt in Nordaustlandet starts 10–30 days early and freeze onset is 10–20 days too early, leading to a melt season which is 5–25 days too long depending on the location. This indicates that this area experiences a warm bias near the beginning and end of the melt season. Between the 1961–1990 period used to force the RCM and the 2000–2004 period used to produce the climatology of Sharp and Wang (2009) there has been a general retreat in sea ice and increase in SST. This likely explains at least part of the difference between these melt climatologies in Nordaustlandet.

3.3 Accumulation validation

Ice core derived specific net SMB for the periods listed in Table 1 were used to validate modelled total precipitation (Pinglot et al., 1999). These values are compared to modelled annual mean precipitation in the grid cells containing each of the seven core sites (see Tables 1, 2 and Fig. 5a). The results indicate that the RCM has ample precipitation at all five locations on Spitsbergen but underestimates precipitation at both sites on Nordaustlandet (Fig. 5b); at the Aust 98 and Vest 95 sites the model simulates 82 % and 37 % of that observed respectively (see Table 2). Observations on the Vestfonna ice cap indicate that accumulation is almost exclusively controlled by altitude (Møller et al., 2011a,b). Thus, the insufficient level of model precipitation could be due to the low model orography on Nordaustlandet, which is over 300 m below the actual height of the Vest 95 ice core site (see Table 2 and Fig. 5c). Vestfonna lies on the leeward side
Accumulation rates on Svalbard are extremely variable both spatially and temporally, with accumulation experiencing large inter-annual variation (Sand et al., 2003). Because of this, only limited information can be derived from

Table 1. Ice core name, location, altitude, equilibrium line altitude and the period the ice core covers for the ice core sites used in this study (from Pinglot et al., 1999).

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Ice core</th>
<th>long</th>
<th>lat</th>
<th>Alt. (m)</th>
<th>ELA (m)</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kongsvegen</td>
<td>Kong K</td>
<td>13.28</td>
<td>78.78</td>
<td>639</td>
<td>520</td>
<td>1963–1988</td>
</tr>
<tr>
<td></td>
<td>Kong L</td>
<td>13.45</td>
<td>78.77</td>
<td>726</td>
<td>520</td>
<td>1965–1991</td>
</tr>
<tr>
<td>Vestfonna</td>
<td>Vest 95</td>
<td>21.02</td>
<td>79.97</td>
<td>600</td>
<td>505</td>
<td>1963–1994</td>
</tr>
<tr>
<td>Austfonna</td>
<td>Aust 98</td>
<td>24.00</td>
<td>79.80</td>
<td>740</td>
<td>505</td>
<td>1963–1997</td>
</tr>
<tr>
<td>Lomonosovfonna</td>
<td>Lom 10</td>
<td>17.42</td>
<td>78.87</td>
<td>1230</td>
<td>660</td>
<td>1963–1996</td>
</tr>
<tr>
<td>Åsgårdfonna</td>
<td>Asg 93</td>
<td>16.72</td>
<td>79.45</td>
<td>1140</td>
<td>800</td>
<td>1963–1992</td>
</tr>
</tbody>
</table>

of Austfonna but in the model these features are not topographically distinct. This will also cause inaccuracies in the representation of precipitation patterns at this resolution.
Table 2. Specific net SMB average, minimum and maximum estimates from ice cores and RCM annual total precipitation and standard deviation. The altitude of the ice core location, the RCM grid cell orographic height and the difference between RCM precipitation and ice core accumulation are included.

<table>
<thead>
<tr>
<th>Ice core</th>
<th>SMB (m w.e.)</th>
<th>RCM</th>
<th>Precipitation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kong K</td>
<td>639 0.48 0.45 0.52</td>
<td>474 0.58 0.14</td>
<td>0.10</td>
</tr>
<tr>
<td>Kong L</td>
<td>726 0.60 0.56 0.64</td>
<td>474 0.58 0.14</td>
<td>-0.02</td>
</tr>
<tr>
<td>Sno W</td>
<td>1190 0.47 0.45 0.51</td>
<td>604 0.51 0.11</td>
<td>0.04</td>
</tr>
<tr>
<td>Vest 95</td>
<td>600 0.38 0.37 0.39</td>
<td>271 0.14 0.03</td>
<td>-0.24</td>
</tr>
<tr>
<td>Aust 98</td>
<td>740 0.50 0.50 0.51</td>
<td>502 0.41 0.07</td>
<td>-0.09</td>
</tr>
<tr>
<td>Lom 10</td>
<td>1230 0.36 0.35 0.37</td>
<td>725 0.34 0.05</td>
<td>-0.02</td>
</tr>
<tr>
<td>Asg 93</td>
<td>1140 0.31 0.30 0.33</td>
<td>538 0.44 0.06</td>
<td>0.13</td>
</tr>
</tbody>
</table>

The comparison of these point accumulation values with the RCM’s 25 km grid values. This highlights the issues surrounding the comparison of point data with grid cell model data (e.g. Skelly and Henderson-Sellers, 1996) when the level of real surface inhomogeneity is large, as it is in Svalbard. Nonetheless, this comparison does provide some confidence that the large scale features of precipitation across Svalbard are captured by the model.

4 The impact of changes in sea ice to the climate of Svalbard

The previous section showed that although the model has limitations, it does successfully represent aspects of Svalbard’s climate which are relevant to SMB. In this section we will first present the impacts of 21st Century sea ice changes on the surface energy balance of the ocean surrounding Svalbard and Svalbard’s temperature and total precipitation. Secondly, we describe the impact of these changes on the SMB of Svalbard’s glaciers and ice caps using the SSC method described in Sect. 2.1.

4.1 Energy balance, hydrological cycle and temperature

One of the areas predicted to experience a rapid sea ice retreat is around Svalbard (Fig. 6). The archipelago is intersected by the March sea ice edge in the 20C3M present day experiment and sea ice covers most of the Barents sea. In all future scenarios the March sea ice edge has migrated north past the 80° latitude band, leaving open water to Svalbard’s north and eastern shores (Fig. 7). During the sea ice minimum extent in September of the 20C3M climatology, the sea ice edge reaches the northeastern coast of the Svalbard archipelago. In the future scenarios the Arctic Ocean is almost completely ice-free, other than some small protected areas around the north coast of Greenland and the Canadian archipelago.
Turbulent heat flux (THF) is used here to refer to the sum of positive upward latent and sensible heat fluxes from the surface. In all three future simulations, there are large increases in THF over areas experiencing a reduction in sea ice concentration. This is most pronounced in winter, since the atmosphere is coldest relative to the ocean in this season. There is a dipole pattern in the winter THF anomaly, with positive anomalies between the 20C3M and future sea ice edge and negative anomalies south of the 20C3M sea ice edge. The area south of the sea ice edge is a local maximum of THF field, since the open ocean is in contact with extremely cold polar air (Fig. 6). In the reduced sea ice scenarios, this local maximum occurs on the seaward side of the future sea ice edge, this effect was also observed in the study of Deser et al. (2010). The sea ice edge in the 20C3M winter climatology lies close to Svalbard, such that in reduced sea ice scenarios the ocean to the south west experiences less THF, while the water around the northeastern coast experiences a larger THF. The areas of largest increase are in the Barents and Kara Seas, where winter anomalies are over 110 Wm$^{-2}$ in places (Fig. 6).

Both A1B and A2 simulations show large winter temperature increases across Svalbard compared to 20C3M, with temperatures increasing by as much as 21°C in north east Nordaustlandet. This compares to a global temperature change of 2.8°C and 3.0°C for these scenarios, respectively. There is a large gradient of change between the west coast of Spitsbergen and Nordaustlandet, with the west coast experiencing more moderate changes of 8°C. The decline of sea ice around the eastern side of the archipelago amplifies warming in this region. Changes are more moderate in HYB as one might expect, with changes of 0–15°C between the west and east coast (see Table 3 and Fig. 6). This is the portion of the change which is due to the impact of sea ice declining in this region. This indicates that sea ice decline alone is responsible for at least ~66% of the winter warming in the A1B scenario.

The resulting changes to winter precipitation are also dramatic, with A1B and A2 showing precipitation anomalies of more than 400% over Nordaustlandet compared to 20C3M (Fig. 6 and Table 3). These changes are the result of an altered hydrological cycle in the region, due to the previously described changes in THF, as well as changes in circulation, with the winter prevailing wind direction changing from predominantly north west to south west (not shown). This southerly shift in wind direction over Svalbard is caused by the change in thermal gradient over the Barents and Kara Seas. Similarly to temperature, changes in precipitation under the A1B and A2 scenarios have a large north east to south west gradient. Nordaustlandet and east Spitsbergen experience large increases in precipitation, whereas western Spitsbergen experiences less change. Some coastal locations near Isfjorden even experience a small reduction in precipitation. Whilst warmer temperatures in the region mean that there is more moisture transport and precipitation over the archipelago, the reduced THF in the Greenland sea to the west coast of Spitsbergen causes this decrease in precipitation along parts of the east coast. The relatively low prevailing wind speeds in the Arctic mean that the anomalies of precipitation for both winter and summer closely follow the anomalies of THF, especially in the HYB experiment. The precipitation anomaly caused by sea ice decline in HYB has a clear dipole pattern, with areas of increased THF having increased precipitation and negative THF areas, reduced precipitation (Fig. 6).

Svalbard experiences a more moderate increase in winter precipitation of ~54% in HYB but the anomalies have similar spatial pattern to the A1B and A2 experiments. There are small negative changes around west Spitsbergen and large changes (~270%) over Nordaustlandet (Fig. 6). The changes in precipitation in HYB are the result of changes in THF caused by sea ice decline. These are more localised to the areas of ice decline than the A1B anomaly, which includes the impact of both global and Arctic increases in SST. Changes in precipitation due to large scale changes in global atmospheric moisture content and transport associated with global warming are excluded from the HYB simulation by design.

The areas north of Svalbard and Franz Joseph Land experience the largest reduction in sea ice between the 20C3M and future climates (Fig. 8). The reduction in sea ice concentration over the Barents Sea in summer is less than in winter, this is because in 20C3M the Barents Sea has lower concentrations than in the winter, when more grid cells are 100% ice covered. Because of this, the HYB experiment’s summer THF response due to sea ice reduction alone is small and negative over some areas where ice is removed. This is because the SST in these grid cells was set to −1.8°C, which is colder than the near surface air temperature above sea ice in the 20C3M simulation (see HYB in Fig. 8). However the response to sea ice decline and SST increase in the A1B and A2 experiments is more noticeable with increased THF where sea ice has retreated. The area with the largest increase is north of Svalbard on the seaward side of the future sea ice edge.

The summer temperature response in the HYB experiment is small with some isolated decreases in temperature. The A1B and A2 temperature responses are more significant, with positive anomalies of 0–5°C, with changes located mainly in southern Spitsbergen and Edgeøya. This compares to global temperature changes of 2.3°C and 2.55°C for each respective scenario. Similarly, compared to winter the summer changes to precipitation are relatively small in HYB (between −30% and −40% in some areas) with positive changes in the north and negative changes in some southern and central areas. When SST changes are included precipitation more than doubles in some areas with the largest changes occurring in northeastern Spitsbergen and Nordaustlandet. More moderate increases occur on the west coast of Spitsbergen. This is driven by both increased THF from the...
Fig. 8. Summer anomalies of sea ice concentration (\%), turbulent heat flux (W m$^{-2}$), surface air temperature (°C) and total precipitation (%) of the A1B, A2 and HYB from the 20C3M simulation. Apart from sea ice, anomalies are significant at the 95 % level using a student’s $t$-test.

Table 3. Annual (ANN), Spring (MAM), Summer (JJA), Autumn (SON) and winter (DJF) estimates of area averaged temperature and total precipitation change on Svalbard for A1B, A2 and HYB simulations, compared to 20C3M control experiment. The intervals expresses the geographical spread of change, not projection uncertainty.

<table>
<thead>
<tr>
<th>Field</th>
<th>Season</th>
<th>A1B</th>
<th>A2</th>
<th>HYB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>ANN</td>
<td>5–12</td>
<td>6–12</td>
<td>0–6</td>
</tr>
<tr>
<td></td>
<td>MAM</td>
<td>5–11</td>
<td>6–12</td>
<td>0–7</td>
</tr>
<tr>
<td></td>
<td>JJA</td>
<td>0–5</td>
<td>0–5</td>
<td>−3–0</td>
</tr>
<tr>
<td></td>
<td>SON</td>
<td>6–13</td>
<td>6–13</td>
<td>0–5</td>
</tr>
<tr>
<td></td>
<td>DJF</td>
<td>8–21</td>
<td>8–21</td>
<td>0–15</td>
</tr>
<tr>
<td>Precipitation (%)</td>
<td>ANN</td>
<td>−9–232</td>
<td>−4–213</td>
<td>−14–101</td>
</tr>
<tr>
<td></td>
<td>MAM</td>
<td>−19–264</td>
<td>−7–216</td>
<td>−20–148</td>
</tr>
<tr>
<td></td>
<td>JJA</td>
<td>14–125</td>
<td>10–105</td>
<td>−29–38</td>
</tr>
<tr>
<td></td>
<td>SON</td>
<td>−25–201</td>
<td>−21–233</td>
<td>−32–47</td>
</tr>
<tr>
<td></td>
<td>DJF</td>
<td>−17–445</td>
<td>−10–446</td>
<td>−13–273</td>
</tr>
</tbody>
</table>

Arctic Ocean and poleward moisture transport from lower latitudes. The temperature and precipitation response in the A1B and A2 simulations is similar to Rinke and Dethloff (2008) and the THF response in HYB is similar to Deser et al. (2010). This is encouraging and provides confidence in the robustness of these results.
The HYB experiment experiences a net increase in $\bar{b}_n$, which is caused by both a decrease in melt season temperature, which causes less melt and an increase in winter precipitation (Fig. 9b). There is a decrease in summer precipitation but the SSC method is not sensitive to changes in accumulation during the melt season and this is more than compensated by increases in accumulation in winter (Fig. 2). Significant increases in temperature occur outside of the present day melt season between September–May; these do not affect the calculated change in $\bar{b}_n$ since the values of $S_{T,k}$ are zero in these months, indicating no change in melt. However, this will not be the case if temperatures rise above the melting point. This suggests that this method will underestimate $\Delta\bar{b}_n$ for large perturbations in temperature, such as those presented here.

5 Conclusions

5.1 Model validation

Most of the GCMs used to model global change in the IPCC AR4 report have insufficient resolution to adequately simulate changes in climate and glacial mass balance in regions of complex topography like Svalbard (e.g. Meehl et al., 2007). This has motivated the use of RCMs to downscale climate projections (Christensen et al., 2007). In this study we demonstrated that the 25 km (0.22°) version of HadRM3 performs well in reproducing some aspects of Svalbard’s climate in the present day. The model was validated against in-situ meteorological station data from the Norsk Polarinstitutt research station at Ny-Alesund and AWS data from the near by glaciers Midtre Lovénbreen and Kongsvegen as well data for Longyearbyen airport, near Isfjorden.

The RCM performed well against observations in summer with residuals from observations less than 2°C at all stations but Kongsvegen, where residuals were less than 6°C. However, in winter the climate was dominated a cold bias of ∼7°C in west Spitsbergen, probably associated with a strong boundary layer inversion in the model. Even at 25 km the model orography was not adequately resolved to represent coastal atmospheric circulation and could partly explain the strength of this inversion.

RCM precipitation was validated against net accumulation derived from ice cores (Pinglot et al., 1999). The model performs well at all five sites on Spitsbergen but precipitation is too low at both sites on Nordaustlandet. Low levels of model precipitation on Nordaustlandet may be associated with the relatively low resolution representation of orography on the (25 km) HadRM3 grid. As such, future climate modelling studies of Svalbard would benefit from the use of higher resolution models.
The use of the melt season climatology of Sharp and Wang (2009) as a means to validate the RCM is unusual, but it provides information about temperature during the melt season in regions which don’t have in situ observation. We decided against regridding the data onto the same grid as the RCM or vice versa and performing more robust statistical tests since the two quantities are not strictly equivalent. The differences in climate state between both the modelled period and period of observation also inhibit a fair comparison of these quantities. Nonetheless, in regions of sparse observations, the data provides some qualitative assessment, indicating that temperatures in east Spitsbergen and Nordaustlandet are too warm near the onset and end of the melt season.

5.2 Climate change and mass balance

This study has investigated the impact of 21st Century sea ice decline on the temperature, precipitation and SMB of Svalbard’s ice caps and glaciers. A novel experiment was conducted with the RCM to separate the impact of sea ice decline on Svalbard’s climate and SMB from the impact of increased global SST. Sea ice decline was shown to have a large effect on ocean surface energy flux, especially in winter where the near surface air temperature is coldest relative to the ocean.

We found that ~66% of the winter warming and ~54% of the increase in precipitation between the 20C3M (1961–1990) and the A1B (2061–2090) scenario was caused by sea ice decline. In summer, sea ice decline causes relatively little change in both temperature and precipitation over Svalbard compared to winter. When changes in SST are also included, the net effect in the A1B and A2 simulations is a significant increase in both precipitation and temperature in all seasons.

The changes in temperature and precipitation for the Barents Sea region in the A1B and A2 simulations in this study are larger than the estimates of Førland et al. (2009). This is not surprising since they performed their simulations under the more moderate B2 scenario. However, our temperature prediction is similar to Rinke and Dethloff (2008) who also used A1B forcing. This provides some confidence in the magnitude of simulated change. The seasonality of changes in precipitation and temperature are similar to both these studies. However, it should be noted that the periods of analysis are not consistent between these experiments.

When SSTs are fixed to 20C3M values, sea ice decline causes a net increase in the mass balance of Svalbard’s glaciers. The HYB experiment shows a decrease in summer temperature and an increase in annual precipitation, leading to a positive net change in specific SMB averaged across the archipelago of 0.35 m w.e. This is in stark contrast to the coupled effect in the A1B simulation which shows a net decrease in SMB 0.31 m w.e. Both these changes are similar in magnitude to the present day mass balance for Svalbard (=0.36 m a\(^{-1}\) w.e., excluding Austfonna and Kvitøya) (Nuth et al., 2010). These results suggest that although Svalbard’s glaciers will experience increased accumulation due to both sea ice decline and an increase in poleward moisture transport, this will not balance the enhanced melt due to increased temperature. However in the future this sea ice related increase in accumulation may moderate the impact of increased melting for glaciers both in Svalbard and other areas in the vicinity of declining sea ice.

The magnitude of change in the A1B and A2 scenarios is similar since the emission trajectories lead to similar changes in Arctic SST and sea ice cover over the period used to force the RCM. The largest change in surface temperature between the 20C3M reference climate and these future climates is due to the change in sea ice, which is a feature of both scenarios (Nakicenovic and Swart, 2000). There are some differences in global SST which cause small differences in both the climate and SMB of Svalbard.

Fixing SSTs in the HYB experiment to present day values makes it possible to isolate the impact of sea ice decline on Svalbard’s climate and SMB. There is little difference in the atmospheric vertical velocities over the Arctic Ocean between the A1B and HYB experiments (not shown). This indicates that vertical moisture transport from the ocean surface into the lower atmosphere is realistic in HYB. However, using this method we cannot determine if the redistribution of this moisture is realistic. It may not be, since differences between the 20C3M and A1B storm tracks and wind fields will have some effect on this and are not included in the HYB simulation. It is also hard to interpret the HYB temperature field, which is physically inconsistent with the sea ice.

The SSC method was used to assess the change in mass balance due to the impact of climate change (Oerlemans et al., 2005). This assumes that \( b_n \) changes linearly with temperature and precipitation change and does not take into account nonlinearity in the response of melt to temperature for temperatures close to the melting point. As such, the SSC method likely underestimates the change in melt given the large simulated increase in temperature over Svalbard. Using an energy balance model would be a more robust approach to modelling the impact of climate change on glacier SMB. However, this would require downscaling to higher resolution (1–5 km) in order to capture the characteristic fjord-type topography of outlet glaciers in Svalbard. Nevertheless, the SSC method provides a qualitative indication of the SMB anomaly that would result from sea ice decline.
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