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Under increasing greenhouse gas concentrations, ocetundtalke moderates
the rate of climate change, and thermal expansion makesstasuilal contribu-
tion to sea level rise. In this paper we quantify the diffeenin projections
among atmosphere-ocean general circulation models of thel€b Model In-
tercomparison Project in terms of transient climate resppacean heat uptake
efficiency and expansion efficiency of heat. The CMIP3 and CMiRE&embles
have statistically indistinguishable distributions irsle parameters. The ocean
heat uptake efficiency varies by a factor of two across theaiso@xplaining
about 50% of the spread in ocean heat uptake in CMIP5 modeis@@} in-
creasing at 1%/year. It correlates with the ocean globameertical profiles
both of temperature and of temperature change, and coropangh obser-
vations suggests the models may overestimate ocean he&ewgid underes-
timate surface warming, because their stratification isweak. The models
agree on the location of maxima of shallow ocean heat uptkavé 700 m) in
the Southern Ocean and the North Atlantic, and on deep oastruptake (be-
low 2000 m) in areas of the Southern Ocean, in some placesrdamguo 40%
of the top-to-bottom integral in the CMIP3 SRES A1B scenarioe South-
ern Ocean dominates global ocean heat uptake; conseqtiemtyldy-induced
thickness diffusivity parameter, which is particularlyluential in the Southern
Ocean, correlates with the ocean heat uptake efficiencythidrenal expansion
produced by ocean heat uptake is 0.12 nT¥Jvith an uncertainty of about

10% (1 YJ= 10?4 J).
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1. Introduction

Ocean heat uptake moderates the rate of time-dependerstelchange. Thermal expan-
sion of sea-water is a consequence of ocean heat uptake araf tme major contributors to
global-mean sea level ris€hurch et al, 2011]. Our general aim in this paper is to quantify
the differences in predictions of the magnitude and digtidm of ocean heat uptake, and its
consequences for global-mean surface air temperatureggetand thermal expansion, among
atmosphere—ocean general circulation models (which wedferth refer to simply as “mod-
els”, for convenience) used for projections of anthropagelimate change.

We analyse results from 22 models that participated in thep@duModel Intercomparison
Project Phase 3 (CMIP3), and from the 20 models in the CMIP%®ptoyhose data were avail-
able at the time of writing this paper (Spring 2012). See Higand Table S1 in the online
auxiliary material (AUX), for a list. We mainly use the cooltiexperiments and experiments

with atmospheric C@concentration increasing at 1%/year (details in AUX).

2. Ocean heat uptake efficiency and transient climate respe

Gregory and Forstef2008] showed that there is an approximately linear reheinmp between
the global mean surface air temperature changg and the radiative forcing (due to green-
house gases etc.X T, = F/p, with the climate resistancein W m—2 K~1, This relationship
holds well for observations and model simulations of recleiades, and for projections of cli-
mate change under a continuously increasing forcing, wikialtharacteristic of most scenarios
considered for the 21st century. The basis of this relakignis that the difference between the
radiative forcing and the radiative feedback yields thehweit fluxN into the climate system:

N = F — aAT,, andN can be approximated by ~ « AT,. The climate resistangeis thus
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the sum ofx, the climate feedback parameter, andvhich is identified as the ocean heat uptake
efficiency because nearly all the added heat is stored inddamo[e.gChurch et al, 2011].

Following Gregory and Forsterthe ocean heat uptake efficiencythe climate feedback pa-
rametero and the climate resistangewere calculated for CMIP5 by ordinary least squares
regression (OLS) of decadal-mellh F — N andF respectively againsa T, under the stan-
dard idealized scenario of GOncreasing at 1% per year, giving a forcifigt) = Foxt/70
which is linear with timet in years, wherd-,, is obtained from experiments in which G@&
instantaneously increased and then held consfamdrews et al.2012; Table S1). The tran-
sient climate response (TCR) was calculated, following itsxd@n, asA T, for the time-mean
of years 61-80 in this scenario (Figure 1 and Table S1). Tedficent of variation (ratio of
ensemble standard deviation to ensemble mean) of TCR is 2b&uin CMIP5.

We see thatr obtained by this method agrees closely witlobtained from the C@step-
increase experimenté&pdrews et a].2012]. Fo, is not correlated with or k. WhereasGre-
gory and Forste[2008] founda andx to be independent in CMIP3, they have a correlation of
0.56 in CMIP5, significant at the 5% level (one-tailed). Tagdue principally to the models
GFDL-ESM2G and GFDL-ESM2M, which haveandx that are both larger than in any other
model. Without these models, the correlation is insignifig®.32). Further investigation of
these models is needed to establish whether there is a linlebe their large: and largec.

The definition ofp implies that TCR= Fyx/p = Fox/(a + k). Thus, a largerx gives
a smaller TCR (correlation of and TCR is -0.76). Excluding GFDL-ESM2G and GFDL-
ESM2M, so thatc is uncorrelated withx, we can compute the fraction of the across-model

variance of TCR explained by by comparing vaiFzx /(a + x)) with var((Fox)/((a) + «)),
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where the angle brackets denote the model mean (see AUXrtbefttcomment on the method).
The fraction explained is about 10%.

Bogé et al.[2009] andBcg et al.[2010] present evidence from CMIP3 suggesting that ocean
heat uptake has a much stronger influence than this on swaoeing. Their strong relation-
ship, however, depends particularly on a cluster of five nwfdegure 3b ofBoé et al, 2009].

In the high-latitude Southern Ocean region which was aealyer that Figure, three of these
models (csiromk3.0, gisse_h and gisse r) have an extremely weak ocean temperature strati-
fication. Another model (ncgopcm1l) has the lowest climate sensitivity of any CMIP3 model.
We therefore suspect that the correlation could be strorchbyce rather than from a common
physical behaviour exhibited by these models.

The time-integrated heat uptake in the 1%/year,30@enario up to year 70 islox =

070 N(t) dt ~ 35Fa,x/(k + ) (in W year nT2). Across the CMIP5 1%/year GGscenar-
ios, it has a coefficient of variation of about 10%. Using theme CMIP5 models and method
as for TCR (see also AUX), we find thiko has a correlation of 0.92 withox/(x + o), and
the fraction of variance oH,x explained byx is ~50%. Thusc influences heat uptake more
than itinfluences surface warming because of its appeamatite numerator oH,. (In AUX,
we derive a formula for vdH> ) in terms of vafx) and vatTCR).)

The distributions ok, «, p and TCR are not significantly different for the CMIP3 and CMIP5
ensembles according to Kolmogorov—Smirnov tests. In bodemblesx varies by about a

factor of 2. Investigating the reasons for this substaspatad motivates the next section.

3. Vertical distribution of temperature and temperature change
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Ocean heat uptake efficiency depends on how fast the heaédeamisported downwards. We
put forward the hypothesis that a model with a weak verteagerature gradient in the control
state has a larger capacity for downward heat transport fecpuse a large dispycnal mixing
coefficient erodes the stratification, which in turn favoemavection) and therefore should have
a largerx. The hypothesis applies to net global-mean vertical haasport, including but not
limited to the two mentioned processes.

Fig. 2a shows the global-mean vertical temperature pratlathe control runs of the CMIP3
and CMIP5 models (the average over the first 20 years that aa#lgddo the 1%/year C®
runs) and from observations [WOAOBocarnini et al, 2006], each profile being expressed as
a difference from its surface temperature. This confirmsitnghe top 2000 m most models
are less stratified than the real ocean. To elucidate thear$haip between and the global
temperature profiles, we use a simple measure of the vetticglerature gradient, namely the
vertical temperature differenck between two layers, 0—100 m and 1500-2000 m [similar to
Bogé et al, 2009]. The relationship of to T, is shown in Fig. 3a and is negative, as expected
(r = —0.35 with p = 0.07 [one-sided]). HadGEM2-ES (model J) has a very smalhd is
strongly stratified in the uppermost layers, being closehé&observed profile than most other
models, particularly in the top 500 m. Tke T, relationship therefore suggests thatends to
be too large in AOGCMs.

The change of the global vertical temperature profile awtagyer the years 61-80 of the
1%l/year CQ runs is shown in Fig. 2b. The profiles were scaled with (i.eidéid by) their
vertical integral between 0 m and 2000 m in order to compae f#hapes rather than the total

warming. The amount of warming in the top 100 m, as compardtealeeper layers, varies
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considerably across the models. As Fig. 3b shows, the i@riaf x across models is strongly
related toA T, defined as the change of (the scal&gin the 1%/year CQruns. The correlation
(r = —0.66) is significant at the 99% levélp < 0.01). If AT; is large, then the temperature
increase at the surface is larger than at depth, indicatiagmhost heat has been taken up at the
surface. This goes along with a small Conversely, models that distribute the additional heat
further down have a smallexT, and a largek.

The x—T; relationship suggests most models will probably transhest too deeply. Con-
sistent with this, Fig. 2c shows that the observed warmirgy oscent decadeggvitus et al.

2012] is more strongly surface-intensified than in the CMIlid3uations of the same period.

4. Geographical distribution of ocean heat uptake

The projected ocean heat uptake (OHU, i.e. the increasedamhbeat content) in model
simulations with an increasing GQ@ontent has a distinct regional structure. We analyse this
for the CMIP3 SRES A1B scenario, for which we have the largesther of models available.
For comparison, the same analysis for the 1% @@s of CMIP3 and CMIP5 can be found
in AUX. They show generally less heat uptake becalisedt is smaller, but the geographical
features are similar.

The ensemble-mean top-to-bottom integrated OHU is showkign 4a. It was calculated
as the difference between the 20-year averages 2080-2@P9980-1999. It is largest in the
Southern Ocean, in a band around@pwith maxima in the Argentine Basin and south of
Africa. This leads to a clear signal in steric sea level riseHardaens et a).2011, their Fig. 2],

which is predominantly thermosteric in the Southern Oc&&e models agree on these features
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(R > 1, thin black contours), and they are also visible in the 0@ i alone (Fig. 4b), which
accounts for up to 50% of the heat uptake in the full depth.

OHU below 2000 m is substantial in several large areas of theh®rn Ocean (Fig. 4c),
including the Argentine basin and the area west of the Drales&ye, where there are maxima
of top-to-bottom OHU. The pattern bears resemblance torgasens Purkey and Johnsgn
2010]. In these areas, the deep OHU can amount to up to 40% ¢bthl. In the deep-water
formation areas in the Southern Ocean and in the North Atldahe ensemble mean OHU
displays minima above 700 m. The models show a large sprehdse areasR < 1).

The zonal total heat uptake (thick black line in the left hamde of the panel, dotted: one
standard deviation) confirms that the global maximum of OHd gegree latitude is in the
mid-latitude Southern Ocea{ouffer et al.2006]. Therefore, the stratification in that region
could have a particularly large influence onin the large majority of the models, the Southern
Ocean stratification is strongly influenced by the paranetgon of the eddy-induced tracer
transports. Consistent with this, we find that the quasi-&takffusivity parametetgy (often
called the eddy-induced thickness diffusivity) has a digant influence o (Fig. 3c). When
kcMm IS small, the isopycnal layers are steep, leading to a sthamigontal density gradient

[Kuhlbrodt et al, 2012, Fig. 1c] but a weak stratification and thus a large

5. Expansion efficiency of heat

The expansion efficiency of heaR{issell et al.2000], as a property of a model in m Y4
(1YJ = 10%4)), is defined as = hy/H, whereh, is the global mean sea level rise due to
thermal expansion anHl the global-integral OHU. We calculateby OLS regression offi

againstH, using results from 1%/year G@nd all available 21st-century scenarios.
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In all models, there is an excellent scenario-independezet relationship, butvaries across
models (Fig. 1, Table S1) because the thermal expansivég@fvatefl/p) dp /0T increases
with pressure and temperature. Therefore, the magnitutleeahal expansion depends on the
latitudes and depths at which the heat is actually storésiptittern depends on the model, but
not on the scenario for a given model.

The ranges of in the CMIP3 and CMIP5 ensembles are similard1®+ 0.01 m YJ 1
in CMIP3 and 011 + 0.01 m YJ! in CMIP5. This is consistent with the observational
estimates for 0 m to 2000 m, 1955-201G=Yitus et al. 2012], from which we infer =
0.12+0.01 m YJ 1. The observational estimates &yurch et al[2011] for 1972—2008 for the
full ocean depth indicate = 0.15+ 0.03 m YJ1, which is slightly higher but not significantly
different. We did not find any correlation efwith «, T, or AT, although such relationships
would be plausible. It might well be that the stratificationtihhe individual regions which are

particularly important to OHU (sec. 4) influencesnore than global-mean properties do.

6. Concluding remarks

Our analysis of CMIP3 and CMIP5 model results indicates thadehspread in ocean ver-
tical heat transport processes is responsible for a sulatpart of the spread in predictions
of global-mean ocean heat uptake (about 50% in the CMIP5 194@@r experiments), and
for some of the spread in predictions of surface warmingc&imost AOGCMs have weaker
global-mean stratification than observed, it is possibét they generally overestimate ocean
heat uptake and underestimate surface warnfogeft et al, 2008]. The ocean heat uptake in
CMIP5 1%CQ/year experiments has a spread of about 10%, and there ia sfgead of about

10% in the expansion efficiency of headue to the different spatial distribution of the warming
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in the models. These factors contribute roughly equallyéospread of thermal expansion pro-
jection in response to GO Comparison, analysis and evaluation of model processeseafno
interior heat transport is essential to make progress inaieg uncertainties in projections of

the magnitude and distribution of ocean heat uptake andathgeguent sea-level rise.
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Figure 1: The ocean heat uptake efficieneyblue bars), the climate feedback parametdred bars), the transient climate response

(crosses) and the expansion efficiency of kee@ircles) for the CMIP3 (numbers) and the CMIP5 (letters) models.tdta bar length is
the climate resistange = a +x. The models are arranged in ordekofSee Table S1 in AUX for an alphabetical list of the models. It can
be seen from this diagram that TCR andre anticorrelated (the crosses are further left towards the bottonhthdve is no relationship
betweerx anda or € (the red bars and the circles do not show any tendency from top to botEm}peveral technical reasons, not all
parameters could be calculated for every model.
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Temperature difference [K] Temp. change, scaled [DL] Temp. change, scaled [DL]

Figure 2: (a) Globally averaged temperature profiles for the control runs of M#PG@ and CMIP5 models shown as difference from

surface temperature, with observations for comparison (dash-d@@405 [Locarnini et al, 2006]). NorESM1-M is an outlier in that

it is unusually weakly stratified in the top 200 m, giving a lakgéut very strongly stratified in the 500 m or so below, giving a lafge
Another outlier is gise_r with an extremely weak stratification. (b) Change of the temperaturdgwafithe 1%/year C®runs, divided

by the vertical integral between 0 m and 2000 m. Units are dimensionlBs8) ((c) Change of the temperature profiles in the CMIP3
models during the observational recotayitus et al. 2012, “Lev12"), scaled as in (b). Shown is the difference of a 28-wverage
(2000 to 2019) from the SRES A1B runs minus a 20-year average 2@D3M (1945-1964). Two models (red, orange) overestimate
surface warming because of their too small total heat uptake. To sxieet,ea few models capture the surface intensification (“SFI”
[light green]: bcerbem20, gfdl.em2.0, gfdl.em2.1, miub.echag, mri.cgcm23_2a) seen in the observations (dash-dotted). Also note
the shallow subsurface maximum warming in observations, but not irlsddr which we have no explanation.
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Figure 3: The ocean heat uptake efficienefw m~—2 K~1] against (a) the globally averaged vertical temperature differ@pde the

control runs, (b) its changA Tz in the 1%/year C@ runs, scaled with the total warming, and (c) the quasi-Stokes diffusiaitygmeter
kg M for those CMIP3 models where it is a constant. The black lines are sgndines. The CMIP3 models have red numbers while
the CMIP5 models have black letters (see Table S1 for key). Blue @assthe horizontal axis denote the valuesTgfrom WOAQ5
and of ATz from Levitus et al.2012.
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Figure 4: Vertically integrated ocean heat uptake (colour shading; in G3)rim the ensemble average of the SRES A1B scenario of 17

CMIP3 models for (a) the total water column, (b) the upper 700 m anbeieyw 2000 m. Thick black line: zonal total in ¥0J m~1
(scale in the upper left corner), withl standard deviation (dotted). Note the different scales in (c). Blactouaomishow the ratidr of
ensemble mean and ensemble standard deviation ($dtidd, thick solid: R = 1, dashedR < 1). For (a) and (b)R > 1 in most areas
indicating agreement across models. An exception are the deep-oatetion regions in the Southern Ocean and the North Atlantic.
In (c) the models mainly show OHU in the Southern Ocean.
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