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Abstract. We consider a two-dimensional problem of scattering of a time-harmonic electromagnetic plane wave by an infinite inhomogeneous conducting or dielectric layer at the interface between semi-infinite homogeneous dielectric half-spaces. The magnetic permeability is assumed to be a fixed positive constant. The material properties of the media are characterized completely by an index of refraction, which is a bounded measurable function in the layer and takes positive constant values above and below the layer, corresponding to the homogeneous dielectric media. In this paper, we examine only the transverse magnetic (TM) polarization case. A radiation condition appropriate for scattering by infinite rough surfaces is introduced, a generalization of the Rayleigh expansion condition for diffraction gratings. With the help of the radiation condition the problem is reformulated as an equivalent mixed system of boundary and domain integral equations, consisting of second-kind integral equations over the layer and interfaces within the layer. Assumptions on the variation of the index of refraction in the layer are then imposed which prove to be sufficient, together with the radiation condition, to prove uniqueness of solution and nonexistence of guided wave modes. Recent, general results on the solvability of systems of second kind integral equations on unbounded domains establish existence of solution and continuous dependence in a weighted norm of the solution on the given data. The results obtained apply to the case of scattering by a rough interface between two dielectric media and to many other practical configurations.
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1. Introduction. Consider a time harmonic electromagnetic plane wave incident on a layer of some inhomogeneous, isotropic, conducting, or dielectric material in $\mathbb{R}^3$. The media, above and below the layer, consist of some homogeneous dielectric materials. Adopting Cartesian axes $0x_1x_2x_3$, we assume throughout that the material is invariant in the $x_3$ direction. Thus, in effect, the problem geometry is two-dimensional. Further, we assume that the magnetic permeability is a fixed positive constant. The material properties of the media are then characterized completely by an index of refraction, dependent on the permittivity and conductivity, which is assumed to be a bounded measurable function in the layer and takes positive constant values above and below the layer. The scattering problem is to study the electromagnetic field distributions.

In this paper we formulate first the scattering problem as a boundary value problem for the reduced wave equation (Helmholtz equation), using a radiation condition recently introduced for problems of scattering by infinite one-dimensional rough surfaces and interfaces [4, 5, 7, 8, 9], which is a generalization of the usual radiation condition used in the study of plane wave diffraction by one-dimensional periodic gratings (see, e.g., [23, 1, 2, 4, 19, 20, 25]). Next, in section 3, we derive a novel
The integral equation formulation of the problem, as a system of coupled second-kind domain and boundary integral equations, over the layer and over interfaces within the layer, and establish that this formulation is equivalent to the formulation as a boundary value problem. The radiation condition imposed does not rule out guided waves, localized in the inhomogeneous layer, which are thus solutions of the homogeneous boundary value problem and the homogeneous integral equation formulation. From section 4 onward we make restrictions on the variation of the index of refraction in the layer. Under these restrictions we establish, in section 4, an a priori inequality satisfied by any solution. Using this inequality, a key lemma from [8], and extensions of arguments in [7, 31], uniqueness results and hence conditions for the nonexistence of guided wave modes are established in section 5. In section 6, existence of solution is established by employing a novel form of Fredholm alternative based on general results on the solvability of systems of integral equations on unbounded domains in [10].

The assumptions we impose on the index of refraction from section 4 onward are satisfied in many practical cases. In particular, the results obtained apply to the case of scattering by a rough interface between two dielectric media and apply to scattering by a homogeneous layer having rough interfaces, with the media above and below, provided that the wavenumbers in the layer \( k^* \), and in the media above \( (k_+) \) and below \( (k_-) \), satisfy either that \( \Im k^* > 0 \) or that \( \max(k_-, k_+) > k^* \). For a precise statement of the cases covered see section 2. Our conclusion that no guided waves exist if \( \max(k_-, k_+) > k^* \) or \( \Im k^* > 0 \) is in agreement with explicit analytical calculations of guided wave modes for the case of plane interfaces between the layer and the media [24].

Integral equation methods have been used widely in the theoretical and numerical study of wave scattering by finite obstacles or local inhomogeneities (see, e.g., [12, 13] and the references quoted there). More recently they have been employed to study scattering by periodic structures [11, 17, 19, 20, 22] and by a nonstratified local inhomogeneity in a stratified medium [30]. Integral equation formulations have also been used extensively in computations of wave scattering by infinite one- and two-dimensional rough surfaces and interfaces (see, e.g., [26, 14, 21, 29] and the references quoted there), but little attention appears to have been paid in the literature to their mathematical justification (a recent exception is [15]).

This present paper is intended, in part, as a contribution to the mathematical analysis of rough surface scattering problems and of the well-posedness of their formulation as integral equations. It is related, in terms of results and methods of argument, to recent studies of scattering of a wave incident from a homogeneous half-space onto an inhomogeneous impedance plane [5]; of electromagnetic waves by a one-dimensional perfectly conducting rough surface [6, 8]; of electromagnetic waves by an inhomogeneous conducting or dielectric layer on a perfectly conducting plate [7]; and of acoustic waves by an inhomogeneous layer on a rigid plate [31]. In particular, the present study is closest to this last paper [31] in that the existence proof depends on the same novel results on the solvability of systems of weakly singular second-kind integral equations on unbounded domains. However, the whole space problem considered here requires a substantially more elaborate uniqueness proof and integral equation formulation, related to the presence of transmitted as well as reflected waves, in contrast to the half-plane problems considered in [5, 6, 8, 7, 31]. Moreover, in these latter papers integral equation formulations using half-plane Green’s functions appear natural: as proposed here, the formulation of the whole-space problem as a system of integral
equations in overlapping half-planes, using half-plane Green’s functions, is surprising
but proves powerful in establishing uniqueness and existence results.

This paper can also be viewed as a generalization of the results of Bonnet-Bendhia
and Starling [3] and Strycharz [25], who study plane wave scattering by an inhomogeneous periodic layer. In fact, our uniqueness results derive in part from those of
Bonnet-Bendhia and Starling [3] and Strycharz [25], and include some of their results
for a periodic layer as special cases; however, note that our results are obtained with-
out an a priori assumption of quasi periodicity of the scattered field. We note also
that our existence arguments, based on integral equation methods, differ from the
We further point out that while integral equation-based existence proofs are common
and more straightforward) in the periodic, diffraction grating case (e.g., [19, 11]),
they usually fail for a discrete set of combinations of grating period and angle of inci-
dence at which the integral equation formulation is undefined. Our results show that,
at least in the two-dimensional case, this problem can be avoided by use of a half-
plane rather than a whole-space Green’s function in the integral equation formulation.
A finite element method for the case of plane wave scattering by an inhomogeneous periodic layer is analyzed in [1].

We remark that aside from the theoretical use to which the formulation is put
in this paper, we anticipate that the novel integral equation formulation we derive
in section 3 may also be of value for numerical computation. We point out that
the integral operators in our formulation are exclusively of convolution type or are
products of convolution and multiplication operators so that, after discretization,
the matrix vector multiplications required in an iterative solution scheme can be
performed efficiently using the FFT (see [27, pp. 109–111] and [28]). We further point
out that, even for the simple case of a single interface between two dielectric media,
we can be applied [29].

We conclude this section by introducing some notations used throughout. For
$h \in \mathbb{R}$, define $\Gamma_h = \{ x = (x_1, x_2) \in \mathbb{R}^2 | x_2 = h \}$ and $U_h = \{ x \in \mathbb{R}^2 | x_2 > h \}$. Set $E_h^H = U_h \setminus D_h$ for $H > h$, and write $U$, $\Gamma$, and $E_H$ for $U_0$, $\Gamma_0$, and $E_0^H$, respectively.
Define $D_A = \{ x \in \mathbb{R}^2 | |x_1| < A \}$, $A > 0$, and $\Gamma_h(A) = \Gamma_h \cap D_A$, $E_h^H(A) = E_h^H \cap D_A$. For $G \subset \mathbb{R}^2$ let $BC(G)$ denote the space of bounded continuous functions defined
on $G$. For $v \in C^1(\mathbb{R}^2)$ denote by $\partial_j v$, $j = 1, 2$, the derivative $\partial v(x)/\partial x_j$. Finally, for $A > 0$, $x \in \mathbb{R}^2$, let $B_A(x) = \{ y \in \mathbb{R}^2 | |y - x| < A \}$.

2. The scattering problem and radiation conditions. Let us assume that $\mathbb{R}^3$ is filled with an inhomogeneous, isotropic, conducting, or dielectric medium of
electric permittivity $\epsilon > 0$, magnetic permeability $\mu > 0$, and electric conductivity
$\sigma \geq 0$. Suppose that the medium is nonmagnetic, i.e., the magnetic permeability $\mu$
is a fixed constant in $\mathbb{R}^3$, and suppose that the fields are source free. Then the electromag-
netic wave propagation is governed by the time-harmonic Maxwell equations
(time dependence $\exp(-i\omega t)$ with frequency $\omega > 0$)
\begin{align}
\nabla \times E - i\omega \mu H &= 0, \\
\nabla \times H + (i\omega \epsilon - \sigma)E &= 0,
\end{align}
where $E$ and $H$ are the electric field and magnetic field, respectively. In this paper, it
is assumed that the medium is invariant in the $x_3$ direction, i.e., $\epsilon = \epsilon(x)$ and $\sigma = \sigma(x)$
with \( x = (x_1, x_2) \in \mathbb{R}^2 \). Also, we restrict ourselves to the transverse magnetic (TM) polarization case; that is, the electric field \( E \) is assumed to point along the \( x_2 \) axis. Let \( E = (0, 0, u) \), where \( u = u(x) \) is a scalar function. Then it follows from the Maxwell equations (2.1)–(2.2) that \( u \) satisfies the reduced wave equation

\[
\Delta u + k^2 u = 0 \quad \text{in} \quad \mathbb{R}^2,
\]

where \( \Delta \) is the Laplacian in \( \mathbb{R}^2 \) and \( k^2 = \omega^2 \mu [1 + i \sigma / (\omega \epsilon)] \) so that \( \Im(k^2) \geq 0 \).

Additionally we make the following assumptions on \( k \) throughout:

(A1) \( k \in L_\infty(\mathbb{R}^2) \).

(A2) There are positive constants \( B, k_+, \) and \( k_- \) such that \( k(x) = k_+ \) for \( x \in U_B \), \( = k_- \) for \( x \in \mathbb{R}^2 \setminus U_B \).

These two assumptions are sufficient (together with the radiation conditions we introduce below) to derive, in section 3, an equivalent integral equation formulation of the problem. In sections 4 and 5 we address the question of uniqueness of solution with the usual radiation condition for plane wave incidence on periodic gratings) will not rule out guided waves localized in the inhomogeneous layer. (See Theorem A.1 in the appendix, where a precise definition of a guided wave in this context is given.) Thus, to prove any uniqueness result, we will have to impose additional conditions (on \( k \)) which rule out guided waves. In other words (and more positively), any uniqueness proof will simultaneously establish conditions for the nonexistence of guided waves.

The additional requirements for our uniqueness proof (sections 4 and 5) and for proving the existence of solution (section 6) are that assumption (A3) is satisfied or that both assumptions (A4) and (A5) below are satisfied.

(A3) There exist constants \( \lambda_1, \lambda_2, \eta, \) and \( \rho \), with \( \lambda_1 > 0, 1 > \lambda_2 > 0 \) and \( 0 \leq \eta < \rho \leq B \) such that \( \Im(k^2(x)) \geq \lambda_1 \) for almost all \( x \in E^\rho_\eta \), \( \Im(k^2(x)) \geq \lambda_2 k(x) - k_+^2 \) for almost all \( x \in E^B_\eta \), and \( \Im(k^2(x)) \geq \lambda_2 k(x) - k_-^2 \) for almost all \( x \in E^\rho_\eta \).

(A4) There exists \( \beta \in \mathbb{R} \) such that \( \Re(k^2(x)) \) is monotonic nondecreasing in \( U_\beta \) and monotonic nonincreasing in \( \mathbb{R}^2 \setminus U_\beta \) as \( x_2 \) increases: precisely, for all \( h > 0 \), where \( c_2 = (0, 1) \), \( \Re[k^2(x + c_2 h)] \geq \Re[k^2(x)] \) for almost all \( x \in U_\beta \) and \( \Re[k^2(x - c_2 h)] \geq \Re[k^2(x)] \) for almost all \( x \in \mathbb{R}^2 \setminus U_\beta \).

Let \( k(x) = k_+ \) for \( x_2 \geq \beta \), \( = k_- \) for \( x_2 < \beta \). Then Assumption (A4) implies that \( \Re[k^2(x)] \leq k^2(x) \) for almost all \( x \in \mathbb{R}^2 \).

(A5) There are constants \( \lambda_3, \eta, \) and \( \rho \), with \( \lambda_3 > 0 \) and \( 0 \leq \eta < \rho \leq B \), such that \( \Re[k^2(x)] \leq k^2(x) - \lambda_3 \) for almost all \( x \in E^\rho_\eta \).

We can write (A4) succinctly as

\[
(x_2 - \beta) \partial_2(\Re(k^2)) \geq 0
\]

in a distributional sense in \( \mathbb{R}^2 \) (cf. Bonnet-Bendhia and Starling [3, equation (3.34)] and [7]). If (A4) and (A5) hold with \( \beta < \rho \), then it must be the case that \( \Re[k^2(x)] \leq k_+^2 - \lambda_3 \) for almost all \( x \in E^\rho_\eta \), while if \( \beta > \eta \), then \( \Re[k^2(x)] \leq k_-^2 - \lambda_3 \) for almost all \( x \in E^\rho_\eta \).
To clarify the above assumptions we list some important practical cases in which they are satisfied:

(i) Suppose that \( k_+ \neq k_- \) and, for some \( f \in L_\infty(\mathbb{R}) \), that \( k(x) = k_+, x_2 > f(x_1), k_- < x_2 < f(x_1) \), and assume without loss of generality that \( \varepsilon \leq f(x_1) \leq B - \varepsilon \) for some \( \varepsilon > 0, B > \varepsilon \). Then (A1), (A2), (A4), (A5) are satisfied, with \( 0 = \beta = \eta, \rho = \varepsilon \), if \( k_- < k_+, B - \varepsilon = \eta, B = \beta = \rho, \) if \( k_- > k_+ \).

(ii) Suppose that \( k^* > 0 \) and, for some \( f_+, f_- \in L_\infty(\mathbb{R}) \), with \( f_- \leq f_+ \), that \( k(x) = k_+, x_2 > f_+(x_1), k_-, x_2 < f_-(x_1) \), and \( k^* \), \( f_-(x_1) < x_2 < f_+(x_1) \). Suppose further without loss of generality that, for some \( B > \varepsilon > 0, \varepsilon \leq f_-(x_1) \leq f_+(x_1) \leq B - \varepsilon, x_1 \in \mathbb{R} \). Then assumptions (A1) and (A2) are satisfied and so are assumptions (A4) and (A5) in the following cases: (a) \( k_- < k^* < k_+ \) (set \( \beta = \eta = 0, \rho = \varepsilon \)); (b) \( k_- > k^* > k_+ \) (set \( \eta = B - \varepsilon, \beta = \rho = B \)); (c) \( k^* < k_+, k^* < k_- \) provided, for some \( 0 < \eta < \rho < B, k(x) = k^*, x \in E_\eta^p, \) and \( \eta \leq \beta \leq \rho \).

(iii) Suppose that \( \exists k^* > 0 \) and that, for some \( 0 < \eta < \rho < B \), and disjoint open sets \( S_+, S, \) and \( S_- \), with \( S_+ \cup S \cup S_- = \mathbb{R}^2 \) and \( E_\rho^\eta \subset S, U_B \subset S_+, \) and \( \mathbb{R}^2 \setminus U \subset S_- \),

\[
k(x) = \begin{cases} k_+, & x \in S_+ \\ k^*, & x \in S \\ k_-, & x \in S_- \end{cases}
\]

Then (A1)–(A3) are satisfied.

We mention one simple example not covered by the above assumptions. In the case \( k \equiv k_+ \) assumptions (A1), (A2), and (A4) are satisfied (with \( k_- = k_+ \)), but assumption (A5) is not satisfied. Thus, the uniqueness results established in section 4 do not apply, and indeed, our problem as formulated will not have a unique solution in this case as is shown by the simple example \( u(x) = \exp(\pm ik_+x_1) \), which satisfies (2.3) with \( k \equiv k_+ \) and, by Remark 2.3 below, the radiation conditions (2.4) and (2.5).

Let \( u'(x) = \exp(ik_+x_1) \) be the time-harmonic incoming plane wave incident from \( U_B \) on the finite inhomogeneous layer \( E_B \), where \( x \in \mathbb{R}^2 \), \( \alpha = (\cos \theta, -\sin \theta) \in \mathbb{R}^2 \), and \( \theta \in (0, \pi) \) is the incident angle. We are interested in finding the total field \( u \) satisfying the reduced wave equation (2.3).

In order to determine the physical solution \( u \), a radiation condition as \( x_2 \) tends to infinity has to be imposed on the scattered field \( u^s = u - u^i \) in \( U_B \); that is, the scattered field \( u^s \) should behave as an outgoing wave as \( x_2 \to \pm \infty \). Similarly, the transmitted field \( u \) in \( \mathbb{R}^2 \setminus U \) should behave as an outgoing wave as \( x_2 \to -\infty \). The standard Sommerfeld radiation condition is not appropriate in this context as we cannot expect that the scattered and the transmitted fields will decay at infinity. We will use a radiation condition proposed in [5] and utilized recently in [7, 8] and [31], which we will usefully relate to the Sommerfeld radiation condition. To this end we introduce the following definitions.

**Definition 2.1.** Given a domain \( G \subset \mathbb{R}^2 \) and \( k_* > 0 \), call \( v \in C^2(G) \cap L_\infty(G) \) a radiating solution of the Helmholtz equation for wavenumber \( k_* \) in \( G \) if \( \Delta v + k_*^2 v = 0 \) in \( G \) and

\[
v(x) = O(r^{-1/2}), \quad \frac{\partial v(x)}{\partial r} - ik_* v(x) = o(r^{-1/2}),
\]

as \( r = |x| \to \infty \), uniformly in \( x/|x| \).

Let \( \Phi(x, y; k_\pm) \) denote the free-space Green’s function for \( \Delta + k_\pm^2 \); that is,

\[
\Phi(x, y; k_\pm) = \frac{i}{4} H_0^{(1)}(k_\pm|x - y|), \quad x, y \in \mathbb{R}^2, \quad x \neq y,
\]
with \( H_0^{(1)} \) being the Hankel function of the first kind of order zero.

Definition 2.2. Given a domain \( G \subset \mathbb{R}^2 \), say that \( v_+ : G \to \mathbb{C} \) satisfies the upward propagating radiation condition (UPRC) for wavenumber \( k_+ \) in \( G \) if, for some \( H \in \mathbb{R} \) and \( \phi_+ \in L_\infty(\Gamma_H) \), it holds that \( U_H \subset G \) and

\[
v_+(x) = 2 \int_{\Gamma_h} \frac{\partial \Phi(x, y; k_+)}{\partial y_2} \phi_+(y) ds(y), \quad x \in U_H;
\]
and say that \( v_- : G \to \mathbb{C} \) satisfies the downward propagating radiation condition (DPRC) for wavenumber \( k_- \) in \( G \) if, for some \( h \in \mathbb{R} \) and \( \phi_- \in L_\infty(\Gamma_h) \), it holds that \( \mathbb{R}^2 \setminus U_h \subset G \) and

\[
v_-(x) = -2 \int_{\Gamma_h} \frac{\partial \Phi(x, y; k_-)}{\partial y_2} \phi_- (y) ds(y), \quad x \in \mathbb{R}^2 \setminus U_h.
\]

Note that the existence of the integrals in (2.4) and (2.5) for arbitrary \( \phi_+ \in L_\infty(\Gamma_H) \) and \( \phi_- \in L_\infty(\Gamma_h) \) is ensured by the bound which follows from the asymptotic behavior of the Hankel function for small and large argument,

\[
\left| \frac{\partial \Phi(x, y; k_+)}{\partial y_2} \right| \leq C|x_2 - y_2|(|x - y|^{-2} + |x - y|^{-3/2}), \quad x, y \in \mathbb{R}^2, \quad x \neq y,
\]
which holds for some constant \( C > 0 \) dependent only on \( k_\pm \).

The next lemma states properties of the upward propagating radiation condition needed later and, in particular, shows that, for \( h \in \mathbb{R} \), a radiating solution for wavenumber \( k_+ \) in \( U_h (\mathbb{R}^2 \setminus U_h) \) satisfies the UPRC (DPRC) for wavenumber \( k_- \). We first remark that the DPRC can be expressed, through reflection, in terms of the UPRC.

Remark 2.1. For \( x = (x_1, x_2) \in \mathbb{R}^2 \) let \( x' = (x_1, -x_2) \), and for \( G \subset \mathbb{R}^2 \) let \( G' = \{ x' \mid x \in G \} \). Then \( v_- : G \to \mathbb{C} \) satisfies the DPRC for wavenumber \( k_- \) in \( G \) if and only if \( v_+ : G' \to \mathbb{C} \), given by \( v_+(x) = v_-(x') \), \( x \in G' \), satisfies the UPRC for wavenumber \( k_+ \) in \( G' \).

Lemma 2.1 (see [7, Theorem 2.1]). Given \( H \in \mathbb{R} \) and \( v : U_H \to \mathbb{C} \), the following statements are equivalent:

(i) \( v \in C^2(U_H) \), \( v \in L_\infty(U_H \setminus U_a) \) for all \( a > H \), \( \Delta v + k_+^2 v = 0 \) in \( U_H \), and \( v \) satisfies the UPRC for wavenumber \( k_+ \);

(ii) \( v \in L_\infty(U_H \setminus U_a) \) for some \( a > H \) and \( v \) satisfies (2.4) for each \( h > H \) with \( \phi = v|_{\Gamma_h} \);

(iii) \( v \in C^2(U_H) \), \( v \in L_\infty(U_H \setminus U_a) \) for all \( a > H \), \( \Delta v + k_+^2 v = 0 \) in \( U_H \), and for every \( h > H \) and radiating solution in \( U_H \), \( w \), such that the restrictions of \( w \) and \( \partial_2 w \) to \( \Gamma_h \) are in \( L_2^1(\mathbb{R}) \), it holds that

\[
\int_{\Gamma_h} \left( v \frac{\partial w}{\partial n} - w \frac{\partial v}{\partial n} \right) ds = 0.
\]

From Lemma 2.1 and Remark 2.1 we can deduce corresponding characteristics of downward propagating solutions of the Helmholtz equation.

For convenience, we now state a local regularity estimate used throughout the paper.

Lemma 2.2 (see [18, Theorem 3.9, Lemma 4.1]). If for some \( A > 0 \) and \( x \in \mathbb{R}^2 \) it holds that \( v \in L_\infty(B_A(x)) \) and \( \Delta v = f \in L_\infty(B_A(x)) \) (in a distributional sense),
then \( v \in C^1(B_A(x)) \) and

\[ |\nabla v(y)| \leq CA^{-1}(||v||_\infty + A^2||f||_\infty), \quad y \in B_{A/2}(x), \]

where \( C \) is an absolute constant.

Remark 2.2. A consequence of Lemma 2.2 is that if \( \Delta v + k^2 v = 0 \) in some region \( G \) and \( v \in L_\infty(G) \), then \( v \in C^1(G) \) and \( \nabla v \) is bounded in every compact subset of \( G \). Further, if the sequence \( \{v_n\} \subset L_\infty(G) \) is uniformly bounded, \( \Delta v_n + k_n^2 v_n = 0 \) in \( G \) for some \( k_n \in C \) and each \( n \), and \( v_n(x) \to v(x) \) uniformly on compact subsets of \( G \), then \( v \in C^2(G) \) and \( \Delta v + k^2 v = 0 \) in \( G \).

Our problem of scattering of a time-harmonic plane wave by an inhomogeneous layer can now be formulated as the following boundary value problem.

Problem (P). Find \( u \in C(\mathbb{R}^2) \) such that (i) \( u \) satisfies the reduced wave equation (2.3) in a distributional sense; (ii) \( u^* \) and \( u \) satisfy the UPRC and DPRC (2.4) and (2.5), respectively; and (iii) \( u \) is bounded in \( E_2^A \) for every \( A > 0 \).

Remark 2.3. From (iii) and Lemma 2.2, it follows that \( u \in C^1(\mathbb{R}^2) \cap C^2(U_B) \cap C^2(\mathbb{R}^2 \setminus \overline{U}) \) and

\[ \sup_{x \in E_2^A} ||\nabla u(x)| + |u(x)|| < \infty \]

for every \( A > 0 \). Further, by (2.3) and standard local regularity results [18], we have that \( u \in H_{loc}^2(\mathbb{R}^2) \).

Remark 2.4. The radiation conditions (2.4) and (2.5) are generalizations of the standard radiation conditions for one-dimensional periodic gratings. Precisely, it was proven in [4] that if \( u^* \) has the usual representation as a Rayleigh expansion [2, 19, 20] in some \( U_\tau \), then it also satisfies (2.4) for all \( h > \tau \) and thus satisfies the UPRC. As a consequence, any upward or horizontally propagating plane wave satisfies the UPRC and, by Remark 2.1, any downward or horizontally propagating plane wave satisfies the DPRC.

In what follows we are concerned with deriving an equivalent integral equation formulation of Problem (P) and with establishing unique solvability for Problem (P), employing integral equation methods.

3. An integral equation formulation. For \( h \in \mathbb{R} \) let \( y_h = (y_1, 2h - y_2) \) be the image of \( y \) in \( \Gamma_h \) and define

\[ G_h^\pm(x, y) = \Phi(x, y; k_\pm) - \Phi(x, y_h; k_\pm), \quad x, y \in \mathbb{R}^2, \quad x \neq y. \]

Then \( G_h^\pm \) is the Dirichlet Green’s function for \( \Delta + k_\pm^2 \) in the half-planes \( U_h \) and \( \mathbb{R}^2 \setminus \overline{U}_h \). It follows from [6, Lemma 3.1] that, for some constant \( C \) depending only on \( k_\pm \) and \( h \),

\[ |G_h^\pm(x, y)|, \quad |\nabla x G_h^\pm(x, y)|, \quad |\nabla y G_h^\pm(x, y)| \leq C \frac{(1 + x_2)(1 + y_2)}{|x - y|^{3/2}} \]

if \( x, y \in U_h \) or \( x, y \in \mathbb{R}^2 \setminus \overline{U}_h \) with \( |x - y| \geq 1 \). On the other hand, from asymptotic properties of the Hankel function it follows that

\[ |G_h^\pm(x, y)| \leq C (1 + |log|x - y||), \quad |\nabla x G_h^\pm(x, y)|, \quad |\nabla y G_h^\pm(x, y)| \leq C|x - y|^{-1} \]

if \( x, y \in U_h \) or \( x, y \in \mathbb{R}^2 \setminus \overline{U}_h \) with \( |x - y| \leq 1 \). It follows from (3.1) and (3.2) that, for \( 0 \leq h \leq B \),

\[ |G_h^\pm(x, y)|, \quad |\nabla x G_h^\pm(x, y)|, \quad |\nabla y G_h^\pm(x, y)| \leq C_h(1 + |x_1 - y_1|)^{-3/2} \]
if \( y \in E^B_{h}, \ x \in \Gamma_b \), with \( b > B \), or if \( y \in E^h_{0}, \ x \in \Gamma_b \), with \( b < 0 \), where \( C_0 \) depends only on \( b, \ B, \ h, \) and \( k_+ \).

Let \( u^r \) denote the upward propagating plane wave \( u^r(x) = \exp(ik_+x^r \cdot \alpha) \), \( x \in \mathbb{R}^2 \).

**Theorem 3.1.** Let \( u \) be a solution of Problem \((P)\), and let \( 0 \leq c < d \leq B \). Then we have

\[
\begin{align*}
u(x) &= u^1(x) + u^r(x) + \int_{E^B_c} u(y)[k^2(y) - k^2_+]G^+_c(x,y)dy \\
&\quad + \int_{\Gamma_c} u(y) \frac{\partial G^+_c(x,y)}{\partial y_2} ds(y), \quad x \in U_c, \\
u(x) &= \int_{E^B_c} u(y)[k^2(y) - k^2_-]G^-_d(x,y)dy \\
&\quad - \int_{\Gamma_d} u(y) \frac{\partial G^-_d(x,y)}{\partial y_2} ds(y), \quad x \in \mathbb{R}^2 \setminus \overline{U}_d.
\end{align*}
\]

**Remark 3.1.** In view of (3.1) and (3.2), (A1), and the fact that \( u \in BC(E_B) \), the integrals in (3.4) and (3.5) are well defined.

**Proof.** Take \( x \in U_c \), choose \( b > \max(x_2, B) \), \( A > |x_1| \), and \( \epsilon > 0 \) sufficiently small and apply Green's second theorem to \( G^+_c(x, \cdot) \) and \( u \) in the bounded region \( E^B_c(A) \setminus \overline{B}_c(x) \), and then let \( \epsilon \to 0 \) to obtain that

\[
\begin{align*}
u(x) &= \int_{E^B_c} u(y)[k^2(y) - k^2_+]G^+_c(x,y)dy \\
&\quad + \int_{\partial E^B_c(A)} \left[ G^+_c(x,y) \frac{\partial u}{\partial n}(y) - u(y) \frac{\partial G^+_c(x,y)}{\partial n(y)} \right] ds(y).
\end{align*}
\]

Letting \( A \to \infty \) in (3.6), in view of (3.1), we find that

\[
\begin{align*}u(x) &= \int_{E^B_c} u(y)[k^2(y) - k^2_+]G^+_c(x,y)dy + \int_{\Gamma_c} u(y) \frac{\partial G^+_c(x,y)}{\partial y_2} ds(y) + I_b, \\
\end{align*}
\]

where

\[
I_b = \int_{\Gamma_b} \left[ G^+_c(x,y) \frac{\partial u}{\partial n}(y) - u(y) \frac{\partial G^+_c(x,y)}{\partial n(y)} \right] ds(y).
\]

Now \( v = u^1 + u^r \) satisfies the Helmholtz equation \( \Delta v + k^2_- v = 0 \) in \( U_c \) and the Dirichlet condition \( v = 0 \) on \( \Gamma_c \), so that by the same argument used to derive (3.7), we can show that \( v(x) = I_b \), where \( I_b \) is given by (3.8) but with \( u \) replaced by \( v \). It follows that

\[
I_b = u^1(x) + u^r(x) + \int_{\Gamma_b} \left[ G^+_c(x,y) \frac{\partial w}{\partial n}(y) - w(y) \frac{\partial G^+_c(x,y)}{\partial n(y)} \right] ds(y),
\]

where \( w = u^a - u^r \). Further, by Remark 2.4, \( u^r \) and thus \( w \) satisfies the UPRC. Also, \( G^+_c(x, \cdot) \) is a radiating solution in \( U_r \) for \( \tau > \max(x_2, B) \) so that, in view of (3.1) and
the equivalence of (i) and (iii) in Lemma 2.1, the integral in (3.9) vanishes. Thus (3.4) follows.

Take $x \in \mathbb{R}^2 \setminus \overline{U}_d$, and choose $a < \min(x_2, 0)$, $A > |x_1|$, and $\epsilon > 0$ sufficiently small. Then (3.5) can be derived similarly by applying Green’s second theorem to $G^+_C(x, \cdot)$ and $u$ in the bounded region $E^\epsilon_n(A) \setminus \overline{B}(x)$, letting $\epsilon \to 0$, $A \to \infty$, and finally utilizing the equivalence of (i) and (iii) in Lemma 2.1 and noting Remark 2.1.

The next two lemmas state properties of volume and surface potentials of the type appearing in (3.4) and (3.5). Lemma 3.1(i) was proved as Lemma 3.1 in [7] while Lemma 3.2(i) was proved as Theorem 3.2 in [5]. In both lemmas the assertion (ii) is a consequence of (i) on noting Remark 2.1.

**Lemma 3.1.** (i) Define the volume potential $v_+$ with density $\phi_+ \in L_\infty(E^B_C)$ by

$$v_+(x) = \int_{E^B_C} G^+_C(x, y) \phi_+(y) dy, \quad x \in \overline{U}_c,$$

and extend the definition of $\phi_+$ to $U_c$ by setting $\phi_+(x) = 0$, $x \in U_B$. Then $v_+ \in C^1(\overline{U}_c) \cap L_\infty(E^B_c)$ for $b > c$, $v_+ \equiv 0$ on $\Gamma_c$, $\Delta v_+ + k^2_+ v_+ = -\phi_+$ in $U_c$, and $v_+$ satisfies the UPVC.

(ii) Define the volume potential $v_-$ with density $\phi_- \in L_\infty(E^d_d)$ by

$$v_-(x) = \int_{E^d_d} G^-_d(x, y) \phi_-(y) dy, \quad x \in \mathbb{R}^2 \setminus \overline{U}_d,$$

and extend the definition of $\phi_-$ to $\mathbb{R}^2 \setminus \overline{U}_d$ by setting $\phi_-(x) = 0$, $x \in \mathbb{R}^2 \setminus U$. Then $v_- \in C^1(\mathbb{R}^2 \setminus \overline{U}_d) \cap L_\infty(E^d_d)$ for $a < d$, $v_- \equiv 0$ on $\Gamma_d$, $\Delta v_- + k^2_- v_- = -\phi_-$ in $\mathbb{R}^2 \setminus \overline{U}_d$, and $v_-$ satisfies the DPRC.

**Lemma 3.2.** (i) Define the double layer potential $D_+$ with density $\psi_+ \in BC(\Gamma_c)$ by

$$D_+(x) = \int_{\Gamma_c} \frac{\partial G^+_C(x, y)}{\partial y_2} \psi_+(y) ds(y), \quad x \in \overline{U}_c.$$

Then $D_+ \in C(\overline{U}_c) \cap C^2(U_c) \cap L_\infty(E^B_C)$ for $b > c$, $D_+ = \psi_+$ on $\Gamma_c$, $\Delta D_+ + k^2_+ D_+ = 0$ in $U_c$, and $D_+$ satisfies the UPVC.

(ii) Define the double layer potential $D_-$ with density $\psi_- \in BC(\Gamma_d)$ by

$$D_-(x) = \int_{\Gamma_d} \frac{\partial G^-_d(x, y)}{\partial y_2} \psi_-(y) ds(y), \quad x \in \mathbb{R}^2 \setminus \overline{U}_d.$$

Then $D_- \in C(\mathbb{R}^2 \setminus \overline{U}_d) \cap C^2(\mathbb{R}^2 \setminus \overline{U}_d) \cap L_\infty(E^d_d)$ for $a < d$, $D_- = -\psi_-$ on $\Gamma_d$,$\Delta D_- + k^2_- D_- = 0$ in $\mathbb{R}^2 \setminus \overline{U}_d$, and $D_-$ satisfies the DPRC.

As in Theorem 3.1, choose $c$ and $d$ so that $0 \leq c < d \leq B$ and let $\lambda = (k_+ c + k_- d)/(k_+ + k_-)$ so that $k_- (d - \lambda) = k_+ (\lambda - c)$. Suppose that $u$ satisfies Problem (P) and let $\psi_1 = u|_{E^\lambda_B}$, $\psi_2 = u|_{E^\lambda_0}$, and $k^\pm = k^2 - k^2_\pm$. Then, by Theorem 3.1, $\psi_1 \in BC(E^B_C)$ and $\psi_2 \in BC(E^d_0)$ satisfy the pair of second-kind integral equations

$$\psi_1(x) = u^r(x) + u^\epsilon(x) + \int_{E^\lambda_B} \psi_1(y) k^+(y) G^+_C(x, y) dy + \int_{E^\lambda_0} \psi_2(y) k^+(y) G^+_C(x, y) dy$$
\[ (3.10) \quad + \int_{E^\lambda_c} \psi_2(y) \frac{\partial G^+_c(x, y)}{\partial y_2} ds(y), \quad x \in E^\lambda_B, \]

\[ \psi_2(x) = \int_{E^\lambda_0} \psi_2(y) k^-(y) G^+_d(x, y) dy + \int_{E^\lambda_0} \psi_1(y) k^-(y) G^-_d(x, y) dy \]

\[ (3.11) \quad - \int_{E^\lambda_d} \psi_1(y) \frac{\partial G^-_d(x, y)}{\partial y_2} ds(y), \quad x \in E^\lambda_0. \]

Conversely, suppose now that \( \psi_1 \in BC(E^\lambda_B) \) and \( \psi_2 \in BC(E^\lambda_0) \) satisfy the integral equations (3.10) and (3.11) and define \( u \) as follows:

\[ u(x) = u^+(x) + \int_{E^\lambda_c} \psi_1(y) k^+(y) G^+_c(x, y) dy + \int_{E^\lambda_c} \psi_2(y) k^+(y) G^+_c(x, y) dy \]

\[ + \int_{E^\lambda_0} \psi_2(y) \frac{\partial G^+_c(x, y)}{\partial y_2} ds(y), \quad x \in U_c, \]

\[ u(x) = \lim_{y \to x, y \in U_c} u(y), \quad x \in \Gamma_c, \]

\[ u(x) = \int_{E^\lambda_0} \psi_2(y) k^-(y) G^-_d(x, y) dy + \int_{E^\lambda_0} \psi_1(y) k^-(y) G^-_d(x, y) dy \]

\[ - \int_{E^\lambda_d} \psi_1(y) \frac{\partial G^-_d(x, y)}{\partial y_2} ds(y), \quad x \in \mathbb{R}^2 \setminus U_d. \]

Then it follows, provided \( d - c \) is small enough, that \( u \) is a solution of Problem (P). To see this define \( v \) by

\[ v(x) = \int_{E^\lambda_0} \psi_2(y) k^-(y) G^-_d(x, y) dy + \int_{E^\lambda_0} \psi_1(y) k^-(y) G^-_d(x, y) dy \]

\[ - \int_{E^\lambda_d} \psi_1(y) \frac{\partial G^-_d(x, y)}{\partial y_2} ds(y), \quad x \in \mathbb{R}^2 \setminus U_d, \]

\[ v(x) = \lim_{y \to x, y \in \mathbb{R}^2 \setminus U_d} v(y), \quad x \in \Gamma_d. \]

Then, comparing (3.10) and (3.12), \( \psi_1 = u_{|E^\lambda_0} \), and comparing (3.11) and (3.15), \( \psi_2 = v_{|E^\lambda_0} \). Also, by Lemmas 3.1 and 3.2 applied to (3.12) and (3.15), \( \psi_2 = u \) on \( \Gamma_c \) and \( \psi_1 = v \) on \( \Gamma_d \). Thus \( u = v \) on \( \Gamma_c \) and \( \Gamma_d \). Define \( w = u - v \). Then it is clear from Lemmas 3.1 and 3.2 again, together with the above results, that (i) \( w \) is bounded in \( E^d_\lambda \) and \( w \in C(E^d) \cap C^1(E^d) \); (ii) \( \Delta w + k^2 w = 0 \) in \( E^d_\lambda \), where \( k(x) = k_- \), \( x \in E^\lambda_\lambda \), \( k_+ \), \( x \in E^\lambda_\delta \); (iii) \( w = 0 \) on \( \Gamma_c \) and \( \Gamma_d \). Now, consider the following eigenvalue problem: find \( z \in C^1(c, d) \cap H^2(c, d) \), \( \Lambda \in \mathbb{R} \), such that \(-z'' - qz = \Lambda z\) in \( (c, d) \) and \( z(c) = z(d) = 0 \), where \( q(x) = k_- \), \( \lambda < x_2 < d = k_+ \), \( c < x_2 < \lambda \). Provided this problem has only positive eigenvalues \( \Lambda > 0 \), and this is the case if \( (d - \lambda)k_- = (\lambda - c)k_+ < \pi^2/2 \), i.e., provided \( 2k_+k_-(d - c) < \pi(k_+ + k_-) \), then an elementary separation of variables argument establishes that \( w \equiv 0 \) in \( E^\lambda_\delta \) and hence \( u \equiv v \) in \( E^\lambda_\delta \). It is now easy to see, by
further applications of Lemmas 3.1 and 3.2, that \( u \), defined by (3.12)–(3.14), satisfies Problem (P). Thus we have the following equivalence theorem between Problem (P) and the integral equation problem (3.10) and (3.11).

**Theorem 3.2.** If \( u \in C(\mathbf{R}^2) \) is a solution of Problem (P), then \( \psi_1 := u|_{E_0^A} \) and \( \psi_2 := u|_{E_0^B} \) satisfy the integral equations (3.10) and (3.11). Conversely, suppose that \( \psi_1 \in BC(E_0^B) \) and \( \psi_2 \in BC(E_0^A) \) satisfy the integral equations (3.10) and (3.11) and define \( u \) by (3.12)–(3.14). Then, provided \( (d - \lambda)k_+ = (\lambda - c)k_+ \) and \( 2k_+k_- < \pi(k_+ + k_-) \), \( u \) satisfies Problem (P).

**Remark.** Let \((d - \lambda)k_+ = (\lambda - c)k_+ \) and \( 2k_+k_- < \pi(k_+ + k_-) \). Then from Theorem 3.2 it follows that in order to prove the existence of a solution to Problem (P), it is enough to show that the pair of integral equations (3.10) and (3.11) has a solution. This will be done in section 6.

**4. A basic inequality.** In this section a basic inequality satisfied by solutions of (2.3) is established, which is a key step in the proof of the uniqueness theorem.

Suppose that \( u \in C(\mathbf{R}^2) \) satisfies (2.3). Then, by Remark 2.3, \( u \in C^4(\mathbf{R}^2) \cap H^2_{\text{loc}}(\mathbf{R}^2) \). Let \( \eta < c < d < \rho \) with \( \eta, \rho \) being as defined in assumptions (A3) or (A5) and define, for \( t \in \mathbf{R} \) and \( A > 0 \),

\[
(J_A(t) = \int_{\Gamma_1(A)} \bar{u}\partial_2uds, \quad L_A(t) = \Re \int_{\Gamma_1(A)} \bar{u}\partial_2uds,)
\]

\[
(I^+_A(t) = \int_{\Gamma_1(A)} \{|\partial_2u|^2 - |\partial_1u|^2 + k_2^2|u|^2\}ds,)
\]

\[
(K_A = \int_{E_0^B(A)} |u|^2k_2^2 - k_1^2|dx + \int_{E_0^A(A)} |u|^2k_2^2 - k_1^2|dx)
\]

\[
(= \int_{\Gamma_1(A)} |u|^2ds + \int_{\Gamma_2(A)} |u|^2ds,)
\]

Let \( a < 0 < B < b \) and for \( t \in \mathbf{R} \), let \( \gamma(t) = \{(t, x) | a \leq x_2 \leq b\} \).

**Theorem 4.1.** Assume that (A3) holds or that both (A4) and (A5) hold. Then, for some nonnegative constants \( C_j, j = 1, 2, 3, \) there holds

\[
K_A \leq C_1[(b - \beta)I^+_A(b) - (a - \beta)I^-_A(a)] + C_1[L_A(b) - L_A(a)]
\]

\[
+ C_2[J_A(a) - J_A(b)] + C_3R_1(A) + C_4R_2(A),
\]

for all \( A > 0 \), where

\[
R_1(A) = \Re \left[ \int_{\gamma(A)} - \int_{\gamma(-A)} |u|\partial_1uds \right]
\]

and

\[
R_2(A) = \Re \left[ \int_{\gamma(A)} - \int_{\gamma(-A)} |2(x_2 - \beta)\partial_2u + \bar{u}\partial_1u|ds \right].
\]

**Proof.** First we will deduce the inequality (4.5) in the case that (A3) holds.
Apply Green’s first theorem to $u$ and $\pi$ in $E^\|_\theta(A)$ and take the imaginary part of the result thus obtained to get that since $\Im(k^2(x)) = 0$ for $x_2 > B$ and $x_2 < 0$,

$$
(4.6) \int_{E^\|_\theta(A)} \Im(k^2)|u|^2 \, dx + J_\theta(b) - J_\theta(a) \leq R_1(A).
$$

Let $\theta \in C^2(\mathbf{R})$ be such that $0 \leq \theta(t) \leq 1$ for $t \in \mathbf{R}$, $\theta(t) = 1$ for $c \leq t \leq d$, and $\theta(t) = 0$ for $t \geq \rho$ and $t \leq \eta$. Then, by applying Green’s first theorem to $u$ and $\theta(x_2)\pi$ in $E^\|_\theta(A)$ and taking the real part of the result thus obtained, we obtain on integrating by parts that

$$
\int_{E^\|_\theta(A)} \theta(x_2)|\nabla u|^2 \, dx \leq \int_{E^\|_\theta(A)} \left[ \Re(k^2)\theta(x_2) + \frac{1}{2} \theta''(x_2) \right] |u|^2 \, dx + R_1(A),
$$

which together with the definition of $\theta$ implies that

$$
(4.7) \int_{E^\|_\theta(A)} |\nabla u|^2 \, dx \leq (\|k\|^2_\infty + C) \int_{E^\|_\theta(A)} |u|^2 \, dx + R_1(A),
$$

for some constant $C > 0$ depending only on the choice of $\theta$.

Now, for any $r, t \in \mathbf{R}$,

$$
(4.8) u((x_1, r)) - u((x_1, t)) = \int_t^r \partial_2 u(x) \, dx_2, \quad x_1 \in \mathbf{R},
$$

so that using the Cauchy–Schwarz inequality,

$$
(4.9) |u((x_1, t))|^2 \leq 2|u((x_1, r))|^2 + 2(r - t) \int_t^r |\partial_2 u(x)|^2 \, dx_2, \quad x_1 \in \mathbf{R}.
$$

From (4.9) it follows that, for $R < T$, $r, t \in [R, T],

$$
(4.10) \int_{\Gamma_r(A)} |u|^2 \, ds \leq 2 \int_{E^\|_\theta(A)} |u|^2 \, dx + 2(T - R) \int_{E^\|_\theta(A)} |\partial_2 u|^2 \, dx
$$

and hence that

$$
(4.11) (T - R) \int_{\Gamma_r(A)} |u|^2 \, ds \leq 2 \int_{E^\|_\theta(A)} |u|^2 \, dx + 2(T - R)^2 \int_{E^\|_\theta(A)} |\partial_2 u|^2 \, dx.
$$

Thus, assuming that (A3) holds, the required inequality (4.5), with $C_1 = 0$, follows from (4.6), (4.7), and (4.11) with $R = c, T = d, t = c, d$.

Suppose now that (A4) and (A5) hold. Multiplying (2.3) by $2(x_2 - \beta)\partial_2 \pi + \pi$, integrating over $E^\|_\theta(A)$, and taking the real part, we obtain on noting that $\Im(k^2(x)) = 0$ for $x_2 > B$ and $x_2 < 0$,

$$
2 \int_{E^\|_\theta(A)} |\partial_2 u|^2 \, dx = \Re \int_{E^\|_\theta(A)} \left\{ 2\nabla \cdot [(x_2 - \beta)\partial_2 \pi \nabla u] - \partial_2 [(x_2 - \beta)|\nabla u|^2] + \nabla \cdot (\pi \nabla u) \right\} \, dx.
$$
and for $h \phi$ follows. First, in the cases where

$$
\frac{\partial}{\partial x}u^2 = (a - \beta) \int_{\Gamma_a} (|\partial_2 u^2| - |\partial_1 u^2|)ds
$$

integrating by parts, we obtain that

$$
\int_{E^a_\beta}(x_2 - \beta)|u|^2dx + 2 \int_{E^a_\beta}(x_2 - \beta)\Re(k^2)\Im\{\overline{\partial_2 u}\}dx
$$

$$
= (b - \beta) \int_{\Gamma_a} (|\partial_2 u^2| - |\partial_1 u^2|)ds - (a - \beta) \int_{\Gamma_a} (|\partial_2 u^2| - |\partial_1 u^2|)ds
$$

$$
+ L_A(b) - L_A(a) + R_2(A) + \int_{E^a_\beta}(x_2 - \beta)|u|^2dx.
$$

(4.12)

Now, if $\Re(k^2) \in C^1(\mathbb{R}^2)$, then from (A4) we have that $(x_2 - \beta)\partial_2(\Re(k^2)) \geq 0$, and integrating by parts, we obtain that

$$
\int_{E^a_\beta} \Re(k^2)\partial_2[(x_2 - \beta)|u|^2]dx \leq (b - \beta)k^2 \int_{\Gamma_a} |u|^2ds - (\beta - \beta)k^2 \int_{\Gamma_a} |u|^2ds
$$

(4.13)

$$
= \int_{E^a_\beta} \tilde{k}^2\partial_2[(x_2 - \beta)|u|^2]dx.
$$

Thus

$$
G_\beta \equiv \int_{E^a_\beta} \tilde{k}^2 - \Re(k^2)|\partial_2[(x_2 - \beta)|u|^2]dx \geq 0.
$$

(4.14)

In the general case where $k \in L_\infty(\mathbb{R}^2)$, let $\phi(x) = \Re(k^2(x))$, $\psi(x) = (x_2 - \beta)|u(x)|^2$, and for $h \in \mathbb{R}$, let $\phi_h(x) = \phi(x + he_2)$, $\psi_h(x) = \psi(x + he_2)$. Then, since $\phi(\psi_h - \psi) + \phi_h(\psi_h - \psi) = 2(\phi_h\psi_h - \phi\psi) - (\phi_h - \phi)(\psi + \psi_h)$, we have that for sufficiently small $h > 0$,

$$
\int_{E^h_\beta} \phi(\psi_h - \psi)dx + \int_{E^{h+h}_\beta} \phi(\psi - \psi_h)dx
$$

$$
= 2 \int_{E^{h+h}_\beta} \phi\psi_h dx - 2 \int_{E^{h+h}_\beta} \phi\psi dx - \int_{E^{h+h}_\beta} (\phi_h - \phi)(\psi + \psi_h)dx.
$$

(4.15)

By using (A4) the last term on the right-hand side of (4.15) can be estimated as follows. First, in the cases where $\beta \leq a$ and $\beta \geq b + h$, it is easy to see that

$$
I \equiv - \int_{E^a_\beta} (\phi_h - \phi)(\psi + \psi_h)dx \leq 0,
$$

while if $a < \beta < b + h$, then

$$
I \leq 2||k||_{\infty}^2 \int_{E^{b-h}_\beta} |\psi + \psi_h|dx \equiv I_h.
$$
Thus, it follows from (4.17), (4.18), and (4.6) that
\[
\int_{E^{h}_{b}(A)} \phi(\psi_{h} - \psi)dx + \int_{E^{h}_{b+k}(A)} \phi(\psi - \psi_{-h})dx \leq 2k_{2}^{2} \int_{E^{k}_{b+h}(A)} \psi dx - 2k_{2} \int_{E^{k}_{b+h}(A)} \psi dx + I_{h} \tag{4.18}
\]
on using (A2). Since $\psi \in C^{1}(\mathbb{R}^{2})$ and $\psi = 0$ on $\Gamma_{\beta}$, dividing (4.16) by $2h$ and taking the limit $h \to 0$ we obtain that (4.13) and (4.14) hold in the general case.

It follows from (4.12) that
\[
2 \int_{E^{b}_{h}(A)} |\partial_{2}u|^{2}dx + G_{A} = (b - \beta)I_{A}^{+}(b) - (a - \beta)I_{A}^{-}(a) + L_{A}(b) - L_{A}(a) + R_{2}(A)
\tag{4.17}
+ 2 \int_{E^{b}_{h}(A)} (x_{2} - \beta)\Im(k^{2})\Im(\bar{\nu}\partial_{2}u)dx.
\]

Since $0 \leq \Im(k^{2}) \leq ||k||_{\infty}^{2}$, the Cauchy–Schwarz inequality yields that
\[
2 \int_{E^{b}_{h}(A)} (x_{2} - \beta)\Im(k^{2})\Im(\bar{\nu}\partial_{2}u)dx \leq \int_{E^{b}_{h}(A)} |\partial_{2}u|^{2}dx + (B + |\beta|)^{2}||k||_{\infty}^{2} \int_{E^{b}_{h}(A)} \Im(k^{2})|u|^{2}dx. \tag{4.18}
\]

Thus, it follows from (4.17), (4.18), and (4.6) that
\[
\int_{E^{b}_{h}(A)} |\partial_{2}u|^{2}dx + G_{A} \leq (b - \beta)I_{A}^{+}(b) - (a - \beta)I_{A}^{-}(a) + L_{A}(b) - L_{A}(a) + R_{2}(A)
\tag{4.19}
+ (B + |\beta|)^{2}||k||_{\infty}^{2}||J_{A}(a) - J_{A}(b) + R_{1}(A)|| \equiv F_{A}.
\]

Now, from (4.19) and the fact that $G_{A} \geq 0$, it is seen that
\[
\int_{E^{b}_{h}(A)} |\partial_{2}u|^{2}dx \leq F_{A}. \tag{4.20}
\]

On the other hand, since $2|(x_{2} - \beta)\Re(\bar{\nu}\partial_{2}u)| \leq |u|^{2}/2 + 2(b + |\beta|)^{2}|\partial_{2}u|^{2}$ in $E^{b}_{h}$, we have
\[
\partial_{2}|(x_{2} - \beta)|u|^{2}| = |u|^{2} + 2(x_{2} - \beta)\Re(\bar{\nu}\partial_{2}u) \geq |u|^{2}/2 - 2(b + |\beta|)^{2}|\partial_{2}u|^{2},
\]
for $x \in E^{b}_{h}$, so that on noting that $k^{2} \geq \Re(k^{2})$ by (A4),
\[
G_{A} \geq \frac{1}{2} \int_{E^{b}_{h}(A)} [k^{2} - \Re(k^{2})]|u|^{2}dx - 4(b + |\beta|)^{2}||k||_{\infty}^{2} \int_{E^{b}_{h}(A)} |\partial_{2}u|^{2}dx.
\]

This, together with (4.19) and (4.20), implies that
\[
\int_{E^{b}_{h}(A)} [k^{2} - \Re(k^{2})]|u|^{2}dx \leq 2[1 + 4(b + |\beta|)^{2}||k||^{2}_{\infty}]F_{A}. \tag{4.21}
\]
We now make use of (4.20) and (4.21) to derive the required inequality (4.5). First, using (4.9) and the fact that \( \Re(k^2) \leq \tilde{k}^2 \) by (A4), we obtain (cf. (4.11)) that

\[
\int_{E^2(A)} [\tilde{k}^2 - \Re(k^2)] |u(x_1,c)|^2 \, dx 
\leq 2 \int_{E^2(A)} [\tilde{k}^2 - \Re(k^2)] |u|^2 \, dx + 4|d-c|^2 \int_{E^2(A)} |\partial_2 u|^2 \, dx.
\]

(4.22)

Using (A4) and (A5) yields that

\[
(d-c)\lambda_3 \int_{\Gamma_c(A)} |u|^2 \, ds 
\leq 2 \int_{E^2(A)} [\tilde{k}^2 - \Re(k^2)] |u|^2 \, dx + 4B^2||k||^2 \int_{E^2(A)} |\partial_2 u|^2 \, dx.
\]

(4.23)

From (4.10) with \( R = a, T = b, r = c \), we obtain that

\[
\int_{E^2(A)} |u|^2 \, dx 
\leq 2(b-a) \int_{\Gamma_c(A)} |u|^2 \, ds + 2(b-a)^2 \int_{E^2(A)} |\partial_2 u|^2 \, dx.
\]

(4.24)

Thus, utilizing (4.20) and (4.21) together with (4.23), (4.24), and (4.11), with \( R = a, T = b, t = d \), it follows that \( K_A \) is bounded by a multiple of \( F_A \). Thus the required result (4.5) holds with \( C_2 = C_3 \).

5. Uniqueness of solution. In this section we establish the following uniqueness theorem for Problem (P).

**Theorem 5.1.** If (A3) holds or both (A4) and (A5) hold, then Problem (P) has at most one solution.

We prove this theorem by showing that the homogeneous version of Problem (P) has only the trivial solution. Since guided waves are solutions of the homogeneous problem (see Definition A.1 and Theorem A.1 in the appendix), we have immediately the following corollary.

**Corollary 5.1.** If (A3) holds or both (A4) and (A5) hold, then there are no guided wave solutions to the homogeneous problem.

In the proof of Theorem 5.1 we utilize the following two lemmas, the first of which is a special case of Lemma A in [8].

**Lemma 5.1.** Suppose that \( F \in L_\infty(\mathbb{R}) \) and that, for some nonnegative constants \( C, \epsilon, \) and \( A_0 \),

\[
\int_{-A}^{A} |F(t)|^2 \, dt \leq C \int_{\mathbb{R}\setminus[-A,A]} G_A^2(t) dt + C \int_{-A}^{A} (G_\infty(t) - G_A(t))G_\infty(t) dt + \epsilon, \quad A > A_0,
\]

where, for \( A_0 < A \leq +\infty \),

\[
G_A(s) = \int_{-A}^{A} (1 + |s-t|)^{-3/2} |F(t)| dt, \quad s \in \mathbb{R}.
\]

Then \( F \in L_2(\mathbb{R}) \) and

\[
\int_{-\infty}^{+\infty} |F(t)|^2 \, dt \leq \epsilon.
\]
LEMMA 5.2. If \( \phi_+ \in L_2(\Gamma_H) \cap L_\infty(\Gamma_H) \), \( \phi_- \in L_2(\Gamma_b) \cap L_\infty(\Gamma_b) \), and \( v_\pm \) are defined by (2.4) and (2.5), respectively, then the restrictions of \( v_+ \), \( \partial_1 v_+ \), and \( \partial_2 v_+ \) to \( \Gamma_b \) are in \( L_2(\Gamma_b) \cap BC(\Gamma_b) \) for \( b > H \); the restrictions of \( v_- \), \( \partial_1 v_- \), and \( \partial_2 v_- \) to \( \Gamma_a \) are in \( L_2(\Gamma_a) \cap BC(\Gamma_a) \) for \( a < h \); and

\[
\Re \int_{\Gamma_b} \hat{\nu}_+ \partial_2 v_+ ds \leq 0, \quad (5.1)
\]

\[
\Im \int_{\Gamma_b} \hat{\nu}_+ \partial_2 v_+ ds \geq 0, \quad (5.2)
\]

and

\[
\Re \int_{\Gamma_a} \hat{\nu}_- \partial_2 v_- ds \leq 0, \quad (5.3)
\]

\[
\Im \int_{\Gamma_a} \hat{\nu}_- \partial_2 v_- ds \geq 0, \quad (5.4)
\]

The statements in this lemma concerning \( v_+ \) were proved as in Lemma 6.1 in [7]. The statements regarding \( v_- \) follow from Remark 2.1.

Proof of Theorem 5.1. As in section 4, let \( \eta < c < d < \rho \) and \( a < 0 \), \( b > B \). Also for convenience choose \( a \) and \( b \) so that \( b - \beta = \beta - a \equiv \omega > 0 \).

Suppose that \( u_1 \) and \( u_2 \) are solutions of Problem (P). Then, by Remark 2.3, \( u = u_1 - u_2 \in C^1(\mathbb{R}^2) \) and satisfies (2.3), the bound (2.8), the UPRC, and the DPRC. Also, by Theorem 3.1,

\[
u(x) = \int_{E^B_+} u(y)k^+(y)G^+_c(x, y)dy + \int_{\Gamma_\pm} u(y) \frac{\partial G^+_c(x, y)}{\partial y_2} ds(y), \quad x \in U_c, \quad (5.5)
\]

\[
u(x) = \int_{E^d_0} u(y)k^-(y)G^-_c(x, y)dy - \int_{\Gamma_\pm} u(y) \frac{\partial G^-_c(x, y)}{\partial y_2} ds(y), \quad x \in \mathbb{R}^2 \setminus U_d, \quad (5.6)
\]

and by Theorem 4.1, for some constants \( C_j \geq 0, j = 1, 2, 3, \)

\[
K_A \leq C_1 [\omega I^+_A(b) + \omega I^-_A(a) + L_A(b) - L_A(a) + R_A(A)] + C_2[J_A(a) - J_A(b)] + C_3 R_1(A), \quad (5.7)
\]

where \( J_A, I^+_A, L_A, \) and \( K_A \) are given by (4.1) and (4.2). Clearly, for \( j = 1, 2, \)

\[
R_j(A) = O(1) \text{ as } A \to \infty, \quad (5.8)
\]

and by (4.6),

\[
J_A(b) - J_A(a) \leq R_1(A). \quad (5.9)
\]

Now to make use of Lemma 5.1 and the bound (5.7), we define

\[
u(x) = \int_{E^B_+(A)} u(y)k^+(y)G^+_c(x, y)dy + \int_{\Gamma_+(A)} u(y) \frac{\partial G^+_c(x, y)}{\partial y_2} ds(y), \quad x \in U_c, \quad (5.10)
\]

\[
u(x) = \int_{E^d_0(A)} u(y)k^-(y)G^-_c(x, y)dy - \int_{\Gamma_-(A)} u(y) \frac{\partial G^-_c(x, y)}{\partial y_2} ds(y), \quad x \in \mathbb{R}^2 \setminus U_c. \quad (5.11)
\]
Then, by (3.1)–(3.2), \( v|_{\Gamma_B} \in L_2(\Gamma_B) \cap BC(\Gamma_B) \) and \( v|_{\Gamma_0} \in L_2(\Gamma_0) \cap BC(\Gamma_0) \). Moreover, by Lemmas 3.1 and 3.2 and the equivalence of Lemmas 2.1(i)–(ii) and 2.2, \( v \) satisfies (2.4), with \( h = B \) and \( \phi_+ = v|_{\Gamma_B} \), and satisfies (2.5) with \( h = 0 \) and \( \phi_- = v|_{\Gamma_0} \). For \( t \in \mathbb{R} \) set,

\[
J^A(t) = 3 \int_{\Gamma_1(A)} \nabla v \cdot ds, \quad J''_A(t) = 3 \int_{\Gamma_1} \nabla v \cdot ds,
\]

\[
I_A^+(t) = \int_{\Gamma_1(A)} \{ |\partial_2 v|^2 - |\partial_1 v|^2 + k^2_\pm |v|^2 \} ds, \quad I_A'' = \int_{\Gamma_1} \{ |\partial_2 v|^2 - |\partial_1 v|^2 + k^2_\pm |v|^2 \} ds,
\]

\[
L'_A(t) = \Re \int_{\Gamma_1(A)} \nabla v \cdot ds, \quad L''_A(t) = \Re \int_{\Gamma_1} \nabla v \cdot ds.
\]

Then, by Lemma 5.2,

\[
J''_A(b) \geq 0, \quad L''_A(b) \leq 0, \quad I''_A(b) = 2k_+ J''_A(b), \quad J''_A(a) \leq 0, \quad L''_A(a) \geq 0, \quad I''_A(a) \leq -2k_- J''_A(a).
\]

Hence, by the preceding and (5.7),

\[
K_A \leq C_1 \omega \{ I_A^+(b) - I_A''(b) + \omega [I_A(a) - I_A''(a)] + [L_A(b) - L_A''(b)] + [L_A''(a) - L_A(a)] \}
\]

\[+C_2 + 2C_1 \omega (k_+ + k_-) \{ [J_A'(b) - J_A''(b)] + [J_A''(a) - J_A'(a)] \}
\]

(5.12) \[+C_3 + 2C_1 \omega (k_+ + k_-) R_1(A) + C_1 R_2(A).\]

Now note that

\[
K_A = \int_{-A}^{A} |w(x_1)|^2 dx_1,
\]

where

\[
w(x_1) = \left\{ \int_0^B |u(x)|^2 |k^2(x) - k^2_\pm |dx_2 + \int_0^h |u(x)|^2 |k^2(x) - k^2 |dx_2 \\
+|u(x_1, c)|^2 + |u(x_1, d)|^2 \right\}^{1/2}, \quad x_1 \in \mathbb{R},
\]

and note that by (3.3) and the Cauchy–Schwarz inequality, for \( x \in \Gamma_a, \Gamma_b, \)

\[
|v(x)|, \quad |\nabla v(x)| \leq C W_A(x_1),
\]

\[
|u(x) - v(x)|, \quad |\nabla u(x) - \nabla v(x)| \leq C (W_{\infty}(x_1) - W_A(x_1)),
\]

where \( C \) is a constant independent of \( A \) and, for \( 0 \leq A \leq +\infty, \)

\[
W_A(x_1) = \int_{-A}^{A} (1 + |x_1 - y_1|)^{-3/2} w(y_1) dy_1, \quad x_1 \in \mathbb{R}.
\]

It follows that

\[
|I_A^+(t) - I_A''(t)|, \quad |J'_A(t) - J''_A(t)|, \quad |L'_A(t) - L''_A(t)|
\]

\[\leq C \int_{\mathbb{R} \setminus [-A, A]} (W_A(x_1))^2 dx_1, \quad (t = a, b),\]
where \( C \) is a constant independent of \( A \), and that
\[
|I^+_A(t) - I^+_A(t)|, \quad |J_A(t) - J'_A(t)|, \quad |L_A(t) - L'_A(t)|
\]
\[
\leq C \int_{-A}^A (W_\infty(x_1) - W_A(x_1))W_\infty(x_1)dx_1, \quad (t = a, b),
\]
so that, from (5.12) for some constant \( C_0 > 0 \) and all \( A > 0 \),
\[
K_A \leq C_0 \left\{ \int_{R\backslash[-A,A]} W^2_A(x_1)dx_1 + \int_{-A}^A (W_\infty(x_1) - W_A(x_1))W_\infty(x_1)dx_1 \right. \\
\left. + |R_1(A)| + |R_2(A)| \right\}. \tag{5.13}
\]

Applying Lemma 5.1 to (5.13) we obtain that \( w \in L_2(R) \), i.e., \( u \in L_2(E_B) \cap L_2(\Gamma_c) \cap L_2(\Gamma_d) \) and, for all \( A_0 > 0 \),
\[
\int_{E_B} |u|^2dx + \int_{\Gamma_c} |u|^2ds + \int_{\Gamma_d} |u|^2ds = \int_{-\infty}^{+\infty} |w|^2 \\
\leq C_0 \sup_{A>A_0} (|R_1(A)| + |R_2(A)|). \tag{5.14}
\]
Since \( u \in L_2(E_B) \cap L_2(\Gamma_c) \cap L_2(\Gamma_d) \), it follows from (5.5), (5.6), the bounds (3.1) and (3.2), and applications of Young’s theorem that \( u \in L_2(E^0_B) \) for any \( a, b \in R \) with \( a < b \). Also, since \( \nabla u \in BC(E^0_B) \) so that \( u \) is uniformly continuous in \( E^0_B \), it follows that \( u(x) \to 0 \) as \( x_1 \to \infty \) uniformly in \( x_2 \) for \( a \leq x_2 \leq b \) for any real numbers \( a < b \). Also, noting Lemma 2.2, it follows that \( R_j(A) \to 0 \) as \( A \to \infty \), \( j = 1, 2 \), and thus, from (5.14), that \( u = 0 \) in \( E_B \) and on \( \Gamma_c \cup \Gamma_d \); and hence, from (5.5) and (5.6), that \( u \equiv 0 \) in \( R^2 \).

6. Existence of solution. In this section existence of a solution for Problem (P) will be established by making use of general results on the solvability of the system of second-kind integral equations
\[
\psi_i = \phi_i + \sum_{j=1}^N K_{ij} \psi_j, \quad i = 1, \ldots, N, \tag{6.1}
\]
in which \( \phi_i \in Y_i := BC(\Omega_i) \) is assumed known, \( \psi_i \in Y_i \) is to be determined, and
\[
K_{ij} : Y_j \to Y_i \text{ is the integral operator defined by}
\]
\[
K_{ij} \psi(x) = \int_{\Omega_j} k_{ij}(x, y)\psi(y)dy_j(y), \quad x \in \Omega_i, \tag{6.2}
\]
where \( \Omega_j \) is an open subset of \( R^{n_j} \) \( (n_j \geq 1) \) and \( dy_j \) is \( n_j \)-dimensional Lebesgue measure. The function \( k_{ij} : \Omega_i \times \Omega_j \to C \) is assumed to take the form, for some \( M \in N \),
\[
k_{ij}(x, y) = \sum_{m=1}^M k^{(m)}_{ij}(x, y)z^{(m)}_j(y),
\]
where \( z^{(m)}_j \in X_j := L_\infty(\Omega_j) \) and \( k^{(m)}_{ij}(x, \cdot) \in L_1(\Omega_j) \) for every \( x \in \overline{\Omega}_i \) \( (i, j = 1, \ldots, N, m = 1, \ldots, M) \). We assume that the following conditions on \( k^{(m)}_{ij} \) and \( \Omega_j \) hold:

(C.1) \[ \sup_{x \in \Omega_j} \int_{\Omega_j} |k^{(m)}_{ij}(x, y)|d\mu_j(y) < \infty \] and, for all \( x \in \overline{\Omega}_i \),

\[ \int |k^{(m)}_{ij}(x, y) - k^{(m)}_{ij}(x', y)|d\mu_j(y) \to 0 \]
as \( x' \to x \) with \( x' \in \overline{\Omega}_i \) \( (i, j = 1, \ldots, N, m = 1, \ldots, M) \).

(C.2) For some \( n_0 \leq \min_j n_j \) and \( i = 1, \ldots, N \), there exists \( a^{(i)}_j \in \mathbb{R}^{n_i}, j = 1, \ldots, n_0 \), and a bounded set \( \omega_i \subset \Omega_i \) such that

(i) \( \Omega_i = \bigcup_{p \in \mathbb{Z}^n_{0 \leq j \leq n_0}} \omega^{(P)}_i \), where \( \omega^{(P)}_i := \omega_i + \sum_{j=1}^{n_0} a^{(i)}_j p_j \), for \( P = (p_1, \ldots, p_{n_0}) \in \mathbb{Z}^{n_0} \);

(ii) \( \omega^{(Q)}_i \cap \omega^{(P)}_i = \emptyset \) for \( Q, P \in \mathbb{Z}^{n_0}, Q \neq P \);

(iii) \( k^{(m)}_{ij}(x + a^{(i)}_j + y + a^{(j)}_l, x, y) = k^{(m)}_{ij}(x, y), \quad x \in \Omega_i, y \in \Omega_j, i, j = 1, \ldots, N, l = 1, \ldots, M \).

Let \( \Omega \) denote the product spaces \( \Omega := \prod_{j=1}^{N} X_j \) and \( \Omega := \prod_{j=1}^{N} X_j \subset X \). Let \( \phi = (\phi_1, \ldots, \phi_N)^t, \psi = (\psi_1, \ldots, \psi_N)^t \in \Omega \), where \( (\cdot, \cdot, \cdot)^t \) denotes the transpose of \( (\cdot, \cdot, \cdot) \). For \( m = 1, \ldots, M \), define the matrix operator \( K^{(m)} \) on \( \Omega \) by

\[ K^{(m)} = \begin{pmatrix} K^{(m)}_{11} & \cdots & K^{(m)}_{1N} \\ \vdots & \ddots & \vdots \\ K^{(m)}_{N1} & \cdots & K^{(m)}_{NN} \end{pmatrix}, \]

where \( K^{(m)}_{ij} : X_j \to X_i \) is the integral operator defined by (6.2) with \( K_{ij}, k_{ij} \) replaced by \( K^{(m)}_{ij}, k^{(m)}_{ij} \). For \( z = (z_1, \ldots, z_N)^t \in X \) define \( \hat{z} \) by

\[ \hat{z} = \begin{pmatrix} z_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & z_N \end{pmatrix}, \]

and for \( m = 1, \ldots, M \) and \( z \in X \), define \( K^{(m)}_z : \Omega \to \Omega \) by

\[ K^{(m)}_z \psi = K^{(m)}(\hat{z}\psi), \quad \psi \in \Omega. \]

For \( w = (w^{(1)}, \ldots, w^{(M)}) \in X^M \) let \( K_w \) denote the matrix integral operator

\[ K_w = \sum_{m=1}^{M} K^{(m)}_w, \]

Then (6.1) can be abbreviated as

\[ \psi = \phi + K_z \psi, \]

where \( z = (z^{(1)}, \ldots, z^{(M)}) \) and \( z^{(m)} = (z^{(m)}_1, \ldots, z^{(m)}_N)^t, m = 1, \ldots, M. \)
For \( j = 1, \ldots, N, i = 1, \ldots, n_0 \), define the translation operator \( T_{a_j}^{(i)} : X_j \to X_j \) by

\[
T_{a_j}^{(i)} \psi(x) = \psi(x - a_j^{(i)}), \quad x \in \Omega_j,
\]

and for \( a = (a_1, \ldots, a_N) \in \tau := \{(a_l^{(1)}, \ldots, a_l^{(N)}) | l = 1, \ldots, n_0\} \), define the matrix operator \( T_a : X \to X \) by

\[
T_a = \begin{pmatrix} T_{a_1} & 0 \\ \vdots & \ddots \\ 0 & T_{a_N} \end{pmatrix}.
\]

Then, by (C.2) (iii), \( T_a K^{(m)} = K^{(m)} T_a \), \( a \in \tau \), \( m = 1, \ldots, M \). Let \( B(Y) \) denote the Banach space of bounded linear operators on \( Y \) and \( I \) the identity matrix operator on \( Y \). The following results have been proved in [10], extending the results of [9] for single integral equations to systems of integral equations.

**Theorem 6.1.** Suppose that (C.1) and (C.2) are satisfied, that \( W \subseteq X^M \) is weakly sequentially compact, that \( T_a W := \{(T_{a_1} z^{(1)}, \ldots, T_{a_N} z^{(M)}) | (z^{(1)}, \ldots, z^{(M)}) \in W\} = W \), \( a \in \tau \), and that \( I - K_\lambda \) is injective for all \( z \in W \). Then \( (I - K_\lambda)^{-1} \) exists as an operator on the range space \( (I - K_\lambda)Y \) for all \( z \in W \) and

\[
\sup_{z \in W} \|(I - K_\lambda)^{-1}\| < \infty.
\]

Also, if for every \( z \in W \) there exists a sequence \( (z_j) \subseteq W \) such that \( (z_j) \) converges weakly to \( z \) in \( X \) and

\[
\text{for all } j, \quad I - K_{z_j} \text{ injective} \implies I - K_{z_j} \text{ surjective},
\]

then \( I - K_\lambda \) is surjective also for each \( z \in W \) so that \( (I - K_\lambda)^{-1} \in B(Y) \).

**Theorem 6.2.** If (C.1) and (C.2) are satisfied, \( z = ((z_1^{(1)}, \ldots, z_N^{(1)}), \ldots, (z_1^{(M)}, \ldots, z_N^{(M)})) \in X^M \), and for some constants \( \lambda_j^{(m)} \in \mathbb{C}, j = 1, \ldots, N, m = 1, \ldots, M \), it holds that

\[
\text{ess sup}_{|x| \geq A, x \in \Omega_j} |z_j^{(m)}(x) - \lambda_j^{(m)}| \to 0
\]

as \( A \to \infty \), then

\[
I - K_\lambda, \quad I - K_\lambda \text{ injective} \implies I - K_\lambda \text{ surjective}, \quad (I - K_\lambda)^{-1} \in B(Y),
\]

where \( \lambda = ((\lambda_1^{(1)}, \ldots, \lambda_N^{(1)}), \ldots, (\lambda_1^{(M)}, \ldots, \lambda_N^{(M)})) \).

To apply Theorems 6.1 and 6.2 to show the existence of a solution to Problem (P), we choose \( \lambda, c, d \) so that \( 0 \leq c < d \leq B, k_-(d - \lambda) = k_+(\lambda - c), \) and \( 2(d - c)k_+ k_- < \pi (k_+ + k_-) \). It then follows from Theorem 3.2 that Problem (P) and the integral equation problems (3.10) and (3.11) are equivalent.

Let \( N = 4, n_0 = 1, \Omega_1 = E_\lambda^0 \subseteq \mathbb{R}^2, \Omega_2 = E_0^0 \subseteq \mathbb{R}^2, \Omega_3 = \Omega_4 = \mathbb{R}, \omega_1 = \{x \in \Omega_1 | 0 \leq x_1 < B, \lambda < x_2 < B\}, \omega_2 = \{x \in \Omega_2 | 0 \leq x_1 < B, 0 < x_2 < \lambda\}, \omega_3 = \omega_4 = [0, B), a_1^{(1)} = a_2^{(2)} = (B, 0), \) and \( a_3^{(3)} = a_4^{(4)} = B \). Define \( \hat{y} := y \) for \( y \in \mathbb{R}^2 \) and \( \hat{y} := (y, c) \) and \( \hat{y} := (y, d) \) for \( y \in \mathbb{R} \). Let \( \chi(t) = 1, t > 0, = 0, t < 0 \), and let \( M = 2, k_j^{(1)}(x, y) = G_\delta(x, y)(y_2 - c) \) for all \( x \in \Omega_4, y \in \Omega_j \).
\( \hat{x} \neq y, i = 1, 3, j = 1, 2, k_{ij}^{(1)}(x, y) = G_a^d(\hat{x}, y, z)(d - y)^2 \) for all \( x \in \Omega_i, y \in \Omega_j, \hat{x} \neq y, i = 2, 4, j = 1, 2, k_{ij}^{(1)}(x, y) = \partial G_a^\tau(\hat{x}, z)/\partial z \) for all \( x \in \Omega_i, y \in \Omega_4, i = 1, 3, k_{ij}^{(1)}(x, y) = \partial G_a^\tau(\hat{x}, z)/\partial z \) for all \( x \in \Omega_i, y \in \Omega_3, i = 2, 4, k_{ij}^{(1)}(x, y) = 0 \) for all \( x \in \Omega_i, y \in \Omega_j, i \neq 1, 2, 3, 4, m = 1, 2 \). Set \( w_j^{(1)}(y) = k^+(y) \) for \( y \in \Omega_j, j = 1, 2, w_j^{(1)}(y) = -1, y \in \Omega_3, w_j^{(1)}(y) = 1, y \in \Omega_4, \) and set \( w_j^{(1)}(\hat{w}_1, \ldots, w_4)^t, w_j^{(2)}(k_+^2 - k_-^2)(1, 1, 0, 0)^t \). Then the integral equations (3.10) and (3.11) can be written as the 4 x 4 matrix system

\[
(I - K_\omega)\psi = \phi, \quad \psi = (\psi_1, \ldots, \psi_4)^t, \quad \phi = (\phi_1, \ldots, \phi_4)^t \in Y,
\]

where \( w = (w_1^{(1)}, w_2^{(2)}), K_\omega \) is defined by (6.5), (6.4), and (6.3), \( \phi_2 = \phi_4 = 0, \phi_1(y) = u^t(y) + u^t(\tilde{y}), y \in \Omega, j = 1, 3, \) and \( \psi_3, \psi_4 \in BC(\mathbb{R}) \) are defined by \( \psi_3(y) = \psi_2(\tilde{y}), \psi_4(y) = \psi_1(\tilde{y}), y \in \mathbb{R} \).

**Theorem 6.3.** Assume that (A3) holds or that (A4) and (A5) hold and that \( k_{-}(d - \lambda) = k_{+}(\lambda - c) + 2(d - c)k_{+}k_{-} < \pi(k_{+} + k_{-}) \). Then \( (I - K_\omega)^{-1} \in B(Y) \) so that the system of integral equations (6.7) has a unique solution \( \psi \in Y \). Furthermore, for any \( L > 0 \), there is a constant \( C > 0 \) depending only on \( L, k_{\pm}, c, d, \eta, \rho, B, \lambda_{1}, \) and \( \lambda_{2} \), in the case that (A3) is satisfied, or on \( L, k_{\pm}, c, d, \eta, \rho, B, \beta, \) and \( \lambda_{3} \), in the case that (A4) and (A5) are satisfied such that, provided \( \|k\|_\infty \leq L, \|\cdot (I - K_\omega)^{-1}\| \leq C \) so that \( \|\psi\| \leq C\|\phi\| \).

**Proof.** Theorem 6.3 is proved by means of Theorems 6.1 and 6.2. To this end, suppose without loss of generality that \( L > k_{\pm}^2 + \lambda_{1} \) and set

\[
Q = Q_3 := \{ \mu \in L^\infty(E_B)|3\mu \geq 0, 3\mu(x) \geq \lambda_{1}, x \in E_0^\rho, 3\mu(x) \geq \lambda_{2}|\mu(x) - k_{\pm}^2|, x \in E_{\eta}^\rho, 3\mu(x) \geq \lambda_{2}|\mu(x) - k_{\pm}^2|, x \in E_0^\rho, \|\mu\|_\infty \leq L^2 \}
\]

in the case that (A3) is satisfied. In the case that (A4) and (A5) are satisfied suppose without loss of generality that \( L^2 > k_{\pm}^2 + \lambda_{3} \) and set

\[
Q = Q_4 := \{ \mu \in L^\infty(\mathbb{R}^2)|3\mu \geq 0, \mu(x) = k_{\pm}^2, x \in U_B, \mu(x) = k_{\pm}^2, x \in \mathbb{R}^2 \setminus \overline{U}, \|\mu\|_\infty \leq L^2, \text{ess inf}_{x \in U_B} \Re[\mu(x + e_2 h) - \mu(x)] \geq 0, \text{ess inf}_{x \in \mathbb{R}^2 \setminus \overline{U}_B} \Re[\mu(x + e_2 h) - \mu(x)] \geq 0, h > 0, \text{ess inf}_{x \in E_0^\rho} \{k_{\pm}^2(x) - \Re[\mu(x)]\} \geq \lambda_{3}\}.
\]

Define \( W^{(1)} \subset X \) by

\[
W^{(1)} = \{(\mu|_{\Omega_1} - k_{\pm}^2, \mu|_{\Omega_2} - k_{\pm}^2, -1, 1)^t|\mu \in Q\}
\]

and \( W \subset X^2 \) by

\[
W = \{(w^{(1)}, (k_{\pm}^2 - k_{\pm}^2, k_{\pm}^2 - k_{\pm}^2, 0, 0)^t)|w^{(1)} \in W^{(1)}\}.
\]

Then \( T_a W = W \) for \( a \in \tau = \{a^{(1)}_4, \ldots, a^{(4)}_4\} \). Also, it follows easily from Theorems 3.2 and 5.1 that \( I - K_\omega \) is injective for all \( z \in W \).

Next, we show that \( W \) is weak* sequentially compact. In view of the definition of \( W \) it is sufficient to show that \( W^{(1)} \subset X \) is weak* sequentially compact. Further,
in view of the definition of $W^{(1)}$, it is sufficient to show that $Q$ is weak* sequentially
compact, where $Q = Q_3 \subset L_\infty(E_B)$ in the case that (A3) is satisfied and $Q = Q_4 \subset L_\infty(R^2)$
in the case that (A4) and (A5) are satisfied.

Since $Q$ is bounded it follows from the Alaoglu theorem [16, p. 60] that $Q$ is
weak* sequentially compact if it is weak* sequentially closed. In the case $Q = Q_3$,
the fact that $Q$ is weak* sequentially closed follows from Lemma 2.13 in [9], since the
sets \( \{w \in C \|w\| \leq L^2, 3w \geq \lambda_1\} \) and \( \{w \in C \|w\| \leq L^2, 3w \geq 0, 3w \geq \lambda_2\|w - k_+\|\} \),
for $k_+ = k_+$ and $k_-$, are compact and convex.

In the case $Q = Q_4$, in order to see that $Q$ is weak* sequentially compact consider
a sequence \((\mu_j) \subset Q\). Since \((\mu_j)\) is bounded, it follows from the Alaoglu theorem [16, p. 60] that there is an element $\mu \in L_\infty(R^2)$ and a subsequence of \((\mu_j)\), denoted simply by itself, such that \((\mu_j)\) converges weak* to $\mu$ in $L_\infty(R^2)$ and \(\|\mu\|_\infty \leq L^2\). Thus, for all $\xi \in L_1(R^2)$,

(6.8) \[
\int_{R^2} \mu_j \xi dx \to \int_{R^2} \mu \xi dx,
\]

as $j \to \infty$ and, in particular, (6.8) holds if $\xi$ is the characteristic function of any
bounded measurable subset of $R^2$. This and the fact that $\mu_j \in Q$, $j = 1, 2, \ldots$, implies that $\exists \mu \geq 0$ in $R^2$, $\mu(x) = k_+^2$ for $x \in U_B$, $\mu(x) = k_-^2$ for $x \in R^2 \setminus U$, $\exists \inf_{x \in E_B^\circ} (k^2(x) - \Re[\mu(x)]) \geq \lambda_2$, and

\[
\begin{align*}
\inf_{x \in U_B^\circ} \Re[\mu(x) + \epsilon_2 h] - \mu(x) &\geq 0, \\
\inf_{x \in R^2 \setminus U_B^\circ} \Re[\mu(x) - \epsilon_2 h] - \mu(x) &\geq 0
\end{align*}
\]

for all $h > 0$. Hence $\mu \in Q$ and \((\mu_j)\) converges weak* to $\mu$ in $Q$. Thus $Q$ is weak*
sequentially compact.

Finally, let $z = (z^{(1)}, z^{(2)}) \in W$. Then, for some $\mu \in Q$, $z^{(1)} = (\mu|_{\Omega_1} - k_+^2, \mu|_{\Omega_2} - k_-^2, -1, 1)^t$ and $z^{(2)} = (k_+^2 - k_-^2)(1, 1, 0, 0)^t$. For $j = 1, 2, \ldots$, set

\[
\mu_j(x) = \begin{cases} 
\mu^*(x) & \text{for } |x_1| > j, \\
\mu(x) & \text{for } |x_1| \leq j,
\end{cases}
\]

where $\mu^* \equiv i\lambda_1$ in the case that (A3) is satisfied, $\mu^* = k_+^2$ in $U_B$, $\mu^* = k_-^2$ in $R^2 \setminus U_B$, $\mu^* = \min(k_+^2, k_-^2) - \lambda_2$ in $E_B$, in the case that (A4) and (A5) are satisfied. Then $\mu^*, \mu_j \in Q$, and setting $z_j^{(1)} = (\mu_j|_{\Omega_1} - k_+^2, \mu_j|_{\Omega_2} - k_-^2, -1, 1)^t$ and $z_j = (z_j^{(1)}, z_j^{(2)})$, it is easy to see that \((z_j)\) converges weak* to $z$. Define

\[
z^* = ((\mu^*|_{\Omega_1} - k_+^2, \mu^*|_{\Omega_2} - k_-^2, -1, 1)^t, z^{(2)})
= ((\lambda^*, \lambda^*, -1, 1)^t, (k_+^2 - k_-^2, k_+^2 - k_-^2 - k_+^2, 0, 0)^t),
\]

where $\lambda^* \in C$ is given by $\lambda^* = i\lambda_1 - k_+^2$ in the case that (A3) is satisfied and by $\lambda^* = \min(k_+^2, k_-^2) - \lambda_2 - k_+^2$ in the case that (A4) and (A5) are satisfied. Since $z^* \in W$
so that $I - K_{z^*}$ is injective, it follows from Theorem 6.2 that $I - K_{z^*}$ injective implies $I - K_{z^*}$ surjective, for $j = 1, 2, \ldots$.

All the assumptions in Theorem 6.1 have been verified so Theorem 6.3 follows from Theorem 6.1.

Theorem 6.4. Assume that (A3) holds or that (A4) and (A5) hold. Then Problem
(P) has exactly one solution. Further, for any $L > 0$, there exists a constant $C > 0$
depending only on $L$, $k_\pm$, $\eta$, $\rho$, $B$, $\lambda_1$, and $\lambda_2$ in the case that (A3) is satisfied, or
on $L$, $k_\pm$, $\eta$, $\rho$, $B$, $\beta$, and $\lambda_3$ in the case that (A4) and (A5) are satisfied such that, provided $\|k\|_\infty \leq L$,

$$
|u(x)| \leq C(1 + |x_2|)^{1/2}, \quad x \in \mathbb{R}^2.
$$

(6.9)

**Proof.** The existence of a unique solution to Problem (P) follows from Theorems 3.1, 3.2, and 6.3. To derive the estimate (6.9) we note from the equivalence of (i) and (ii) in Lemma 2.1 that, for $h > B$,

$$
\lim_{h \to \infty} \int_{\Gamma_h} \frac{\partial \Phi(x,y)}{\partial y_2} u^s(y) ds(y), \quad x \in U_h.
$$

(6.10)

It follows from (2.6) and (6.10) (see [5]) that

$$
|u^s(x)| \leq C (1 + (x_2^2 - B))^{1/2} \sup_{x \in \Gamma_B} |u(x)|, \quad x \in U_B,
$$

(6.11)

for some constant $C > 0$ dependent only on $k_\pm$, which together with Theorem 6.3 implies the estimate (6.9) for $x \in U$. The estimate (6.9) for $x \in \mathbb{R}^2 \setminus U$ can be proved similarly by using Lemma 2.2.  

**Appendix: Guided waves.** By a guided wave we mean a solution of the homogeneous problem which has its energy localized in or near the layer $E_B$. Precisely, for $a < b$, let $D(a, b) = \{x \in \mathbb{R}^2 | a < x_1 < b\}$. Then our definition is as follows.

**Definition A.1.** Call $v \in C^1(\mathbb{R}^2)$ a guided wave if $v \not\equiv 0$, $v$ satisfies (2.3), $v$ is bounded in $E_h^a$ for every $h > 0$,

$$
\sup_{n \in \mathbb{Z}} \int_{D(n, n+1)} (|v|^2 + |\nabla v|^2) dx < \infty,
$$

(A.1)

and

$$
c_h := \sup_{n \in \mathbb{Z}} \int_{D(n, n+1) \setminus E_h^{a}} (|v|^2 + |\nabla v|^2) dx \to 0
$$

(A.2)

as $h \to \infty$.

**Remark A.1.** In the case when the scatterer is a diffraction grating, i.e., $k$ is periodic in the $x_1$-direction with some period $L$, it is usual to assume that $v$ is correspondingly quasi periodic (i.e., that $v(x) \exp(-ik_+ \cos \theta x_1)$ is periodic). Then (A.1) and (A.2) reduce to the condition that

$$
\int_{D(0,L)} (|v|^2 + |\nabla v|^2) dx < \infty,
$$

i.e., that the energy is finite in a single period of the grating (cf. Bonnet-Bendhia and Starling [3]).

**Remark A.2.** Conditions (A.1) and (A.2) are satisfied if $v$ decreases rapidly enough in the vertical direction, in particular, if for some constants $C > 0$ and $p > 1/2$,

$$
|v(x)| \leq C(1 + |x_2|)^{-p}, \quad x \in \mathbb{R}^2.
$$

The following result follows from Theorem 8.1 in [7] and Remark 2.1.

**Theorem A.1.** If $v$ is a guided wave, then $v$ satisfies the UPRC for wavenumber $k_+$ and the DPRC for wavenumber $k_-$. 
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