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Expressions for the viscosity correction function, and hence bulk complex impedance, density, compressibility, and propagation constant, are obtained for a rigid frame porous medium whose pores are prismatic with fixed cross-sectional shape, but of variable pore size distribution. The low- and high-frequency behavior of the viscosity correction function is derived for the particular case of a log-normal pore size distribution, in terms of coefficients which can, in general, be computed numerically, and are given here explicitly for the particular cases of pores of equilateral triangular, circular, and slitlike cross-section. Simple approximate formulæ, based on two-point Pade approximants, are used to derive two-point Pade approximants for the viscosity correction function, which avoid a requirement for numerical integration or evaluation of special functions, and their accuracy is illustrated and investigated for the three pore shapes already mentioned. © 1998 Acoustical Society of America.

PACS numbers: 43.20.Bi, 43.20.Mv [DAC]

INTRODUCTION

There have been several studies related to the theoretical description of porous granular materials that extend and augment the original analysis by Biot. Two of the most interesting developments have been perpetrated by Stinson and Yamamoto and Turgut and allow for arbitrary pore shape and distributions of pore sizes, respectively. As a consequence of Stinson’s work, exact analytical results for cylindrical, slitlike, triangular, and rectangular pore shapes are available. Yamamoto and Turgut concentrated on the case of a log-normal pore size distribution in sedimentary materials. Attenborough has shown that, of the possible pore characteristics, the presence of a variable distribution of pore sizes potentially has greater effect than change in pore shape. This is of particular practical interest since pore size distribution is routinely measurable. A different type of development, but of relevance to further progress in routine calculations of acoustical properties of rigid-frame porous materials is the use of Pade approximants. These have been developed for structures consisting of uniform pores in Ref. 5. In this paper these various contributions are combined. Pade approximants for the acoustical properties of media with size distributions of variously shaped pores are derived. It is anticipated that these approximations offer a practical and efficient alternative to increasingly sophisticated models (see, for example, Ref. 4) for sound propagation in a medium with pore size distribution.

In the first section an argument is presented to justify the use of the viscosity correction function of Yamamoto and Turgut in computing the bulk acoustical properties of rigid-frame porous media. An expression is derived for the viscosity correction function in terms of a single integral involving the pore size probability density function and a single function of a complex variable, \( \psi(z) \), specified in terms of the pore shape. This expression is simplified further for the important case of a log-normal pore size distribution in Sec. II. Low- and high-frequency approximations to the viscosity correction function are obtained in the second section, using results on approximation of a class of integrals in the Appendix. These approximations are used to derive two-point Pade approximants for the viscosity correction function in Sec. IV, and the accuracy of these simple approximants in calculating the acoustic characteristics such as relative admittance and complex wavenumber is explored.

I. THE VISCOSITY CORRECTION FUNCTION

The majority of porous materials are composed of pores of variable shape and size which obey a distinctive statistical distribution. For these materials we can only refer to the values of the dynamic density and complex compressibility which have been averaged over a range of realistic pore sizes identified in the material. The same argument is applicable to acoustic quantities such as the acoustic admittance and propagation constant.

To derive the general form for the viscosity correction function we consider a sample of a bulk rigid-frame porous material which is pierced through by normal to the surface prismatic (i.e., uniform with respect to cross-sectional geometry) straight pores of various sizes but the same cross-sectional shape. Let us characterize the different sizes of pore by measurement of some linear dimension \( s \) and let \( E(s) \) denote the pore size distribution function, that is, \( E(s) \) is the
fraction of the total pore volume consisting of pores of size not exceeding \( s \). Then \( e(s) = dE(s)/ds \) is the corresponding probability density function.

Within a typical pore of size \( s \) the velocity component \( u \) in the direction of the pore axis (the \( x_3 \)-direction) satisfies, for harmonic \( (e^{-i\omega t}) \) time dependence, to a good approximation the force equation

\[
 i\omega p_0u + \mu \Delta u = \frac{dp}{dx_3}, \tag{1}
\]

In this equation \( p_0 \) is the equilibrium fluid density, \( \mu \) the dynamic viscosity, a Cartesian coordinate system \( Ox_1x_2x_3 \) has been adopted, \( \Delta = \partial^2/\partial x_1^2 + \partial^2/\partial x_2^2 \), and \( p \) is the pressure in the fluid which depends, to a good approximation, only on \( x_3 \). The velocity \( u \) vanishes on the sides of the pore.

Similarly, \( T \) the excess temperature \( T \) satisfies that

\[
 \kappa \nabla T + i p_0\omega C_p T = i\omega p_0, \tag{2}
\]

where \( \kappa \) is the thermal conductivity of the fluid and \( C_p \) its specific heat at constant pressure. The excess temperature is assumed to vanish on the sides of the pore.

We introduce an auxiliary function \( \psi = \psi(x_1, x_2; w) \) which is defined by a boundary value problem which it satisfies within the pore cross-section of a unit size pore of dimension \( s = 1 \). This two-dimensional boundary value problem consists of the equation

\[
 \Delta \psi - w^2 \psi = 1 \tag{3}
\]

within the pore cross-section, where \( w \) is a given constant, and the boundary condition \( \psi = 0 \) around the edge of the section. The form of the function \( \psi \) depends on the value of the real or complex parameter \( w \). We assume that \( -\pi/2 < \arg w < \pi/2 \) in which case \( \psi \) is uniquely determined by these imposed conditions.

In terms of this auxiliary function \( \psi \) it is easy to see, by substitution, that the solutions of (1) and (2) which vanish on the walls of the pore are

\[
 u = \frac{s^2}{\mu} \frac{dp}{dx_3} \psi(x_1/s, x_2/s; \sqrt{1-i\lambda}) \tag{4}
\]

and

\[
 T = \frac{i\omega s^2}{\kappa} p \psi(x_1/s, x_2/s; \sqrt{1-iN_{pr}^{1/2} \lambda}), \tag{5}
\]

where \( N_{pr} \) is the Prandtl number and

\[
 \lambda = +(p_0\omega/\mu)^{1/2}. \tag{6}
\]

For any fluid property \( \phi \) let \( \bar{\phi} \) denote the mean value over the cross-section and \( \langle \phi \rangle \) denote the mean value of \( \bar{\phi} \) over all pore sizes, i.e.,

\[
 \langle \phi \rangle = \int_0^\infty e(s) \bar{\phi}(s)ds. \tag{7}
\]

Then, if we assume that there are sufficient interconnections between the pores of different sizes so that the dependence of \( p \) on \( x_3 \) is independent of the pore size \( s \), it follows from (1) that

\[
 i\omega p_0 \langle u \rangle + \mu \langle \Delta u \rangle = \frac{dp}{dx_3}, \tag{8}
\]

an equation which we can write as

\[
 i\omega p_0 \langle \omega \rangle \langle u \rangle = \frac{dp}{dx_3}, \tag{9}
\]

where \( \rho_c(\omega) \) is an effective complex density averaged over the pore size given by

\[
 \rho_c(\omega) = \rho_0 + \frac{\mu \langle \Delta u \rangle}{i\omega \langle u \rangle}. \tag{10}
\]

In physical terms \( \langle u \rangle \) is the mean velocity over all pores, i.e., the total volume flux through the pores divided by the total pore cross-sectional area. By Gauss’ theorem,

\[
 \mu \langle \Delta u \rangle = \frac{\mu}{A} \int_0^A \frac{\partial u}{\partial n} ds = \frac{1}{A} \int_0^A \tau ds, \tag{11}
\]

where \( P \) is the perimeter of the cross-section and \( \tau \) the shear stress. Thus \( \mu \langle \Delta u \rangle = \langle \tau \rangle \), where \( \langle \tau \rangle \) denotes the total shear force in the \( x_3 \)-direction per unit thickness of the sample, per unit cross-sectional area, so that

\[
 \rho_c(\omega) = \rho_0 + \frac{1}{i\omega \langle u \rangle} \langle \tau \rangle. \tag{12}
\]

In terms of the auxiliary function \( \psi \) we easily see that

\[
 \bar{\psi} = \frac{s^2}{\mu} \frac{dp}{dx_3} \bar{\psi}, \quad \bar{\Delta u} = \frac{1}{\mu} \frac{dp}{dx_3} \bar{\Delta \psi}, \quad \bar{\psi} = \bar{\psi}(\sqrt{1-i\lambda}) \quad \bar{\Delta \psi} = \bar{\Delta \psi}(\sqrt{1-i\lambda}) \tag{13}
\]

where \( \bar{\psi} = \bar{\psi}(\sqrt{1-i\lambda}) \) and \( \bar{\Delta \psi} = \bar{\Delta \psi}(\sqrt{1-i\lambda}) \) are the mean values over the cross-section of the pore of size \( s = 1 \) of \( \psi \) and \( \Delta \psi \), respectively, when \( w = \sqrt{1-i\lambda} \). Clearly

\[
 \rho_c(\omega) = \rho_0 - \frac{R_s}{i\omega} F(\omega), \tag{14}
\]

where

\[
 R_s = \lim_{\omega \to 0} \frac{\langle \tau(\omega) \rangle}{\langle u(\omega) \rangle} \quad \text{is an effective DC flow resistivity averaged over the pores, and}
\]

\[
 F(\omega) = \frac{\langle \tau(\omega) \rangle}{\langle u(\omega) \rangle} \left[ \lim_{\omega \to 0} \frac{\langle \tau(\omega) \rangle}{\langle u(\omega) \rangle} \right]^{-1} \tag{16}
\]

is the viscosity correction function as utilised by Yamamoto and Turgut and Attienborough. In terms of the auxiliary function \( \psi \) we have that, since \( \sqrt{1-i\lambda} \psi + \Delta \psi = 1 \) from (3),

\[
 F(\omega) = -\frac{i\omega p_0 I(\omega)}{R_s(1-I(\omega))}, \tag{17}
\]

where

\[
 I(\omega) = \int_0^\infty e(s) \bar{\Delta \psi}(\sqrt{1-i\lambda}) ds
 = 1 - \frac{i\omega p_0}{\mu} \int_0^\infty s^2 e(s) \bar{\psi}(\sqrt{1-i\lambda}) ds. \tag{18}
\]
In the remainder of this paper we concentrate on the problem of evaluating the viscosity correction function \( F(\omega) \). Once \( F(\omega) \) is known we can evaluate the dynamic density \( \rho_s(\omega) \). Further, similarly to the definition of (9), we obtain from (2) that

\[
\theta(\omega)(T) = p
\]  

(19)

with

\[
\theta(\omega) = \frac{C_P p_0}{1 - H(N_p \omega)} = C_P \rho_s(N_p \omega).
\]  

(20)

From (9) and (19), the equation of continuity, and the ideal gas law, we obtain that \( p \) satisfies the usual one-dimensional Helmholtz equation with complex wave number \( k_s(\omega) \) as in Ref. 2, but with single pore size values replaced by averaged values. Precisely

\[
d^2 p \over d s^2 + k_s^2(\omega)p = 0
\]

(21)

with

\[
k_s^2(\omega) = \omega^2 \rho_s(\omega) C_s(\omega)
\]

(22)

and the complex compressibility, \( C_s(\omega) \), given by

\[
C_s(\omega) = \frac{1}{P_0} \frac{1}{T_0 \theta(\omega)} = \frac{1}{\gamma P_0} \left( \gamma \frac{\rho_0 (\gamma - 1)}{\rho_s(N_p \omega)} \right).
\]

(23)

Finally, we include the effects of tortuosity and of the sample porosity \( \Omega \). Relaxing the condition that the pores be normal to the sample surface, let \( \eta = 1 \) be the ratio of pore length to sample thickness so that \( \eta^2 \) is the tortuosity. Then \( \langle v \rangle = \Omega(u) / \eta \) is the bulk velocity, the total volume flux divided by the sample cross-sectional area. Equation (9) holds with \( \langle u \rangle \) replaced by \( \langle v \rangle \) provided we replace \( \rho_s(\omega) \) by a bulk medium dynamic complex density \( \rho_b(\omega) = (\eta^2 / \Omega) \rho_s(\omega) \). Thus

\[
\rho_b(\omega) = \frac{q^2}{\Omega} \left( \rho_0 - \frac{\Omega R_b}{i \omega q^2} F(\omega) \right),
\]

(24)

where we have introduced the bulk flow resistivity, \( R_b = q^2 R_k / \Omega \). Equation (21) holds with \( x_3 \) replaced by \( q x_3 \), alternatively with \( k_s(\omega) \) replaced by the bulk medium wave number \( k_b(\omega) = q k_s(\omega) \). Then Eq. (22) holds with \( \rho_s, \ k_s, \ C_s \) replaced by their bulk medium values, i.e.,

\[
k_b^2(\omega) = \omega^2 \rho_b(\omega) C_b(\omega),
\]

(25)

provided we define the bulk medium complex compressibility by \( C_b(\omega) = \Omega C_s(\omega) \). Finally the complex impedance of the medium is

\[
Z_b(\omega) = p / \langle v \rangle = \alpha \rho_b(\omega) / k_b(\omega) = \sqrt{\rho_b(\omega) / C_b(\omega)},
\]

(26)

so that the bulk medium admittance relative to that of the fluid medium is

\[
\beta_b(\omega) = \rho_b k_b(\omega) / (k \rho_b(\omega)) = q / (\Omega) \beta_s(\omega),
\]

(27)

where \( k \) is the wave number in the fluid medium and

\[
\beta_s(\omega) = \rho_0 k_s(\omega) / (k \rho_s(\omega)).
\]

(28)

II. LOG-NORMAL PORE SIZE DISTRIBUTION

The expressions presented in the previous section are only practical if the pore size distribution \( \epsilon(s) \) in the material is known. Experimental values for the statistical distribution \( \epsilon(s) \), which can be measured by either the water suction method\(^6\) or the mercury injection technique\(^7\) or recovered from acoustical experiments,\(^8\) are normally replaced in Eq. (18) with an explicit expression which provides a good fit to the experimental data.

It has been found from numerous experiments in geophysics and in outdoor noise propagation that in many granular materials\(^9\) the real pore size distribution \( \epsilon(s) \) can be closely approximated by a log-normal statistical distribution.

In the log-normal statistical distribution \( \phi = - \log_2 s \) is normally distributed with mean \( \bar{\phi} = - \log_2 \bar{s} \), where \( \bar{s} \) is the median pore size, and standard deviation \( \sigma \). Thus, where \( G(\phi) \) is the distribution function of \( \phi \),

\[
E(s) = 1 - G(\phi)
\]

(29)

so that

\[
\epsilon(s) = E'(s) = - g(\phi) \frac{d\phi}{ds},
\]

(30)

where \( g(\phi) = G'(\phi) \) is the probability density function of \( \phi \), i.e.,

\[
g(\phi) = \frac{1}{\sqrt{2 \pi \sigma}} \exp \left( - \frac{(\phi - \bar{\phi})^2}{2 \sigma^2} \right).
\]

(31)

The standard deviation \( \sigma \) is dimensionless and is a measure of the deviation of \( s \) about its median value in relative terms. Precisely, for any \( \alpha > 0 \),

\[
\Pr \left( \frac{1}{2 \sigma^2} \leq \frac{s}{s} \leq 2 \sigma^2 \right) = \Pr \left( \frac{\phi - \bar{\phi}}{\sigma} \leq \alpha \right) = 2 \Phi(\alpha) - 1,
\]

where

\[
\Phi(\alpha) = \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\alpha} e^{-y^2/2} dy
\]

(32)

is the distribution function of the standard normal distribution.

Recall that the viscosity correction function is given in terms of \( I(\omega) \) by (17). For a log-normal distribution, substituting \( s = 2^{\phi} \) in (18) and noting (30), we obtain that

\[
I(\omega) = 1 - \frac{i \omega \rho_0}{\mu} \int_{-\infty}^{+\infty} e^{-2\phi g(\phi) \bar{\phi}(\sqrt{-i \lambda})} d\phi.
\]

(33)

Defining

\[
\tilde{\lambda} = \left[ \frac{\rho_0 \omega}{\mu} \right]^{1/2} \bar{s}
\]

(34)

to be the median value of \( \lambda \), noting (6) and (31), and substituting \( \phi = \bar{\phi} + \sigma \lambda \), we see that, for a log-normal distribution, \( I(\omega) \) depends only on the dimensionless parameter combinations \( \tilde{\lambda} \) and \( \sigma \); precisely,
\[ I(\omega) = 1 - \frac{i\tilde{\lambda}^2}{\sqrt{2}\pi} \int_{-\infty}^{+\infty} 2^{-2\sigma} e^{-i\tilde{\lambda}^2 t^2} \tilde{\psi}(\sqrt{-i\tilde{\lambda}^2}) dt \]
\[ = \frac{1}{\sqrt{2}\pi} \int_{-\infty}^{+\infty} \chi(\sqrt{-i\tilde{\lambda}^2}) e^{-i\tilde{\lambda}^2 t^2} dt, \quad (34) \]
where the function \( \chi \), which depends only on the pore shape, is defined by
\[ \chi(z) = 1 + z^2 \tilde{\psi}(z) \quad (35) \]
for \(-\pi/2 < \arg z < \pi/2\). From (14) to (17) it can be seen that
\[ I(\omega) = 1 - \frac{\rho_0}{\rho(\omega)} \quad (36) \]
and, in particular, this holds in the case \( \sigma = 0 \) of fixed pore size distribution \( s = \bar{s} \). In this case (34) reduces to
\[ I(\omega) = \chi(\sqrt{-i\tilde{\lambda}}). \quad (37) \]

It is probably easiest to extract from the literature the form of the function \( \chi \) for various pore shapes using these last two equations (36) and (37). Using these equations, from Stinson and Champoux, it can be seen that

\[ \chi(z) = \tanh \frac{z}{z}. \quad (38) \]

For circular pores of radius \( s \), we find
\[ \chi(z) = \frac{2I_1(z)}{zI_0(z)}, \quad (39) \]
where \( I_0 \) and \( I_1 \) are the modified Bessel functions of order one and zero, respectively. For equilateral triangular pores, with \( s \) the length of the triangle side,
\[ \chi(z) = 3 \left( \coth \left( \frac{\sqrt{3}}{4} z \right) - \frac{16}{3z^2} \right). \quad (40) \]
III. ASYMPTOTIC APPROXIMATIONS FOR LOW AND HIGH FREQUENCY

For none of the particular forms \(\frac{38}{40}\) for \(\chi(z)\) can the integral \(\frac{34}{40}\) be evaluated analytically, but approximations valid for low and high values of \(\frac{38}{40}\) corresponding to low and high values of frequency \(\frac{276}{275}\), with other variables fixed can be obtained via expansions of \(\chi(z)\) for small and large \(z\).

To obtain these approximations using results in the Appendix we write, from \(\frac{34}{40}\),

\[
I(\omega) = I(\sqrt{-i\lambda}, d),
\]

where, for convenience, we introduce \(d = \sigma \ln 2\) and define the function

\[
I(z,d) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \chi(z e^{-dt}) e^{-t^2/2} dt,
\]

for \(-\pi/2 < \arg z < \pi/2\) and \(d \geq 0\).

Determination of the asymptotic behavior of \(\psi = \psi(x,y;w)\) as \(w \to 0\) is a regular perturbation problem and, for any pore shape, \(\psi\) has a power series expansion in \(w^2\), convergent for small \(w\):

\[
\psi(x,y;w) = \psi_0(x,y) + w^2 \psi_1(x,y) + w^4 \psi_2(x,y) + \cdots.
\]

Substituting this expansion into (3) and comparing powers of \(w^2\) we find that each of the terms \(\psi_0, \psi_1, \ldots\) satisfies a Poisson’s equation, that is,

\[
\Delta \psi_0 = 1, \quad \Delta \psi_n = \psi_{n-1}, \quad n = 1, 2, \ldots
\]

within the pore cross-section (of size \(s = 1\), with \(\psi_n = 0\) on the pore boundary, for \(n = 0, 1, \ldots\). From the maximum principle it follows by induction that \(\psi_n \leq 0\) for \(n\) even and that \(\psi_n \geq 0\) for \(n\) odd. Thus \(\tilde{\psi}(z)\) has the power series expansion,

\[
\tilde{\psi}(z) = \tilde{\psi}_0 + z^2 \tilde{\psi}_1 + z^4 \tilde{\psi}_2 + \cdots,
\]
convergent for small \( z \), with \( \overline{\psi}_n \) the mean value of \( \psi_n(x,y) \) over the pore cross-section (of size \( s = 1 \)) and

\[
\overline{\psi}_n < 0, \quad n = 0, 2, \ldots , \\
\overline{\psi}_n > 0, \quad n = 1, 3, \ldots ,
\]

so that, for small \( z \),

\[
\chi(z) = 1 + z^2 \overline{\psi}_0 + z^4 \overline{\psi}_1 + \cdots .
\]  \hspace{1cm} (46)

It now follows from (42) and (46), and the results in the Appendix that \( I(z,p) \) has the asymptotic expansion

\[
I(z,d) \sim 1 + \sum_{n=1}^{\infty} \overline{\psi}_{n-1} z^{2n} e^{2n^2d^2}
\]  \hspace{1cm} (47)

as \( z \to 0 \), so that

\[
I(\omega) \sim 1 + \sum_{n=1}^{\infty} \overline{\psi}_{n-1} (1-i)^n \lambda^{-2n} e^{2n^2d^2}
\]  \hspace{1cm} (48)

as \( \lambda \to 0 \) (the low-frequency limit).

Considering now the high-frequency limit; we note that, for \( w \) large, \( \psi_n \sim 1/w^2 \) across the pore cross-section except within a boundary layer of width \( O(1/w) \). A local analysis of the behavior within this boundary layer yields that (cf. Ref. 9), for a piecewise smooth boundary,

\[
\psi(x,y,w) = \frac{1}{w^2} e^{-wx} + O\left(\frac{1}{w^2} e^{-wD}\right)
\]

as \( w \to \infty \), \hspace{1cm} (49)
and hence, using the results in the Appendix, that

\[
I(z,d) = \frac{A_1}{z} e^{\frac{d^2}{2z^2}} + O\left(\frac{1}{z^3}\right), \quad \text{as} \quad z \to \infty,
\]

so that

\[
I(\omega) = \frac{A_1}{\sqrt{-i\tilde{\kappa}}} e^{\frac{d^2}{2z^2}} + O\left(\frac{1}{\tilde{\kappa}^2}\right),
\]

as \( \tilde{\kappa} \to \infty \) (the high-frequency limit).

The coefficient \( A_1 \) is easily calculated for any pore cross-section. For general pore shapes the coefficients \( \tilde{\psi}_0, \tilde{\psi}_1, \cdots \) can be obtained via a numerical solution of the Poisson’s equations (43). For the particular case of slitlike, circular, and triangular pores these coefficients, which are seen in (46) to be the coefficients in the power series expansion for \( \chi(z) \), can be obtained exactly. From (38) to (40), and the power series for \( \tan \tilde{z} \) and the modified Bessel functions \( I_0(\tilde{z}) \) and \( I_1(\tilde{z}) \), we have that, for slitlike pores,

\[
\chi(z) = 1 - \frac{z^2}{3} + \frac{2}{15} z^4 + O(z^6), \quad z \to 0;
\]

for triangular pores,

\[
\chi(z) = 1 - \frac{z^2}{80} + \frac{z^4}{480} + O(z^6), \quad z \to 0;
\]

and for circular pores,

\[
\chi(z) = 1 - \frac{z^2}{8} + \frac{z^4}{48} + O(z^6), \quad z \to 0.
\]

Thus the coefficients \( \tilde{\psi}_0, \tilde{\psi}_1 \) and \( A_1 \) for these pore shapes are as tabulated in Table I.

For a general pore size distribution, taking the limit \( \omega \to 0 \) in (18), it is found that

\[
I(\omega) = 1 - \frac{i \rho_0 \omega}{\mu} \tilde{\psi}(0) \langle s^2 \rangle + o(\omega), \quad \text{as} \quad \omega \to 0,
\]

where \( \langle s^2 \rangle = \int s^2 e(s) ds \). Thus, taking the limit \( \omega \to 0 \) in (17) and noting that \( \lim_{\omega \to 0} F(\omega) = 1 \) and \( \tilde{\psi}(0) = \tilde{\psi}_0 \), we find that

\[
R_s = -\mu \frac{\tilde{\psi}_0 \langle s^2 \rangle}{\tilde{\psi}_0^2 e^{2d^2}} = \frac{-\mu}{\tilde{\psi}_0^2 e^{2d^2}}
\]

in the case of a log-normal pore size distribution.

**TABLE I.** Values of the coefficients \( \tilde{\psi}_0, \tilde{\psi}_1, A_1 \) and the pore shape factors \( \tilde{\psi}_1 / \tilde{\psi}_0 \) and \( A_1 \sqrt{-\tilde{\psi}_0} \). Note that the numerical values of the coefficients \( \tilde{\psi}_0, \tilde{\psi}_1, A_1 \), depend on the definition of \( s \), for each pore geometry. The values of the pore shape factors \( \tilde{\psi}_1 / \tilde{\psi}_0 \) and \( A_1 \sqrt{-\tilde{\psi}_0} \) are independent of this choice.

<table>
<thead>
<tr>
<th>Pore shape</th>
<th>( \tilde{\psi}_0 )</th>
<th>( \tilde{\psi}_1 )</th>
<th>( A_1 )</th>
<th>( \tilde{\psi}_1 / \tilde{\psi}_0 )</th>
<th>( A_1 \sqrt{-\tilde{\psi}_0} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slit-type</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{2}{15} )</td>
<td>1</td>
<td>( \frac{6}{5} )</td>
<td>( \frac{1}{\sqrt{3}} )</td>
</tr>
<tr>
<td>Triangular</td>
<td>( \frac{1}{80} )</td>
<td>( \frac{1}{480} )</td>
<td>( 4\sqrt{3} )</td>
<td>( \frac{10}{7} )</td>
<td>( \frac{\sqrt{3}}{\sqrt{5}} )</td>
</tr>
<tr>
<td>Circular</td>
<td>( \frac{1}{8} )</td>
<td>( \frac{1}{48} )</td>
<td>2</td>
<td>( \frac{4}{3} )</td>
<td>( \frac{1}{\sqrt{2}} )</td>
</tr>
</tbody>
</table>
Using (51), (17) and (48), it can be shown that, in the low-frequency/high flow resistivity limit $\overline{\lambda} \rightarrow 0$,

$$ F(\omega) = 1 + i\overline{\lambda} e^{2d^2} \left( \frac{\overline{\psi}_1}{\psi_0} e^{4d^2} - \overline{\psi}_0 \right) + O(\overline{\lambda}^4) $$

$$ = 1 + \theta_1 \varepsilon^2 + O(\varepsilon^4), \tag{52} $$

where

$$ \theta_1 = \frac{\overline{\psi}_1}{\psi_0} e^{4d^2} - 1, \tag{53} $$

and the complex-valued, dimensionless parameter combination $\varepsilon$ is given by

$$ \varepsilon = \sqrt{-\frac{i\omega \rho_0}{R_x}} = \sqrt{-i \overline{\psi}_0 e^{4d^2} \overline{\lambda}}. \tag{54} $$

Similarly, using (51), (17) and (50), we find that, in the high-frequency/low flow resistivity limit $\overline{\lambda} \rightarrow \infty$,

$$ F(\omega) = \sqrt{-i\overline{\lambda}} \overline{\psi}_0 A_1 e^{5d^2/2} + O(1) = \theta_2 \varepsilon + O(1), \tag{55} $$

where

$$ \theta_2 = A_1 \sqrt{-\overline{\psi}_0 e^{3d^2/2}}. \tag{56} $$

For the convenience of the reader the values of the pore shape factors $\overline{\psi}_1 / \overline{\psi}_0^2$ and $A_1 \sqrt{-\overline{\psi}_0}$ for slit-type, triangular and circular pores are tabulated in Table I.
Utilizing these low- and high-frequency approximations for the viscosity correction function we can obtain the low- and high-frequency behavior of the complex density \( \rho_x(\omega) \). From (14) it follows that

\[
\frac{\rho_x(\omega)}{\rho_0} = 1 + e^{-2} F(\omega)
\]

so that, in the low-frequency/high flow resistivity limit, \( e \to 0 \),

\[
\frac{\rho_x(\omega)}{\rho_0} = 1 + \frac{1}{e^2} + \frac{1}{e} + O(e^2) = \frac{i R_x}{\omega p_0} + \frac{\psi_1}{\psi_0} e^{i \theta_1} + O(e^2).
\]

(57)

In the high-frequency/low flow resistivity limit, \( e \to \infty \),

\[
\frac{\rho_x(\omega)}{\rho_0} = 1 + \frac{\theta_2}{e} + O(e^{-2})
\]

\[
= 1 + 2 \sqrt{\frac{\mu}{i \omega \rho_0} \frac{e^{i d / 2}}{t_h}} + O(e^{-2}).
\]

(58)

To obtain this last equation we use expression (51) and that \( 2 \bar{s}/A_1 = \bar{r}_h \), where \( \bar{r}_h \) is the median hydraulic radius, and the hydraulic radius of a pore is defined as twice the ratio of its cross-sectional area to its perimeter. Equations (57) and (58) agree with those in, e.g., Stinson and Champoux \(^{10} \) for the case \( d = 0 \) of uniform pore size.

From (57) and (58) the low- and high-frequency behavior of all acoustic quantities can be deduced using relations (22), (23) and (28).

**IV. TWO-POINT PADÉ APPROXIMANTS**

Equations (52) and (55) provide good approximations to the viscosity correction function for small and large values of \( |e| = (\rho_0 \omega / R_x)^{1/2} \), respectively. To provide an interpolation between these approximations for small and large \( |e| \) and, hopefully, a sufficiently accurate approximation for intermediate values of \( |e| \), we construct a two-point Padé approximant, i.e., a rational approximant \( \tilde{F}(\omega) \) which has the same asymptotic behavior as the viscosity correction function \( F(\omega) \) at the two points \( e \to 0 \) and \( e \to \infty \).\(^{11} \)

Let

\[
\tilde{F}(\omega) = \frac{1 + \theta_1 e + \theta_2 e^2}{1 + \theta_3 e},
\]

(59)

where \( \theta_1 = \theta_1 / \theta_2 \) and \( \theta_1 \) and \( \theta_2 \) are given, by (53) and (56), in terms of \( d = \sigma \ln 2 \) and the pore shape factors \( \tilde{\psi}_1 / \tilde{\psi}_0^2 \) and \( A_1 \sqrt{\tilde{\psi}_0} \) (tabulated for various shapes in Table I). Then it is easy to see that \( \tilde{F}(\omega) \) has the required characteristics, i.e., that \( \tilde{F}(\omega) \) has the same asymptotic behavior, (52) and (55), for small and large \( |e| \), as \( F(\omega) \): precisely

\[
F(\omega) - \tilde{F}(\omega) = O(e^4), \quad e \to 0,
\]

(60)

and

\[
F(\omega) - \tilde{F}(\omega) = O(1), \quad e \to \infty.
\]

(61)

Noting that the values of \( F(\omega) \) and \( \tilde{F}(\omega) \) depend only on the pore shape and the values of the dimensionless parameter combination \( |e| \) and the (dimensionless) standard deviation \( \sigma \), we now investigate the accuracy of the approximation \( \tilde{F}(\omega) \) for \( F(\omega) \) for various pore shapes, various values of \( \sigma \), and \( 0 \leq |e| < +\infty \).

**A. Error in the approximation of the viscosity correction function**

Approximation (59) has been computed for several values of the standard deviation \( \sigma \), for all three types of pore geometry, and has been compared with the exact viscosity correction function obtained from Eq. (17), with the integral \( I(\omega) \), given by (34), computed by numerical integration.

The real and imaginary parts of the approximation \( \tilde{F}(\omega) \) are compared with those of the exact viscosity correction function \( F(\omega) \) in Figs. 1, 2, and 3, for slit-type, triangular, and circular pores, respectively, for \( \sigma = 0.2, 0.8, \) and \( 1.6 \). As expected, in view of the asymptotic estimates (60) and (61),

![FIG. 6. The relative error in the relative admittance computed for several values of the standard deviation for a medium with circular cylindrical pores.](https://example.com/figure6.png)
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the approximation is accurate for $|\varepsilon| = (\rho_0 \omega R_s)^{1/2}$ small and $|\varepsilon|$ large. The accuracy of approximation deteriorates somewhat in the intermediate range $0.1 < \varepsilon < 10$.

To quantify this error more precisely, we have computed the magnitude of the relative error, i.e.,

$$\Delta F(\omega) = \left| \frac{F(\omega) - \tilde{F}(\omega)}{\tilde{F}(\omega)} \right|.$$  

Figure 4 shows contour plots of $\Delta F(\omega)$ as a function of $\sigma$ and $|\varepsilon|$ for the three pore shapes. It can be seen that the areas of maximum error are mainly concentrated in the range $1 < |\varepsilon| < 10$ and that, as a function of $\sigma$, the error has two distinctive minima at around $\sigma = 0.4$ and $\sigma = 1.5$. These graphs can be used for estimating the ranges of $|\varepsilon|$ and $\sigma$ for which $\tilde{F}(\omega)$ satisfies given accuracy requirements.

Precise calculations indicate that the maximum relative error in the range of interest for most practical applications, $0.2 < \sigma < 1.5$, does not exceed $15.5\%$ ($\sigma = 1.1$) for slits, $11\%$ ($\sigma = 1.5$) for triangles, and $9\%$ ($\sigma = 1.0$) for a circular pore cross-section.

**B. Error in the approximation of other acoustic quantities**

A comparison has also been made between acoustical quantities calculated approximately, by replacing $F(\omega)$ by its approximation $\tilde{F}(\omega)$, and their exact values, obtained by computing $F(\omega)$ exactly by numerical integration. Considered are the relative admittance and the complex wave number. Figures 5–8 illustrate graphically, for each of these quantities, results for the pore shape for which the approximation error is greatest.

In Fig. 5, for the case of circular cylindrical pores, the relative admittance $\beta_\varepsilon(\omega) = \beta_\varepsilon(\omega)/q$, given by (28), is plotted against $|\varepsilon|$ for $\sigma = 0.2$, 0.8, and 1.6, as is the approxima-
The relative error in the complex wave number computed for several values of the standard deviation for a medium with slitlike pores.

FIG. 8. The relative error in the complex wave number computed for several values of the standard deviation for a medium with slitlike pores.

The simple analytical form of the approximations means that these are likely to be of substantial practical interest for predictions of the acoustic field in the presence of a porous absorbing surface. Some preliminary and encouraging comparisons of excess attenuation predictions, using the proposed approximations for triangular pore shapes, with short range experiments over sand are reported recently in Ref. 12.

Although the most definite results are only for selected pore geometries, the general equations allow for any complex pore shape to be considered. In this case the shape factors (Table I) which relate to the asymptotic behavior of the solution of the Helmholtz equation for such particular pore shape could be obtained either numerically or experimentally. Specifically, it can be seen from the asymptotic behavior of the viscosity correction function at the lower- and higher-frequency limits [expressions (52) and (55), respectively] that the shape factors, $\sqrt{\varphi_1/\varphi_0}$ and $\sqrt{\varphi_1/\varphi_0}A_1$, can be recovered from low/high-frequency acoustical experiments on the material combined with nonacoustical measurements of other parameters.
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APPENDIX: APPROXIMATION OF A CLASS OF INTEGRALS

Suppose that \( f(z) \) is a complex-valued function of the complex variable \( z \), and that, for some \( \alpha \) in the range \( 0 < \alpha \leq \pi \), \( f(z) \) is continuous in the sector of the complex plane, \( |\text{arg} \, z| < \alpha \), \( |z| > 0 \). In Sec. II integrals of the form

\[
I(z,d) = \frac{1}{\sqrt{2\pi}} \int_{0}^{\infty} f(e^{-dt}z) e^{-r^2/2} \, dt
\]

arise, for various choices of the function \( f \).

Consider the approximation of \( f \) by a function \( \tilde{f} \) of the form

\[
\tilde{f}(z) = \sum_{n=1}^{N} a_n e^{b_n z},
\]

where \( a_1, \ldots, a_n, b_1, \ldots, b_n \) are real coefficients, and suppose that the remainder, \( r(z) = f(z) - \tilde{f}(z) \), satisfies, for some real constants \( c \) and \( C \) (\( C > 0 \)),

\[
|r(z)| \leq C|z|^c,
\]

for \( |\text{arg} \, z| < \alpha \), \( |z| > 0 \). Let \( \tilde{I}(z,d) \) denote the corresponding approximation to \( I(z,d) \), i.e.,

\[
\tilde{I}(z,d) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{f}(e^{-dt}z) e^{-r^2/2} \, dt
\]

\[
= \sum_{n=1}^{N} \frac{a_n}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-dtb_n} e^{-r^2/2} \, dt.
\]

Now, for any real number \( p \),

\[
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-p^2} \, dt = \frac{e^{p^2/2}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-(p-i)^2/2} \, dt
\]

\[
= e^{p^2/2}
\]

Thus

\[
\tilde{I}(z,d) = \sum_{n=1}^{N} a_n e^{b_n z} e^{d^2 b_n^2/2}.
\]

Further, the error in this approximation satisfies

\[
I(z,d) - \tilde{I}(z,d) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} r(e^{-dt}z) e^{-r^2/2} \, dt
\]

and, utilizing (A2) and (A3) it follows that, for \( |\text{arg} \, z| < \alpha \),

\[
|I(z,d) - \tilde{I}(z,d)| \leq C|z|^c \int_{-\infty}^{\infty} e^{-d^2} e^{-r^2/2} \, dt
\]

\[
= C|z|^c e^{-d^2/2}.
\]


