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ABSTRACT

Rigorous upper bounds are derived that limit the finite-amplitude growth of arbitrary nonzonal disturbances to an unstable baroclinic zonal flow in a continuously stratified, quasi-geostrophic, semi-infinite fluid. Bounds are obtained both on the depth-integrated eddy potential enstrophy and on the eddy available potential energy (APE) at the ground. The method used to derive the bounds is essentially analogous to that used in Part I of this study for the two-layer model: it relies on the existence of a nonlinear Liapunov (normed) stability theorem, which is a finite-amplitude generalization of the Charney–Stern theorem. As in Part I, the bounds are valid both for conservative (unforced, inviscid) flow, as well as for forced-dissipative flow when the dissipation is proportional to the potential vorticity in the interior, and to the potential temperature at the ground.

The character of the results depends on the dimensionless external parameter \( \gamma = f_0^2 \xi / \beta_c N^2 H \), where \( \xi \) is the maximum vertical shear of the zonal wind, \( H \) is the depth scale height, and the other symbols have their usual meaning. When \( \gamma \gg 1 \), corresponding to “deep” unstable modes (vertical scale \( \approx H \)), the bound on the eddy potential enstrophy is just the total potential enstrophy in the system; but when \( \gamma \ll 1 \), corresponding to “shallow” unstable modes (vertical scale \( \approx \gamma H \)), the eddy potential enstrophy can be bounded well below the total amount available in the system. In neither case can the bound on the eddy APE prevent a complete neutralization of the surface temperature gradient, which is in accord with numerical experience.

For the special case of the Charney model of baroclinic instability, and in the limit of infinitesimal initial eddy disturbance amplitude, the bound states that the dimensionless eddy potential enstrophy cannot exceed \( (\gamma + 1)^2 / 24 \gamma H \) when \( \gamma \gg 1 \), or \( 1 / 6 \gamma H \) when \( \gamma \ll 1 \); here \( H = \beta N^2 / \beta_c L \) is the dimensionless scale height, and \( L \) is the width of the channel. These bounds are very similar to (though of course generally larger than) ad hoc estimates based on baroclinic-adjustment arguments.

The possibility of using these kinds of bounds for eddy-amplitude closure in a transient-eddy parameterization scheme is also discussed.

1. Introduction

In Part I of this study (Shepherd 1988a), rigorous upper bounds were derived on the finite-amplitude saturation of baroclinic instability in a two-layer quasi-geostrophic fluid. These bounds restricted the growth of the potential enstrophy of the nonzonal part of the flow, and were obtained through the use of a Liapunov (normed) stability theorem which is the finite-amplitude generalization of the well-known small-amplitude Charney–Stern theorem. Comparison of the bounds with weakly nonlinear theory for the special case of the Phillips (1954) model of baroclinic instability showed very similar parameter dependences as well as remarkable quantitative agreement, suggesting that the saturation bounds might provide, inter alia, a useful way of determining eddy-amplitude closures in transient-eddy parameterization schemes. It is significant in this respect that the bounds are unconstrained by any assumptions about the nature of the initial nonzonal disturbance, and thus are not tied in any way to the concept of normal-mode instability.

Despite the utility of the two-layer model in elucidating fundamental dynamical processes, it nevertheless has serious shortcomings with regard to atmospheric applications. Not least is the fact that the truncated vertical modal representation introduces an unrealistic short-wave cutoff in the linear instability problem, as well as a minimum critical shear. Moreover, because the meridional temperature gradient is situated between the layers, any instability must be essentially internal, in the sense that the reversal of the potential-vorticity gradient must occur well within the interior of the atmosphere. This feature is certainly unrealistic as regards synoptic-scale baroclinic instability in our own atmosphere, where the potential-vorticity gradient is typically positive throughout the depth of the atmosphere and the instability is driven by the negative surface temperature gradient (e.g. Simmons and Hoskins 1976, 1978). Therefore, it seems appropriate to apply the methods of Part I to the more realistic problem of baroclinic instability in a continuously stratified fluid, including the Charney (1947) model as a special case.
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The plan of the paper is as follows. In section 2 the governing equations are reviewed, and the pseudomomentum (or generalized Eliassen-Palm) conservation law for finite-amplitude disturbances to zonal basic flows is established. This conservation law is then used to derive a generalized Charney-Stern stability theorem in section 3. In section 4, the methods of Part I are employed to deduce finite-amplitude saturation bounds for the Charney (1947) model of baroclinic instability; in this case the relevant Liapunov (normed) stability theorem is that given by (4.12) below. Bounds are derived both on the depth-integrated eddy potential enstrophy and on the eddy available potential energy (APE) at the ground. The bounds are compared to ad hoc baroclinic-adjustment estimates in section 5, and to Pedlosky’s (1979b) weakly nonlinear theory in section 6. Then in section 7 the problem of more general flow profiles is treated. Some implications of these ideas for transient-eddy parameterization are considered in section 8, and the paper concludes with a discussion.

2. Governing equations, and the pseudomomentum conservation law for disturbances to zonal flows

The system under consideration in this paper is that of three-dimensional, baroclinic, quasi-geostrophic flow on a beta-plane, which is governed by conservation of quasi-geostrophic potential vorticity \( P \) at each vertical level \( z \) (where \( z \) is a log-pressure vertical coordinate):

\[
\frac{DP}{Dt} = 0, \tag{2.1}
\]

i.e.

\[
P_t + \partial(\Phi, P) = P_t - \Phi_x P_x + \Phi_y P_y = 0,
\]

where \( \Phi \) is the geostrophic streamfunction, \( J(\ast, \ast) \) the horizontal Jacobian operator, and

\[
P = \Phi_{xx} + \Phi_{yy} + \frac{1}{\rho} \{ \rho(f_0/N)^2 \Phi_y \}_x + f_0 + \beta_0 y.
\]

Here \( f = f_0 + \beta_0 y \) represents the beta-plane approximation to the Coriolis parameter, \( \rho(z) \) is the (prescribed) reference-state density stratification, and \( N(z) \) the reference-state buoyancy frequency (e.g., see Pedlosky 1979a, §6.5). The derivations are performed assuming unforced, inviscid flow; but see the comments regarding forced-dissipative problems in section 9. The domain is infinite in the zonal coordinate \( x \) but bounded in the meridional coordinate \( y \), with boundary conditions

\[
\Phi_x = 0, \quad \Phi_{yy} = 0 \quad \text{at} \quad y = y_1, y_2,
\]

where the overbar refers to a zonal average

\[
\bar{f} = \lim_{x \to \infty} \frac{1}{2X} \int_{-X}^{X} f(x) dx.
\]

The boundary conditions in the vertical are taken to be

\[
\frac{D}{Dt} \Phi_z = 0 \quad \text{at} \quad z = z_1, z_2, \tag{2.4}
\]

with \( z = z_1 \) being the lower surface and \( z = z_2 \) the upper. (After section 3, attention will be restricted to the case of a semi-infinite domain; then one replaces the boundary condition at \( z = z_2 \) with a condition that the vertical component of the flux given in (2.13) vanish as \( z \to \infty \), and all “upper boundary” effects vanish.) Conditions (2.4) are those derived under “Type 1” quasi-geostrophic scaling, under the assumption \( f_0^2 L^2 / gH \ll 1 \) where \( L \) is a characteristic length scale and \( H \) the density scale height (see White 1977). While the assumption is suspect for planetary-scale motions, it is acceptable for synoptic-scale baroclinic instability (White and Gadian 1979) and thus (2.4) is appropriate here. The possibility of allowing the full boundary conditions, which include a term \( N^2 g^{-1} \partial \Psi / \partial t \) (where \( g \) is the gravitational acceleration), is considered in appendix A.

The generalized Charney-Stern theorem derived in the next section arises from a finite-amplitude pseudomomentum conservation law, (2.18) below, which is obtained as follows. Consider a steady, \( x \)-invariant “basic state” \( (\Phi, P) = (\Psi, Q) \), with a potential vorticity distribution

\[
Q(y, z) = \Psi_{yy} + \frac{1}{\rho} \{ \rho(f_0/N)^2 \Psi_y \}_z + f_0 + \beta_0 y.
\]

Defining the disturbance \( (\psi, q) \) in the natural way

\[
\Phi = \Psi + \psi, \quad P = Q + q,
\]

so that

\[
q = \psi_{xx} + \psi_{yy} + \frac{1}{\rho} \{ \rho(f_0/N)^2 \psi_y \}_z,
\]

and noting that the basic flow is itself an exact solution to (2.1) and (2.4), the disturbance potential vorticity is governed by the exact equation

\[
\frac{Dq}{Dt} = -\partial(\psi, Q) = -\psi_x Q_y = -\frac{DQ}{Dt} \tag{2.8}
\]

for each \( z \), with boundary conditions

\[
\frac{D}{Dt} \psi_z = -\partial(\psi, \Psi_z) = -\psi_x \Psi_y = -\frac{D \Psi_z}{Dt} \quad \text{at} \quad z = z_1, z_2, \tag{2.9}
\]

\[
\psi_x = 0, \quad \psi_{yy} = 0 \quad \text{at} \quad y = y_1, y_2. \tag{2.10}
\]

The \( x \)-invariance of the basic state \( Q(y, z) \) allows the definition of the inverse function \( Y_0(Q; z) \) in the
interior of the fluid. Now introduce the second-order disturbance quantity

$$A(Q, q; z) = -\rho \int_0^z \{ Y_0(Q + \tilde{q}; z) - Y_0(Q; z) \} d\tilde{q};$$

(2.11)

note that in the limit of small disturbance amplitude,

$$A(Q, q; z) \approx -\frac{\rho}{2} Y_0(Q; z) q^2 = -\frac{\rho}{2} \frac{q^2}{Q_y},$$

(2.12)

which is just (the negative of) the linearized "Eliassen-Palm wave activity" (Andrews and McIntyre 1976; Held 1985). It may be verified from (2.11) that

$$\frac{1}{\rho} \frac{\partial A(x)}{\partial Q} = -Y_0(Q + q) + Y_0(Q) + qY_0(Q),$$

$$\frac{1}{\rho} \frac{\partial A(x)}{\partial q} = -Y_0(Q + q) + Y_0(Q),$$

and thence, using (2.8), that

$$\frac{DA(x)}{Dt} = \rho q Y_0(Q) \psi_x Q_y$$

$$= \rho \left[ \frac{1}{2} \frac{\partial}{\partial x} \left( \psi_x^2 - \psi_y^2 \right) + \frac{\partial}{\partial y} \left( \psi_x \psi_y \right) \right]\psi_x$$

$$+ \frac{\partial}{\partial z} \left( \rho f_0/N^2 \psi_x \psi_z \right) - \rho f_0/N \frac{\partial}{\partial x} \left( \frac{1}{2} \psi_z^2 \right)$$

$$= \frac{\partial}{\partial x} \left[ \rho \left( \psi_x^2 - \psi_y^2 - (f_0/N)^2 \psi_z^2 \right) \right]$$

$$+ \frac{\partial}{\partial y} \left( \rho \psi_x \psi_y \right) + \frac{\partial}{\partial z} \left( \rho f_0/N \psi_x \psi_z \right).$$

(2.13)

When averaged in $x$, this is just the quasi-geostrophic baroclinic version of the generalized Eliassen-Palm theorem of Klinworth and McIntyre [1985, Eq. (5.17)]. Integration of the $x$-average of (2.13) across the channel and through the depth of the fluid then yields

$$\frac{d}{dt} \int \int \tilde{A} dy dz = \int \rho f_0/N^2 \tilde{\psi}_x \tilde{\psi}_z dy \bigg|_{y=\delta y} - \int \rho f_0/N \tilde{\psi}_x \tilde{\psi}_z dy \bigg|_{y=\delta y}$$

(2.14)

(2.15)

(2.16)

Here $\Theta(y, z) + \theta(x, y, z, t)$ is the deviation from the reference-state potential-temperature distribution $\Theta_0(z)$, divided into basic-state and disturbance components; recall that according to standard quasi-geostrophic scaling

$$\Theta = (\Theta_0, f_0/N) \psi_z, \quad \theta = (\Theta_0, f_0/N) \psi_z.$$ (2.16)

Using (2.9) and (2.16) it is readily verified that, analogously to the first equation of (2.13),

$$\frac{DB}{Dt} = \rho f_0/g \frac{\partial \Psi_x}{\partial x} = \rho (f_0/N)^2 \psi_u \psi_z.$$ (2.17)

Substitution of (2.17) into (2.14) then yields the global conservation law

$$\frac{d}{dt} J = 0,$$

(2.18)

where

$$J = \int \int A(Q, q; z) dy dz$$

$$+ \int B(\Theta, \theta) dy \bigg|_{y=\delta y} - \int B(\Theta, \theta) dy \bigg|_{y=\delta y}$$

(2.19)

is the integrated pseudomomentum. Equation (2.18) corresponds to the pseudosymmetry conservation law (B7) of McIntyre and Shepherd (1987) for disturbances to nonparallel basic flows. The way in which the two kinds of conservation law are related to the symmetry properties of the basic state is discussed in section 7 of that paper.

3. The generalized Charney–Stern theorem

In this section the pseudomomentum conservation law (2.18) is used to derive a Liapunov stability theorem for disturbances to zonal flows. The theorem expresses nonlinear stability, in the sense that a disturbance norm at any time $t$ is bounded in terms of its value at $t = 0$, and represents a finite-amplitude generalization of the well-known Charney–Stern stability theorem. The essential idea is originally due to Arnol’d (1966), and other applications of Arnol’d’s method are described by Holm et al. (1985), Abrham et al. (1986), and McIntyre and Shepherd (1987).

The first point to note is that whenever the basic-state vorticity $Q$ is a monotonic function of $y$ at some level $z$, then $A(Q, q; z)$ defined by (2.11) is of definite sign for arbitrary disturbances $q$ at that level, and takes a sign opposite to that of $Q_y$. Similarly with $B(\Theta, \theta)$, defined by (2.15), which takes a sign opposite to that of $\Theta_y$ whenever the latter is definite. Therefore, it may be seen from (2.19) that the pseudomomentum $J$ will be of definite sign whenever the sign of $Q_y$ throughout the domain is the same as that of $\Theta_y$ at $z = z_1$, and the opposite to that of $\Theta_y$ at $z = z_2$. Since $J$ is constant in time, normal-mode instabilities are then
precluded (because they would necessarily cause $|J|$ to increase): this is of course just the Charney–Stern theorem. But the stability is in fact nonlinear, as will now be demonstrated.

For definiteness, consider the case of $Q_y > 0$ and suppose there exist constants $c$, $C$, $c_1$, $C_1$, and $c_2$, $C_2$ such that

\[
0 < c \leq Q_y \leq C < \infty \quad \text{for} \quad z \in (z_1, z_2),
\]

\[
0 < c_1 \leq \Theta_y \leq C_1 < \infty \quad \text{at} \quad z = z_1,
\]

\[
0 < c_2 \leq -\Theta_y \leq C_2 < \infty \quad \text{at} \quad z = z_2.
\]

Now introduce the disturbance norm $\|\psi\|$ defined by

\[
\|\psi\|^2 = \int \int \rho c^{-1} \theta^2 dy dz + \int \frac{\rho f_0 g}{N^2 \Theta_y} c_1^{-1} \theta^2 dy \bigg|_{z = z_1} + \int \frac{\rho f_0 g}{N^2 \Theta_y} c_2^{-1} \theta^2 dy \bigg|_{z = z_2};
\]

this evidently involves the potential enstrophy in the interior, plus the available potential energy on the upper and lower boundaries. Then noting the inequalities

\[
\frac{\rho g^2}{2C} = \int_0^z \rho |Y_0(Q)|_{\text{min}} dq \leq |A(Q, q)| \leq \int_0^z \rho |Y_0(Q)|_{\text{max}} dq = \frac{\rho g^2}{2c},
\]

\[
\frac{\rho f_0 g^2}{2N^2 \Theta_y C_1} = \int_0^z \frac{\rho f_0 g}{N^2 \Theta_y} |Y_0(\Theta)|_{\text{min}} \overline{\theta} \overline{d \theta} \leq |B(\Theta, \theta)| \leq \int_0^z \frac{\rho f_0 g^2}{N^2 \Theta_y C_2},
\]

it follows that

\[
\frac{1}{2} \|\psi(t)\|^2 \leq \frac{C}{c} \int \int |A(t)| dy dz + \frac{C_1}{c_1} \int \left| \frac{\overline{B(t)}}{t} \right| dy \bigg|_{z = z_1} + \frac{C_2}{c_2} \int \left| \frac{\overline{B(t)}}{t} \right| dy \bigg|_{z = z_2} \leq \max \left\{ \frac{C}{c}, \frac{C_1}{c_1}, \frac{C_2}{c_2} \right\} |J(t)| \leq \max \left\{ \frac{C}{c}, \frac{C_1}{c_1}, \frac{C_2}{c_2} \right\} |J(0)| \leq \max \left\{ \frac{C}{c}, \frac{C_1}{c_1}, \frac{C_2}{c_2} \right\} \frac{1}{2} \|\psi(0)\|^2,
\]

which is a statement of Liapunov (normed) stability for the norm given by (3.2), under the conditions (3.1). It may be verified that (3.4) is equally valid for the norm obtained by replacing $c_1$ in (3.2) with $C_1$. Equation (3.4) is closely related to the pseudoenergy-based stability theorem discussed by McIntyre and Shepherd [1987, Eqs. (B8) and (B9)].

4. Nonlinear saturation bounds for the Charney model

In Part I of this study, the generalized Charney–Stern theorem was used to place rigorous upper bounds on the saturation of baroclinic instability in the two-layer model. The device used to obtain these bounds is briefly described as follows. A (possibly infinitesimal) nonzonal disturbance to an unstable zonal flow may be regarded as a finite-amplitude disturbance (including a zonal-mean part) to some stable “basic state”; the evolution in time of this latter disturbance is then constrained by the generalized (normed) Charney–Stern theorem. In particular, the nonzonal part of the disturbance (which is independent of the choice of the basic state) is thereby constrained, and by considering a family of basic states one may determine a best (i.e., least) upper bound for the family.

In the context of the two-layer model, there is a minimum critical shear and so it is natural to consider basic states that are similar in structure to the initial unstable zonal flow, but with subcritical shear. For a continuously stratified fluid, of course, minimum critical shears do not generally exist, and one must consider a slightly different strategy. To simplify matters, we focus in this section on the Charney (1947) model of baroclinic instability, leaving the consideration of more general profiles to section 7.

The Charney model considers the instability of a zonal flow

\[
\dot{U}(z) = -\frac{\partial \Phi}{\partial y} = \xi z
\]

in the semi-infinite domain $0 \leq z < \infty$, and assumes an isothermal reference atmosphere so that

\[
\rho(z) = \rho_0 e^{-z/H}
\]

with the scale height $H = RT_0/g$ constant, and the buoyancy frequency $N$ likewise constant. It is convenient to nondimensionalize the equations with length scaled by the width of the channel $L = y_2 - y_1$, depth by $D = f_0 L / N$, velocity by $\xi D$, potential temperature by the constant reference temperature $T_0$, and density by $\rho_0$. In these units, the zonal-mean streamfunction corresponding to (4.1) is taken to be

\[
\Phi(y, z) = -z(y - \lambda),
\]

with $\lambda$ an as yet arbitrary constant of integration, and the associated potential-vorticity distribution (2.2) is given by

\[
\tilde{P}(y, z) = \tilde{P}_{yy} + \tilde{P}_{zz} - h^{-1} \tilde{P}_z + f + \beta y
\]

\[
= h^{-1}(y - \lambda) + f + \beta y,
\]

where

\[
h = \frac{HN}{f_0 L}, \quad \beta = \frac{\beta_0 L^2}{\xi D} = \frac{\beta_0 NL}{f_0 \xi}, \quad f = \frac{f_0 L}{\xi D} = \frac{N}{\xi}.
\]
It is clear from (4.4) that the meridional gradient of $\bar{\Psi}$ is everywhere positive, while the temperature gradient at the ground,

$$\frac{f_0 \xi L}{g} \bar{\psi}_{y} = - \frac{f_0 \xi L}{g},$$

(4.5)

is everywhere negative; hence the conditions of the Charney–Stern theorem are decidedly not met, and indeed the flow is of course known to be unstable.

The problem of interest concerns the nonlinear development of an initial condition consisting of the zonal flow (4.3), (4.4), plus an arbitrary nonzonal disturbance. In particular, the goal is to determine some upper bound on the growth of the instability. As in Part I, the strategy is to represent this initial condition as a disturbance $(\eta, q)$ to some stable basic state $(\Psi, Q)$, and then invoke the Charney–Stern theorem (3.4). A suitable basic state must have $\Psi_{yz} > 0$ at the ground and $Q_z > 0$ in the interior, and it is evident that it need differ from (4.3)–(4.5) only in the lowest part of the atmosphere. Consequently, we choose to consider basic flows of the form

$$U(z) = \begin{cases} u_0 - u_1 z + u_2 (\eta e^{zh} - 1), & 0 \leq z \leq b \\ z, & z \geq b, \end{cases}$$

(4.6)

as sketched in Fig. 1. Imposing continuity of $U$ and $U_z$ at $z = b$ leads to the two constraints

$$u_0 - u_1 b + u_2 (\eta e^{zh} - 1) = b,$$
$$-u_1 + u_2 e^{zh} = 1.$$  

(4.7a, 4.7b)

The potential vorticity distribution corresponding to (4.6) takes the simple form

$$Q(y, z) = \begin{cases} -h^{-1} u_1 (y - \lambda) + f + \beta y, & 0 \leq z \leq b \\ h^{-1} (y - \lambda) + f + \beta y, & z \geq b, \end{cases}$$

(4.8)

which has a positive meridional gradient throughout the fluid provided that

$$u_1 < \beta h;$$

(4.9)

while the surface temperature distribution associated with (4.6) is proportional to

$$\Psi_z (z = 0) = (u_1 - u_2) (y - \lambda),$$

(4.10)

which has a positive meridional gradient provided that

$$u_1 > u_2.$$  

(4.11)

Note that (4.7b) and (4.11) together imply that $u_1$ and $u_2$ are both positive.

Now, the dimensionless form of the Charney–Stern theorem (3.4) is

$$\frac{1}{2} \| \eta(t) \|^2 \leq \max \left\{ \frac{c}{c_1}, \frac{c_1}{c} \right\} \frac{1}{2} \| \eta(0) \|^2$$

(4.12)

(note that the upper-boundary contribution does not enter into the Charney problem, which considers a semi-infinite domain), where

$$\| \eta \|^2 = \int \int e^{-z/h} c e^{-q^2} dxdy + \int c_1 \| \Psi \|^2 dy \bigg|_{z=0}$$

(4.13)

and $c, C, c_1$ and $C_1$ satisfy

$$c \leq Q_z \leq C, \quad c_1 \leq \Psi_{yz} \leq C_1.$$  

(4.14)

As before, (4.12) is equally valid when $c$ are replaced with $C_1$ in (4.13). For the basic flow (4.6), it may be seen from (4.8) and (4.10) that one may take

$$c = \beta - h^{-1} u_1, \quad C = \beta + h^{-1},$$

(4.15a)

$$c_1 = C_1 = u_1 - u_2,$$  

(4.15b)

whence (4.12) may be replaced with

$$\frac{1}{2} \| \eta(t) \|^2 \leq \frac{\beta + h^{-1}}{\beta - h^{-1} u_1} \frac{1}{2} \| \eta(0) \|^2.$$  

(4.16)

a. A bound on the eddy potential enstrophy

We first seek a bound on the potential enstrophy of the nonzonal part of the flow, namely

$$\frac{1}{2} \int \int e^{-z/h} \psi'^2 (t) dydz,$$

where the prime denotes the deviation from the zonal average. Note that $\psi' = q'$ because $Q' = 0$. Using the fact that $q'^2 \leq q^2$ (by orthogonality of zonal and non-
zonal flow components), together with (4.13) and (4.16), one obtains

\[ \frac{1}{2} \int e^{-z/h} \overline{P^2}(t) dy dz \leq \frac{1}{2} \int e^{-z/h} q^2(t) dy dz \]

\[ \leq \frac{1}{2} c \| \psi(t) \|^2 \leq \frac{1}{2} c \frac{1}{c} c \| \psi(0) \|^2 \]

\[ = \frac{1}{2} \left\{ \int e^{-z/h} q^2(0) dy dz \right\} \left( \frac{c}{c} \int \psi_2^2(0) dy \bigg|_{z=0} \right) \]

\[ = \frac{1}{2} (\beta + h^{-1}) \left\{ (\beta - h^{-1} u_1)^{-1} \int e^{-z/h} q^2(0) dy dz \right\} \]

\[ + (u_1 - u_2)^{-1} \int \psi_2^2(0) dy \bigg|_{z=0} \right\}. \tag{4.17a} \]

\[ \frac{1}{2} \int e^{-z/h} \overline{P^2}(t) dy dz \leq \frac{1}{24} (\beta + h^{-1}) \]

\[ \times \left\{ \frac{(u_1 + 1)^2}{(\beta h - u_1)} \left( 1 - e^{-b/h} \right) + \frac{(u_2 - u_1 - 1)^2}{(u_1 - u_2)} \right\} \]

\[ = F_1(u_1, u_2, b). \tag{4.21} \]

Equation (4.21) represents a rigorous upper bound on the eddy potential enstrophy (in the limit of an initially infinitesimal nonzonal disturbance), for any choice of the basic-flow parameters \( u_1, u_2 \) and \( b \) satisfying the stability constraints (4.9) and (4.11) and the matching conditions (4.7). However, the object is now to minimize \( F_1(u_1, u_2, b) \) over all such choices. Since the parameter \( u_0 \) does not enter in (4.21), the constraint \( (4.7a) \) may simply be regarded as determining \( u_0 \) and otherwise ignored; this leaves (4.7b), (4.9), (4.11) as constraints on the three free parameters \( u_1, u_2 \) and \( b \).

The parametric domain is as follows. From (4.9) and (4.11), \( u_2 \) must lie in the range

\[ 0 < u_2 < \beta h; \tag{4.22} \]

then for fixed \( u_2, u_1 \) must lie in the range

\[ u_2 < u_1 < \beta h, \]

whence (4.7b) implies that \( b \) must satisfy

\[ \frac{u_2 + 1}{u_2} < e^{b/h} < \frac{\beta h + 1}{u_2}. \tag{4.23} \]

One possible strategy is to eliminate \( u_1 \) using (4.7b), and then seek a local minimum by setting both \( \partial F_1 / \partial u_2 = 0 \) and \( \partial F_1 / \partial b = 0 \). However, trying to solve both equations simultaneously leads to a contradiction. Consequently, one is led to suspect that the minimum of \( F_1 \) occurs at the edge of the parametric domain. Because \( F_1 \) diverges as \( u_2 \to \beta h \) (since then \( u_1 \to \beta h \) as well), it is natural to consider the asymptotic limit

\[ u_2 \to 0, \quad b/h \to \infty. \tag{4.24} \]

(the second condition following from the first by virtue of (4.7b)), in which case \( F_1 \) takes the form

\[ F_1 \approx \frac{1}{24} (\beta + h^{-1}) \left\{ \frac{(u_1 + 1)^2}{(\beta h - u_1)} + \frac{(u_1 + 1)^2}{u_1} \right\}, \tag{4.25} \]

which is a function of \( u_1 \) alone. It is then a simple matter to minimize (4.25), which gives

\[ F_1 \left|_{\text{min}} \right. = \frac{1}{6} (\beta h + 1)^2 \beta h^2. \tag{4.26} \]

for the choice \( u_1 = \beta h / (\beta h + 2) \). Note that this choice of \( u_1 \) does indeed satisfy both (4.9) and (4.11).

The minimum implied by (4.26) may be approached arbitrarily closely for small but nonzero \( u_2 \) and large but finite \( b \). The result was checked numerically by computing \( F_1(u_1, u_2, b) \) for fixed \( u_2 \) over the range of
b given by (4.23) (after eliminating \( u_i \)), and varying \( u_2 \) over the range (4.22). It was found that, indeed, the minimum of \( F_i \) over \( b \) (for given \( u_2 \)), decreased as \( u_2 \) decreased, and approached the limit (4.26) as \( u_2 \to 0 \).

However, there is one rather curious aspect of the above derivation, which offers scope for improvement on the bound (4.26). The expression (4.25) for \( F_i(u_i) \) still retains the factor \( \beta + h^{-1} \), representing the maximum basic-state potential-vorticity gradient, despite the fact that in the limit \( b/h \to \infty \) under which (4.25) was derived, this value of \( Q_i \) is found only at heights \( z \gg b \gg h \), where it would seem to be irrelevant to the dynamics of the instability. Indeed, the factors \( C/c \) and \( C/c_i \) which are present in (4.25) (see (4.17)) take values of

\[
\frac{C}{c} = \frac{\beta + h^{-1} u_i}{\beta h + 2},
\]

\[
\frac{C}{c_i} = \frac{\beta + h^{-1}}{u_i} = \frac{h + 1)(\beta h + 2)}{\beta h^2}
\]

for the choice \( u_i = \beta h/(\beta h + 2) \), both of which are \( O(1/\beta h) \gg 1 \) in the limit \( \beta h \to 0 \). Certainly in this latter regime, then, the fact that we are forced to retain \( C = \beta + h^{-1} \), despite its apparent dynamical irrelevance, is evidently very damaging.

All this suggests that one may significantly improve upon the bound (4.26) by eliminating all reference to \( \beta + h^{-1} \). This can be done by taking a rather drastic step, namely by setting \( b = \infty \) and \( u_2 = 0 \) exactly, and abandoning the matching conditions (4.7) altogether. That is, for the basic flow one chooses (4.6) with \( b = \infty \) and \( u_2 = 0 \), namely

\[
U(z) = -u_1 z
\]

through the depth of the atmosphere. (The extraneous parameter \( u_0 \) can now be safely set to zero.) While this may seem like an odd choice, insofar as it diverges from the initial zonal-mean flow (4.3) as \( z \to \infty \), the point is that the initial disturbance potential vorticity \( q(0) \) (which is still given by (4.18), but with \( b = \infty \)) is independent of \( z \), and is thus controlled by the exponentially-decreasing density factor. The advantage of taking (4.27) as the basic flow is that now \( Q_i \) is a constant throughout the domain, and consequently

\[
C = c = \beta - h^{-1} u_i
\]

rather than (4.15a). In particular, \( C/c = 1 \).

At this stage, it is easy to allow for the case of a finite-amplitude initial nonzonal disturbance. Denoting the initial eddy potential enstrophy and eddy APE respectively by \( Z_0 \) and \( Y_0 \), viz.

\[
Z_0 = \frac{1}{2} \int e^{-z/h} \bar{P}^2(0) \text{dydz},
\]

\[
Y_0 = \frac{1}{2} \left[ \Phi \bar{v}^2(0) \right]_{y=0},
\]

using (4.18) and (4.19) to evaluate the zonal-mean disturbance contribution at \( t = 0 \), and taking (4.15b) and (4.28), the bound (4.17a) on the eddy potential enstrophy becomes

\[
\frac{1}{2} \int e^{-z/h} \bar{P}^2(t) \text{dydz} \leq \frac{\beta}{24} \left( \frac{u_1 + 1}{u_i} \right)^2 + Z_0 + \frac{\beta - h^{-1} u_i}{u_i} Y_0 = \tilde{F}(u_i; Z_0, Y_0).
\]

(4.30)

This bound is valid for arbitrary \( Y_0 \) and \( Z_0 \), and is to be considered over the range (4.9), viz. \( 0 < u_i < \beta h \). It takes a local minimum at \( u_1 = \eta = (24Y_0 + 1)^{1/2} \), but this only occurs within the permissible range of \( u_i \) for \( \beta h > \eta \). When \( \beta h \leq \eta \), the minimum of (4.30) compatible with (4.9) is achieved in the limit \( u_1 \to \beta h \). In both cases, when \( Z_0, Y_0 \to 0 \) the resulting bound is smaller than (4.26): for \( \beta h \gg 1 \) the two bounds are in fact asymptotically equal, but for \( \beta h \ll 1 \) the bound derived from (4.30) is equal to \( \beta h/4 \) times (4.26), and is thus much smaller.

One may therefore write down the general bound on the eddy potential enstrophy, obtained from the nonlinear stability theorem (4.16), as

\[
\frac{1}{2} \int e^{-z/h} \bar{P}^2(t) \text{dydz} \leq \left\{ \begin{array}{ll}
\frac{\beta}{12} (\eta + 1) + Z_0 - h^{-1} Y_0, & \text{for } \beta h \geq \eta \\
\frac{1}{24} (\beta h + 1)^2 + Z_0, & \text{for } \beta h \leq \eta.
\end{array} \right.
\]

(4.31)

with \( \eta = (24Y_0 + 1)^{1/2} \), and \( Y_0, Z_0 \) defined by (4.29).

In the important special case of an initial nonzonal disturbance of infinitesimal amplitude (i.e. the limit \( Y_0 \to 0, Z_0 \to 0 \), \( \eta \to 1 \) and the bound simplifies to

\[
\frac{1}{2} \int e^{-z/h} \bar{P}^2(t) \text{dydz} \leq \left\{ \begin{array}{ll}
\frac{1}{6} \beta, & \text{for } \beta h \geq 1 \\
\frac{1}{24} (\beta h + 1)^2, & \text{for } \beta h \leq 1.
\end{array} \right.
\]

(4.32)

Now, to this point we have not considered the fact that there is another constraint on the eddy potential enstrophy, namely that it cannot exceed the total amount of potential enstrophy in the system. The bound given by (4.31) is clearly useless if it exceeds this latter quantity, so it is important to determine just how much potential enstrophy is, in principle, available to the eddies, quite apart from stability considerations.

Because the potential vorticity \( P \) is materially conserved for each \( z \), it follows that the potential enstrophy at each level, \( \frac{1}{2} \int P^2 \text{dy} \), is invariant
in time. Since \( \int \tilde{P} dy \) is likewise invariant, it follows that \( \int (P - \mu)^2 dy \) is invariant for any constant \( \mu \). It is then possible to bound the eddy potential enstrophy according to

\[
\frac{1}{2} \int e^{-z/h} P^2 dy dz = \frac{1}{2} \int e^{-z/h} (P - \mu)^2 dy dz
\]

\[
- \frac{1}{2} \int e^{-z/h} (\tilde{P} - \mu)^2 dy dz \quad (4.33a)
\]

\[
\leq \frac{1}{2} \int e^{-z/h} (P - \mu)^2 dy dz. \quad (4.33b)
\]

At \( t = 0 \), the invariant

\[
Z = \frac{1}{2} \int e^{-z/h} (P - \mu)^2 dy dz
\]

(4.34)

consists of the initial eddy potential enstrophy \( Z_0 \) plus a zonal-mean part which may be determined directly from (4.4). It is advantageous at this stage to choose \( \mu \) so as to minimize \( Z \), which for the Charney problem is achieved by taking \( \mu = \tilde{P}(y = \frac{1}{2}) = f + \beta y/2 \) (this presumes the choice \( \lambda = \frac{1}{2} \), which makes the zonal-mean relative vorticity vanish at the channel midpoint \( y = \frac{1}{2} \)). With this value of \( \mu \), and using (4.4), \( Z \) is given by

\[
Z = Z_0 + \frac{1}{2} \int e^{-z/h} (\beta + h^{-1})^2 \left( y - \frac{1}{2} \right)^2 dy dz
\]

\[
= \frac{1}{24} \left( \beta h + 1 \right)^2 + Z_0,
\]

(4.35)

which is identical to (4.31) for \( \beta h \leq \eta \). When \( \beta h > \eta \), \( Z \) exceeds (4.31); for the case \( Y_0, Z_0 \to 0 \) it does so by a factor \( \beta h / 4 \) in the limit \( \beta h \to \infty \). Therefore, when \( \beta h > \eta \), the rigorous upper bound (4.31) derived by using the Charney–Sterren theorem limits the eddy potential enstrophy below the maximum amount in the system. To put it another way, the Charney–Sterren theorem provides a useful constraint on the flow dynamics, in the sense that it prevents the eddies from growing to the size permitted by the global constraint (4.33), only for \( \beta h > \eta \). The larger the initial eddy amplitude, the larger the value of \( \beta h \) that is required for this.

In terms of dimensional variables, the bound (4.31) takes the form

\[
\frac{1}{2} \int \rho P^2(t) dy dz \leq \begin{cases} \frac{1}{12} \rho_0 \beta_0 HL^3 \gamma (\eta + 1) + Z_0^* & \text{for } \gamma \leq \eta^{-1} \\ - f_0^2 g^2 H^{-1} N^{-4} T_0^{-2} Y^* & \text{for } \gamma \leq \eta^{-1} \\ \frac{1}{24} \rho_0 \beta_0^2 HL^3 (1 + \gamma)^2 + Z_0^* & \text{for } \gamma \geq \eta^{-1} \end{cases}
\]

(4.36)

where

\[
Z_0^* = \rho_0 LD (\xi D / L)^2 Z_0 = \rho_0 (f_0 / N)^3 L^2 \xi^2 Z_0,
\]

\[
Y^* = \rho_0 L (T_0 f_0 / g)^2 (\xi L)^2 Y_0
\]

are the dimensional initial eddy potential enstrophy and eddy APE, and

\[
\gamma = \frac{1}{\beta h} = \frac{f_0^2 \xi}{\beta_0 N^2 h}.
\]

(4.37)

Green (1960) and Held (1978) have shown that \( \gamma \) (which equals \( h / H \) in Held’s notation) is a crucial dimensionless parameter determining the nature of the linearly most unstable wave in the Charney problem. In the limit \( \gamma \gg 1 \), the relevant vertical scale for the instability is the scale height \( H \), and the horizontal scale \( NH / f_0 \), as in the Eady (1949) model of baroclinic instability on an \( f \)-plane (\( \beta_0 = 0 \)). But in the limit \( \gamma \ll 1 \), which may be considered a Boussinesq limit, the relevant vertical scale is instead

\[
\gamma H = \frac{f_0^2 \xi}{\beta_0 N^2 h},
\]

which has a linear dependence on the vertical shear.

To estimate \( \gamma \) for the midlatitude troposphere, one may consider values of \( f_0 \approx 10^{-4} \text{ s}^{-1}, \beta_0 \approx 1.5 \times 10^{-11} \text{ m}^{-1} \text{ s}^{-1}, N^2 \approx 2 \times 10^{-4} \text{ s}^{-2}, H \approx 8 \text{ km}, \) and \( \xi \approx 50 \text{ m}^{-1} / 10 \text{ km} = 5 \times 10^{-3} \text{ s}^{-1}, \) which gives \( \gamma \approx 2 \) or \( \beta h \approx 0.5. \)

\[b. \quad \text{A bound on the eddy APE at } z = 0\]

We now seek a bound on the quantity

\[
\frac{1}{2} \int \Phi^2_z(t) dy \bigg|_{t=0}.
\]

In this case it turns out that the tightest bound comes from using the norm given by (4.13) with \( c \) replaced by \( C \). Noting that \( \Psi^r = \psi^r \) because \( \Psi^r = 0 \), and using (4.16) with this alternative norm,

\[
\frac{1}{2} \int \Phi^2_z(t) dy \bigg|_{t=0} \leq \frac{1}{2} \int \psi^2_z(t) dy \bigg|_{t=0} \leq \frac{1}{2} C \left\| \psi(t) \right\|^2
\]

\[
\leq \frac{1}{c} C \left\| \psi(0) \right\|^2 = \frac{1}{c} C \left\{ C \left( \frac{1}{2} \int e^{-z/h} q^2(0) dy dz \right) + \int \psi^2_z(0) dy \bigg|_{t=0} \right\}.
\]

(4.38)

As with the potential-entrhropy bound, it turns out that one does best by considering the basic flow (4.27), with (4.15b) and (4.28). Then using the definitions (4.29), together with the right-hand sides of (4.18) and (4.19) to evaluate the zonal-mean disturbance contribution at \( t = 0 \), the bound (4.38) takes the form
\[ \frac{1}{2} \int_{z=0}^{\infty} \Phi_z^2(t) dy \leq \frac{\beta h}{24} \frac{(u_t + 1)^2}{\beta h - u_1} + Y_0 \]
\[ + \frac{u_1 h}{\beta h - u_1} Z_0 = \bar{F}_2(u_1; Z_0, Y_0). \] (4.39)

Now, \( \bar{F}_2 \) takes local minima at \( u_t = \beta h \pm (\beta h + 1)^2 \]
\[ + 24hZ_0 \] \( 1/2 \), both of which are outside the permissible range of \( u_t \), viz. \( 0 < u_t < \beta h \). The minimum of (4.39) over this range is achieved in the limit \( u_1 \to 0 \), and is simply
\[ \bar{F}_2 \bigg|_{\text{min}} = \frac{1}{24} + Y_0. \] (4.40)

As with the eddy potential enstrophy, it is important to compare the bound (4.40) on the eddy APE at the surface with any global constraint in the full problem. In fact, the material conservation of \( \Phi_z \) at \( z = 0 \) expressed by (2.4) implies that \( \int_{z=0}^{\infty} \Phi_z^2 dy \) at \( z = 0 \) is invariant, and therefore the eddy APE is bounded according to
\[ \frac{1}{2} \int_{z=0}^{\infty} \Phi_z^2(t) dy \leq \frac{1}{2} \int_{z=0}^{\infty} \Phi_z^2(t) dy. \] (4.41)

This last integral is obtainable at \( t = 0 \) for the Charney problem using (4.3) for the zonal-mean contribution and \( Y_0 \) for the eddy contribution, yielding
\[ \frac{1}{2} \int_{z=0}^{\infty} \Phi_z^2(t) dy \leq \frac{1}{24} + Y_0, \] (4.42)
which is identical to (4.40). In terms of dimensional variables, the bound becomes
\[ \frac{1}{2} \int_{z=0}^{\infty} \rho \theta^2 dy \leq \frac{1}{24} \rho_0 T_0^2 f_0^2 x_0^2 \xi^2 \eta^2 \xi^2 \eta^2 + Y_0. \] (4.43)

5. Comparison with baroclinic-adjustment arguments

When trying to estimate the stage at which baroclinic instability will saturate, the concept of baroclinic adjustment (Stone 1978; Lindzen and Farrell 1980) is intuitively appealing. The hypothesis involved here is that the disturbance will grow only until such time as the zonal-mean state is neutralized to linear instability. There are, of course, many difficulties with this sort of argument, which is in any case essentially ad hoc. In particular, it is based on linear theory, whereas by the time the “adjusted” state is reached the disturbance is of finite amplitude; indeed, in weakly nonlinear theory for the two-layer model, Pedlosky (1970) found that the disturbance continued to grow past the point where the zonal-mean flow was neutralized, rendering the latter subcritical when the disturbance finally saturated. Moreover, in forced-dissipative problems the equilibrated zonal flow is generally substantially supercritical in realistic parameter regimes (Salmon 1980; James 1987; Vallis 1988).

Nevertheless, in unforced problems of the type under consideration here, baroclinic adjustment may be regarded as providing a plausible estimate of maximum disturbance amplitudes. Therefore, it is of interest to determine the minimum amount of potential enstrophy and available potential energy that must be released by the zonal flow in order to render itself neutral.

Consider first the eddy potential enstrophy, which may be computed under the neutralization hypothesis from (4.33). A particularly simple neutral state is in fact found by taking the zonal-mean flow to equal the basic flow (4.6), (4.8), but with the inequalities (4.9) and (4.11) replaced with equalities so that \( Q = 0 \) for \( z \leq b \) and \( \Psi_{zz} = 0 \) at \( z = 0 \). (This corresponds to the neutral state considered by Lindzen and Farrell 1980.) These two conditions, together with (4.7b), are then enough to determine the three parameters \( u_1, u_2, b \); in particular,
\[ u_1 = u_2 = \beta h, \quad e^{b/h} = \frac{(\beta h + 1)}{\beta h}. \] (5.1)

For this neutralized zonal-mean flow, with \( \bar{F}(y, z) \) given by (4.8) and (5.1), and taking \( \lambda = \gamma / z \) and \( \mu = f + \beta / 2 \) as before, the third integral in (4.33a) can be evaluated according to
\[ \frac{1}{2} \int_{z=0}^{b} e^{z/h} (\bar{F} - \mu^2) dy dz \]
\[ = \frac{1}{24} \left[ \int_0^b e^{-z/h} (\beta - h^{-1} u_2)^2 dz \right] \]
\[ + \int_0^b e^{-z/h} (\beta + h^{-1})^2 dz \]
\[ = \frac{1}{24} (\beta + h^{-1})^2 e^{-b/h} - \frac{1}{24} \beta (\beta h + 1); \] (5.2)

then (4.33a), (4.34), (4.35) and (5.2) imply that
\[ \frac{1}{2} \int_{z=0}^{b} e^{z/h} \bar{F}^2 dy dz = \frac{1}{24} \frac{\beta h + 1}{h} + Z_0. \] (5.3)

Equation (5.3) represents one estimate of the saturated value of the eddy potential enstrophy according to baroclinic adjustment arguments, and is to be compared with the rigorous upper bound given by (4.31).

In the limit \( \beta h \gg 1 \) (or \( \gamma \ll 1 \), for \( \gamma \) defined by (4.37)), corresponding to “shallow” disturbances, the ratio of the two quantities is given by
\[ \frac{\text{Eq. (4.31)}}{\text{Eq. (5.3)}} \approx \frac{2(\eta + 1) + 24Z_0}{\beta + 24Z_0}. \] (5.4)

Both are much smaller than the total available in the system, (4.35). In the limit \( Y_0, Z_0 \to 0 \), (5.4) \( \to 4 \) in which case the upper bound is simply four times the adjustment estimate. There is an interesting parallel here with the case of the barotropic “point-jet” instability (Shepherd 1988b, §7.3): using the same kind of method to determine a rigorous upper bound on the
eddy enstrophy yields (for the case of an initially infinitesimal wavy disturbance) a value four times the “saturation limit” predicted by Schoeberl and Lindzen (1984) on the basis of presumed adjustment to a neutral profile. In a numerical simulation of single-wave equilibration presented by those authors (op. cit., Fig. 8), the eddy enstrophy actually overshoot the saturation limit by a factor of two, coming within a factor of two of the rigorous upper bound.

It may also be pointed out that for this case of \( \beta h \gg 1 \), the “adjustment depth” \( b \) over which the zonal-mean flow is presumed to be modified is given according to (5.1) by

\[
b = h \ln(1 + (\beta h)^{-1}) \approx 1/\beta;
\]

in dimensional units, this corresponds to

\[
b \approx \frac{D}{\beta} = \frac{\sigma_0^2 \xi}{\beta_0 N^2} = \gamma H,
\]

which is indeed the relevant vertical scale in this regime (Held 1978).

In the limit \( \beta h \ll 1 \) (or \( \gamma \gg 1 \)), on the other hand, the adjustment estimate (5.3) approaches the stability-based bound (4.31), which in fact equals the global upper bound (4.35). One is therefore led to suspect that the eddies will take up all the potential enstrophy that is available to them.

With regard to the calculation leading to (5.3), it may be objected that, to obtain a neutral zonal-mean profile, there is no need for the zonal-mean potential vorticity gradient \( \tilde{P}_y \) to vanish in some layer, as assumed by (5.1); allowing it to be reduced from that of the Charney profile (4.4), namely \( \beta + h^{-1} \), to some smaller positive value would clearly suffice. Consequently, it is of interest to consider a more general class of neutral profiles than that implied by (5.1).

This class is again found by taking the zonal-mean flow to equal the basic flow (4.6), (4.8). Because it is still natural to assume that the surface-temperature gradient is eliminated in a neutral profile, (4.11) is again taken to be an equality; but (4.9) is this time left as an inequality. Instead of (5.1), then, one has

\[
u_1 = u_2, \quad e^{b/h} = \frac{u_1 + 1}{u_1}, \quad (5.6)
\]

with \( u_1 \) left free, though with \( 0 < u_1 \leq \beta h \) to satisfy (4.9). The first equation of (5.2) may be used here, which then gives for such profiles

\[
\frac{1}{2} \int \int e^{-z/h}(\tilde{P} - \mu)^2 dydz
\]

\[
= \frac{1}{24} h^{-1} ((\beta h - u_1)^2(1 - e^{-b/h}) + (\beta h + 1)^2 e^{-b/h}) = \frac{1}{24} h^{-1}(\beta^2 h^2 + u_1), \quad (5.7)
\]

after using (5.6) to eliminate \( e^{b/h} \). To allow the greatest possible eddy potential enstrophy, one seeks to minimize the right-hand side of (5.7) over all suitable values of \( u_1 \); this is evidently achieved in the limit \( u_1 \to 0 \). Then using (5.7) with \( u_1 \to 0 \), together with (4.33a), (4.34) and (4.35), one has

\[
\frac{1}{2} \int \int e^{-z/h}(\tilde{P} - \mu)^2 dydz = \frac{1}{24} \frac{2\beta h + 1}{h} + Z_0, \quad (5.8)
\]

which is larger than (5.3). In the limit \( \beta h \gg 1 \) and \( Y_0, Z_0 \to 0 \), (5.8) is twice (5.3); for \( \beta h \ll 1 \), they are equivalent. It is perhaps worth emphasizing again that both (5.3) and (5.8) are no more than ad hoc estimates of the maximum eddy potential enstrophy under various neutralization hypotheses; moreover, (5.8) is evidently somewhat unphysical insofar as the “adjustment depth” \( b \) is presumed to be infinite.

Figure 2 compares the rigorous upper bound (4.31), the maximum permitted eddy potential enstrophy (4.35), and the two adjustment estimates (5.3) and (5.8), over a wide range of \( \beta h \) for the case \( Y_0, Z_0 \to 0 \) and \( \eta \to 1 \). For \( \beta h \ll 1 \), all the curves are virtually coincident; for \( \beta h \gg 1 \), however, there is a fanning out, with (4.31):(5.8):(5.3) in the ratio 4:2:1, and all three much smaller than (4.35). This latter regime is clearly
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the one of most interest in the present context, and a comparison of these results with weakly-nonlinear theory for \( \beta h \gg 1 \) is therefore attempted in the next section.

The situation with regard to the eddy APE at \( z = 0 \) can be dealt with quickly. Because a neutralized state must have \( \bar{\Phi}_z = 0 \) at \( z = 0 \), and thus no zonal APE (assuming that \( \bar{\Phi}_z \) vanishes for some \( y \in [y_1, y_2] \), as it does for \( \bar{\Phi}_z \) given by (4.10)), it follows that baroclinic adjustment must always predict eddy APE at \( z = 0 \) equal to the total amount available, namely (4.42) with the inequality replaced by an equality. Since the stability-based bound (4.40) gives the same result, one is led to suspect that the saturated state will indeed be one with all the APE at \( z = 0 \) in the eddies. The numerical experiments of Simmons and Hoskins (1978) indeed suggest that, at least in the absence of surface damping, saturation does involve the expulsion of the surface temperature gradient within the jet region. (When \( \bar{\Phi}_z \) is not taken to vanish at some \( y \in [y_1, y_2] \), then it is only the minimum of \( \frac{1}{2} \int (\bar{\Phi}_z - \mu)^2 dy \big|_{\mu = 0} \) —which is an invariant—over all constants \( \mu \) which is available to the eddies. For the discussion above, however, the minimum of this quantity obtains for \( \mu = 0 \).

6. Comparison with single-wave equilibration from weakly nonlinear theory for \( \beta h \gg 1 \)

The weakly nonlinear theory of Pedlosky (1979b) provides an explicit prediction of the time evolution of a single-wave disturbance in the Charney model of baroclinic instability. For given external parameters— in particular for given \( \beta \), which may be considered a dimensionless measure of the inverse vertical shear \( \xi^{-1} \)—one may therefore seek to determine the maximum eddy potential enstrophy predicted by the weakly nonlinear theory for a given wave, and compare this with the various quantities shown in Fig. 2. (It may be noted that Pedlosky’s 1979b analysis employs the same nondimensionalization as that used in this paper.)

Unlike the case of the two-layer model, there is of course no stability threshold in the Charney model. However, Pedlosky (1979b) focused on the so-called Charney modes, for which a given wavenumber \( \kappa \) \( = (k^2 + \pi^2 \ell^2)^{1/2} \) (where \( k \) and \( \pi \ell \) are respectively the zonal and meridional wavenumbers) has a critical shear given by

\[
\beta = \beta_c(\kappa) = (h^{-2} + 4\kappa^2)^{1/2} - h^{-1}. \tag{6.1}
\]

(Pedlosky used \( \beta_0 \) rather than \( \beta_c \), but we retain the latter to avoid possible confusion with the dimensional beta parameter.) The theory assumes that the supercriticality \( \Delta(\kappa) \), given by

\[
\Delta(\kappa) = \beta_c(\kappa) - \beta, \tag{6.2}
\]
is small, and it is the square root of this parameter \( \Delta(\kappa) \) which is taken as the expansion parameter in the perturbation series. The situation is shown schematically in Fig. 3, the key point to note being the absence of any minimum critical shear (or maximum \( \beta_c \)). For \( \beta > \beta_c(\kappa) \) the flow is still susceptible to normal-mode instability at scale \( \kappa \) (except for a countable set of values corresponding to neutral modes), but these instabilities are rather weaker than those of the Charney modes and are not considered in Pedlosky’s analysis.

The relevant case to consider for present purposes is that of nearly inviscid flow (Pedlosky 1979b, §4, with his \( \gamma \to 0 \)) and \( \beta h \gg 1 \); we also simplify the discussion by restricting attention to the case of infinitesimal initial disturbance amplitude. To leading order in \( |\Delta|^{1/2} \), the potential vorticity of the nonzonal part of the flow is given according to the weakly nonlinear theory by

\[
q' = -\frac{(\beta_c + h^{-1})}{\xi} \Psi' = -|\Delta|^{1/2}(\beta_c + h^{-1})e^{-\beta_c \xi^{1/2}} \times \text{Re}[Ae^{i\theta} \sin(\pi \xi)] \tag{6.3}
\]

[Pedlosky 1979b, Eqs. (3.14) and (3.28)], where \( \theta \) is the phase. The maximum of the amplitude \( |A|^2 \) is predicted to be

\[
|A|^2_{\text{max}} = \frac{\pi^2 a_0}{q^2 \ell^4 D(a_0, \ell)} R^2_{\text{max}}, \tag{6.4}
\]

where \( R^2_{\text{max}} = 2 \) for \( R(0) \ll 1 \), \( a_0 = \kappa/\pi \), \( q_0 = \beta_c + h^{-1} \), and \( D(a_0, \ell) \) is a complicated function which is given by Pedlosky’s equation (4.17b). For fixed \( a_0 \) (and \( \kappa \)), \( \ell^4 D(a_0, \ell) \) is minimized for the gravest meridional mode, \( \ell = 1 \), so this choice of \( \ell \) is made here so as to make \( |A|^2 \) as large as possible. Taking \( \beta_c \gg \beta \gg h^{-1} \) in (6.3) and (6.4), so that \( \beta_c(\kappa) \approx 2k = 2\pi a_0 \), the maximum eddy potential enstrophy for a given \( a_0 \) therefore takes the form

![Fig. 3. Schematic of the marginal stability curve \( \beta_c(\kappa) \) for the Charney modes, which is given by (6.1); for large \( \kappa \) (small horizontal scale) the supercriticality \( \Delta(\kappa) \) becomes increasingly large.](image-url)
The correctness of the above expression has been checked by calculating the quantity
\[
\frac{1}{2} \int e^{-\nu h} (\bar{F} - \mu)^2 \, dy dz
\] (6.6)
from weakly nonlinear theory, and then using (4.33a) to determine the maximum eddy potential enstrophy (see appendix B).

The right-hand side of (6.5) is a linear function of \( \beta \); its dependence on \( a_0 \) is shown in Fig. 4 for \( \beta = 10 \), and is evidently very nearly linear as well. Note that \( a_0 \) must exceed unity because of the existence of a gravest meridional mode in this channel geometry, and that for \( \Delta \) to be positive it is necessary that \( a_0 > \beta / 2 \pi \). The rigorous upper bound (4.32) and the adjustment estimate (5.3) for the case \( Y_0, Z_0 \to 0 \) are also indicated in Fig. 4; in this Boussinesq limit of \( \beta h \gg 1 \) they are given, respectively, by \( \beta / 6 \) and \( \beta / 24 \). The leading-order prediction of the weakly nonlinear theory is clearly invalid for \( a_0 > 2.3 \), when it violates the rigorous upper bound. However, when \( a_0 = 2.3 \) the supercriticality \( \Delta = 4.4 \), so one would not expect the theory to be particularly reliable there in any case. Indeed, for \( \beta = 10 \), \( \Delta > 1 \) for \( a_0 > 1.75 \), which suggests that the range of wavenumbers for which weakly nonlinear theory might be relevant is very small indeed. Whereas this range may nevertheless be physically meaningful in a two-layer fluid, because of the existence of a minimum critical shear, its physical significance is less clear for the Charney problem where, for given \( \beta \), the flow is supercritical to an arbitrarily large degree in the short-wave (large \( \kappa \)) limit.

These results are summarized in Fig. 5. In the \((\beta, a_0)\) parametric domain, curves have been drawn corresponding to constant values of the supercriticality \( \Delta \) and of \( r \), the ratio of the maximum eddy potential enstrophy predicted by the weakly-nonlinear theory, (6.5), to the rigorous upper bound (4.32)—the latter being, of course, just \( \beta / 6 \) in this regime. For \( r > 1 \), the weakly nonlinear theory is in violation of the bound, and must be wrong; Fig. 5 demonstrates that this state of affairs only obtains for \( \Delta > 1 \). When \( \Delta < 1 \), \( r \) is generally at least as small as 0.5. The region above \( \Delta = 0 \) corresponds to the long-wave “Green modes,” and is not covered by the weakly nonlinear analysis. Once again, the small domain of validity for weakly nonlinear theory is highlighted. It is apparent that a meaningful comparison between such theory and the results of sections 4 and 5 is not really possible. This is in contrast to the situation found in Part I for the Phillips model of baroclinic instability in a two-layer fluid; there the parameter dependences of the exact upper bound and Pedlosky’s (1970) weakly nonlinear theory were found to be rather similar.

7. Nonlinear saturation bounds for more general profiles

In this section, we consider the problem of deriving saturation bounds for instabilities to general profiles
\[
\dot{U}(y, z) = \frac{\partial}{\partial y} \Phi (y, z, t = 0).
\]
The first point to make is that for a given initial profile, and for given values of the initial eddy potential enstrophy \( Z_0^2 \) and eddy APE \( Y_0^2 \), the Charney–Stern theorem (3.4) provides an infinity of bounds—one for each choice of a stable basic state \((\Psi, Q)\). This is because the eddy potential enstrophy (or the eddy APE at \( z = 0 \)) may be bounded in terms of the left-hand side of (3.4), while the right-hand side of (3.4) is a functional of \( \Psi(y, z) \). Specifically, given \((\Phi, P)\) at \( t = 0 \) and \((\Psi, Q)\), one may use
\[
q(t = 0) = \bar{q}(t = 0) + q'(t = 0)
\]
\[= \bar{F}(t = 0) - Q + P'(t = 0) \] (7.1a)
in the interior, and
\[
\psi_z(t = 0) = \bar{\psi}_z(t = 0) + \psi'_z(t = 0)
\]
\[= \bar{\Phi}_z(t = 0) - \Psi_z + \Phi'_z(t = 0) \] (7.1b)
at \( z = 0 \), substituting these expressions into (3.2) and choosing the \( C, C' \), etc. to satisfy (3.1). This then yields
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The maximum eddy potential enstrophy (6.5) predicted by Pedlosky’s (1979b) weakly nonlinear theory for \( \beta = 10 \) in the inviscid limit (solid curve), as a function of \( a_0 = \kappa / \pi \), compared with the rigorous upper bound \( \beta / 6 \) and the baroclinic-adjustment estimate \( \beta / 24 \).
a bound on either the eddy potential enstrophy or the eddy APE at \( z = 0 \).

While this procedure gives a rigorous saturation bound for any choice of a stable basic state, the interest is of course in deriving the best (i.e. tightest) such bound. For a general profile \( \bar{U}(y, z) \), the optimization problem associated with the consideration of all possible basic states \( (\Psi, Q) \) is evidently rather complicated, and could only be treated numerically. However, P. H. Haynes has shown by explicit construction that any particular saturation bound may be improved upon (though possibly only slightly) if the basic-state potential-vorticity gradient \( Q_0 \) varies smoothly in the neighbourhood of a point where it takes an extremum (Shepherd 1988b, appendix C). This means that one is justified in restricting attention to functions \( Q_0 \) that take their extrema over finite intervals, which is fortunate insofar as it is only for such basic states that the optimization problem is, in general, analytically tractable. (The difficulty is that the parameters \( c, C \), etc. are functionals of \( (\Psi, Q) \), and are therefore global rather than local properties of the basic state.) Moreover, the calculations of section 4 for the Charney problem suggest that one in fact does best by restricting attention to basic states with \( Q_0 \) constant throughout the domain; the point is that although one could reduce \( \bar{q}(0) \) in the interior by choosing a basic state \( U(y, z) \) that matched onto the initial profile \( \bar{U}(y, z) \) at some \( z \) (provided the flow was stable above this), the associated reduction of \( \int \int e^{-\zeta/h} \bar{Q}(0) dydz \) is so small because of the density factor that it is more than offset by the fact that \( C/c \) must then exceed unity.

For simplicity of presentation, we make the assumption of an isothermal semi-infinite atmosphere, with (4.2) and a constant scale height \( H \); however, the extension to more general stratifications would be a straightforward exercise. Choosing \( \xi \) to be the maximum vertical shear \( \partial \bar{U}/\partial z \) (presumed positive), one may then employ the nondimensionalization of section 4. In these dimensionless units, it is convenient to write the potential vorticity of the initial zonal-mean state as

\[
\bar{P}(y, z, t = 0) = \xi(y, z; \lambda) + f + \beta y, \tag{7.2}
\]

and the surface temperature distribution as (proportional to)

\[
\bar{\Phi}(y, z = 0, t = 0) = -W(y; \lambda); \tag{7.3}
\]
the meridional gradient of (7.3) is of course just

\[ \Phi_{xy}(y, z = 0, t = 0) = -\frac{\partial U}{\partial z}(y, z = 0, t = 0) = -w(y), \quad (7.4) \]

with \( w = dW/dy \). By hypothesis, \( w(y) \leq 1 \). The parameter \( \lambda \) in (7.2) and (7.3) denotes the \((y-)\) constant of integration associated with the streamfunction \( \Phi \). For the moment, it is left free.

As suggested in the above discussion, we consider stable basic states of the form (4.27), with \( Q_y \) constant throughout the domain and \( \Psi_{zy} \) constant at \( z = 0 \), namely

\[ C = c = \beta - h^{-1}u_1, \quad C_1 = c_1 = u_1. \quad (7.5) \]

It then follows from (4.8), (4.10) (with \( u_2 = 0 \) and \( b = \infty \)), and (7.2), (7.3) that the initial disturbance (7.1) may be written as

\[ q(t = 0) = \tilde{P}(t = 0) - Q + P'(t = 0) \]

\[ = \xi(y, z, \lambda) + h^{-1}u_1(y - \lambda) + P'(t = 0) \quad (7.6) \]

in the interior, and

\[ \psi_z(t = 0) = \Phi_z(t = 0) - \Psi_z + \Phi_z'(t = 0) \]

\[ = -W(y; \lambda) - u_1(y - \lambda) + \Phi_z'(t = 0) \quad (7.7) \]

at \( z = 0 \).

a. Bound on the eddy potential enstrophy

The eddy potential enstrophy is bounded according to (4.17a); using (7.5), (7.6) and (7.7), and noting the orthogonality of zonal-mean and eddy components, (4.17a) takes the form

\[ \frac{1}{2} \int \int e^{-z/h} P^2(t) dy dz \leq \frac{1}{2} \int \int e^{-z/h} \{ \xi(y, z; \lambda) \\
+ h^{-1}u_1(y - \lambda) \}^2 dy dz + Z_0 + \frac{\beta - h^{-1}u_1}{u_1} \]

\[ \times \left\{ \frac{1}{2} \int \int \{ W(y; \lambda) + u_1(y - \lambda) \}^2 dy + Y_0 \right\} \]

\[ = \alpha_1 u_1^{-1} + \alpha_2 + \alpha_3 u_1, \quad (7.8) \]

where

\[ \alpha_1 = \frac{\beta}{2} \int \int W^2(y; \lambda) dy + \beta Y_0, \]

\[ \alpha_2 = \beta \int \int W(y; \lambda)(y - \lambda) dy - \frac{1}{2h} \int \int W^2(y; \lambda) dy \]

\[ + \frac{1}{2} \int \int e^{-z/h} \xi^2(y, z; \lambda) dy dz + Z_0 - h^{-1}Y_0, \]

\[ \alpha_3 = h^{-1} \int \int e^{-z/h} \xi(y, z; \lambda)(y - \lambda) dy dz \]

\[ + \frac{\beta}{2} \int \int (y - \lambda)^2 dy - h^{-1} \int \int W(y; \lambda)(y - \lambda) dy. \]

For the purpose of this discussion we presume that the initial eddy amplitude is not too large: specifically that

\[ Y_0 \leq O(1), \quad Z_0 \leq O(h^{-1}). \quad (7.9) \]

Now, (7.8) evidently takes a local minimum at \( u_1 = (\alpha_1/\alpha_3)^{1/2} \) whenever \( \alpha_3 > 0 \) (\( \alpha_1 \) is always positive); however, to be an acceptable solution this local minimum must fall with the permissible range of \( u_1 \), which is

\[ 0 < u_1 < \beta h. \quad (7.10) \]

Consider first the regime \( \beta h \gg 1 \). In this case, \( \alpha_3 \) asymptotes to the value \( \frac{\beta}{2} \int \int (y - \lambda)^2 dy \), and

\[ \frac{\alpha_1}{\alpha_3} \approx \frac{\int \int W^2(y; \lambda) dy + 2Y_0}{\int \int (y - \lambda)^2 dy} \quad (7.11) \]

which is positive and of order unity and therefore satisfies (7.10). The bound on the eddy potential enstrophy is then given by (7.8) with \( u_1 = (\alpha_1/\alpha_3)^{1/2} \), namely

\[ \alpha_2 + 2(\alpha_1/\alpha_3)^{1/2} \approx \beta \int \int W(y; \lambda)(y - \lambda) dy \]

\[ + \left\{ \left[ \int \int (y - \lambda)^2 dy \right] \left[ \int \int W^2(y; \lambda) dy + 2Y_0 \right] \right\}^{1/2}. \quad (7.12) \]

(Because \( \xi \) is generally \( O(h^{-1}) \), all but the first term in the expression for \( \alpha_3 \) is no greater than \( O(h^{-1}) \) and therefore negligible in this regime.) Note that the expression on the right-hand side of (7.12) is positive, by virtue of Schwarz's inequality \((x^2 + y^2)^{1/2} \geq \frac{1}{2}(x + y)^2 \). Moreover, (7.12) is \( O(\beta) \), and therefore much smaller than \( Z \) as defined by (4.34), which is \( O(\beta^3 h) \). To obtain the best bound, it is now simply a matter of choosing \( \lambda \) so as to maximize \( \beta \). If the zonal-wind shear \( w(y) \) is symmetric about the center of the channel, then the choice \( \lambda = \frac{1}{2} \) will give the best bound. For the special case \( W(y; \lambda) = y - \lambda \) corresponding to the Charney problem, (7.12) reduces to \( \beta(\eta + 1)/12 \) for \( \lambda = \frac{1}{2} \), in agreement with (4.31) [since \( Z_0 - h^{-1}Y_0 \leq \beta \) under the hypothesis (7.9)]; this fact represents the extreme case, as other symmetric \( w(y) \) must give smaller bounds. For more general functions \( w(y) \), the minimum of (7.12) would have to be worked out explicitly for the case in question.

In the regime \( \beta h \ll 1 \), on the other hand, there is a problem insofar as \( \alpha_3 \) may be negative; moreover, even if it is positive, \( \alpha_1/\alpha_3 = O(\beta h) \) so \( u_1 = O((\beta h)^{1/2}) \) \( \gg \beta h \), violating (7.10). Because (7.8) diverges as \( u_1 \to 0 \), this means that the minimum of (7.8) compatible with (7.10) is achieved in the limit \( u_1 \to \beta h \), and is given by
\[ \frac{1}{2} \int \int e^{-z/h} \left[ \zeta(y, z; \lambda) + \beta(y - \lambda) \right]^2 dydz + Z_0. \]

(7.13)

This expression is identical to \( Z \) as defined by (4.34), with \( \mu = f + \beta \lambda \); hence the minima of (4.34) and of (7.13) must be the same. Therefore, as in the Charney problem, for the case \( \beta h \ll 1 \) one can apparently do no better than the global invariant \( Z \) for a bound on the eddy potential enstrophy.

When \( \beta h = O(1) \), it is difficult to make a general statement. If there are choices of \( \lambda \) for which \( \alpha_3 > 0 \) and \( (\alpha_1/\alpha_3)^{1/2} < \beta h \), then (7.8) has a local minimum (in \( u_1 \)) which is acceptable, namely \( \alpha_2 + 2(\alpha_1/\alpha_3)^{1/2} \); and one may choose \( \lambda \) (consistent with these conditions) to minimize this quantity. Since it is a local minimum of (7.8), it is guaranteed to be smaller than the minimum value of \( Z \), though not by much since both quantities are \( O(\beta) \). If, however, one cannot find a local minimum (in \( u_1 \)) for any \( \lambda \), then the best bound is found for \( u_1 \rightarrow \beta h \) and is simply (7.13), equivalently \( Z \).

b. A bound on the eddy APE at \( z = 0 \)

The eddy APE at \( z = 0 \) is bounded according to (4.38), which for (7.5), (7.6) and (7.7) becomes

\[ \frac{1}{2} \int \Phi^2(t)dy \leq \frac{u_1}{\beta - h^{-1}u_1} \left[ \frac{1}{2} \int e^{-z/h} \times [\zeta(y, z; \lambda) + h^{-1}u_1(y - \lambda)]^2 dydz + Z_0 \right] \]

\[ + \frac{1}{2} \int \{W(y; \lambda) + u_1(y - \lambda)\}^2 dy + Y_0 \]

\[ = \frac{\alpha_1 + \alpha_2 u_1 + \alpha_3 u_1^2}{\beta - h^{-1}u_1}. \]

(7.14)

It is straightforward to check that (7.14) takes extremum at

\[ u_1 = \beta h \pm [\beta^2 h^2 + \alpha_3^{-1}(\beta h \alpha_2 + \alpha_1)]^{1/2} \]

(7.15)

whenever the discriminant in (7.15) is positive. Now, if \( \alpha_1 \) and \( \beta h \alpha_2 + \alpha_1 \) are both positive (recall that \( \alpha_1 \) is necessarily positive) then both solutions (7.15) violate (7.10), and the best bound on the eddy APE is found by taking \( u_1 \rightarrow 0 \) in (7.14), namely

\[ \frac{1}{2} \int W^2(y; \lambda)dy + Y_0. \]

(7.16)

But (7.3) implies that this is just the total APE at \( z = 0 \), viz. the right-hand side of (4.41). This outcome was of course obtained in the Charney problem, for which \( \alpha_1 = \beta/24 \) and \( \beta h \alpha_2 + \alpha_1 = (\beta^2 h/12) + (\beta/24) + \beta h Z_0 \) (taking \( \lambda = \frac{1}{2} \)). However, in the general case there is now a possibility of doing better than (7.16), provided that there are choices of \( \lambda \) for which

\[ \alpha_3 < 0 \quad \text{or} \quad \beta h \alpha_3 + \alpha_1 < 0, \]

but not both, and for which the discriminant in (7.15) is positive. In such cases, the minus root of (7.15) may be substituted into (7.14), and the resulting expression minimized over all such acceptable \( \lambda \). However, it can be shown that this state of affairs cannot exist in the regime \( \beta h \ll 1 \), and that it can give only an asymptotically-negligible improvement in the regime \( \beta h \gg 1 \).

8. Implications for transient-eddy parameterization

The rigorous saturation bounds derived in this paper have a direct application in the context of transient-eddy parameterization schemes for use in simple climate models. Traditionally, such schemes have usually been based on notions of eddy diffusivity, with a spatially varying diffusivity coefficient whose form is chosen according to linear instability theory (e.g., Green 1970, et seq.). Such an approach is however difficult to justify, for reasons which need not be spelled out here. An alternative philosophy is suggested by the so-called "Transformed Eulerian Mean" formulation of the governing equations (Andrews and McIntyre 1976): there the effect of the eddies is collected in a single term, the divergence of the Eliassen–Palm flux \( \nabla \cdot \mathbf{F} \), which is itself related to eddy growth and decay. In the special case of weakly-dissipative flow, small-amplitude eddies, and no thermal driving, the zonal-mean flow evolution is determined according to the system

\[ \frac{\partial \bar{u}}{\partial t} - f_0 \bar{v}^* = \nabla \cdot \mathbf{F}, \]

(8.1a)

\[ \frac{\partial \bar{w}}{\partial t} + \frac{d}{dz} \Theta \bar{w}^* = 0, \]

(8.1b)

\[ \frac{\partial \bar{w}^*}{\partial y} + \frac{1}{\rho} \frac{\partial}{\partial z} (\rho \bar{w}^*) = 0, \]

(8.1c)

\[ f_0 \Theta \frac{\partial \bar{u}}{\partial z} = -g \frac{\partial \bar{p}}{\partial y}, \]

(8.1d)

while the eddies themselves satisfy the conservation law

\[ \frac{\partial \bar{A}}{\partial t} + \nabla \cdot \mathbf{F} = 0. \]

(8.2)

In the above \( \bar{A} \) is the linearized Eliassen–Palm wave activity, just the negative of the zonal average of the right-hand side of (2.12), though here taking the zonal-mean flow as the basic state, and (8.2) corresponds to the zonal average of (2.13). Thus, given knowledge of the evolution of \( \bar{A} \), one can deduce \( \nabla \cdot \mathbf{F} \); and from \( \nabla \cdot \mathbf{F} \), one may infer the zonal-mean atmospheric response [which is a combination of mean-flow "acceleration" (\( \bar{u}_t, \bar{v}_t \)) and "residual circulation" (\( \bar{b}^*, \bar{w}^* \)) in the meridional plane, together with a surface-pressure tendency (Haynes and Shepherd 1989)]. For a complete description of the problem, the surface con-
tribution to the wave activity must be included. It may either be given by a separate term [just minus the small-amplitude form of $B(\Theta, \theta)$ given by (2.15)], or alternatively incorporated as a surface contribution to $A$ (Bretherton 1966; Hoskins et al. 1985). For the purpose of this discussion the latter choice is followed.

We now focus attention on the specific problem of parameterizing transient-eddy fluxes due to synoptic-scale baroclinic instability, and consider how the saturation bounds derived here may be used for this purpose. It must be emphasized that the nature of this discussion is purely heuristic and very speculative, and intended only to point the way towards a full quantitative description. Thus the arguments will be far from rigorous, and in particular will involve a judicious mixture of both linear and nonlinear ideas.

The results of numerically simulated nonlinear "life cycles" of baroclinic waves (Simmons and Hoskins 1978; Edmon et al. 1980) suggest the following sequence of events (see Hoskins 1983; Held and Hoskins 1985): (i) linear growth near the surface, much as in the Charney (1947) model; (ii) nonlinear saturation, with an eddy APE cascade to small scales on the surface (frontogenesis) leading to dissipation; (iii) Rossby-wave propagation from near-surface levels to the tropopause, and generally also equatorward; (iv) Rossby-wave "breaking" and an associated enstrophy cascade to small scales in the vicinity of the subtropical jet. In terms of the E-P wave activity $A$, stage (i) corresponds to growth of positive $A$ in the near-surface interior region, and of negative $A$ of the same magnitude concentrated at the lower surface (or negative $A$ and positive $B$, in the notation of section 2). The total wave activity, including the boundary contribution, must remain zero because it is zero initially (since the basic flow is here the initial zonal-mean flow), but this constraint does not apply to the eddy wave activity $A$.

Associated with this vertical dipole structure in $A$ is a vertical E-P flux $F$, or equivalently a poleward heat flux, as one expects from baroclinic instability. The magnitude of the net heat flux can then be determined on the basis of the saturation bounds on the surface eddy APE, and its vertical structure from the characteristics of the unstable Charney modes. This is in fact essentially no more than has already been proposed in the studies of Lindzen and Farrell (1980) and Branscome (1983) on heat-flux parameterization. Given the net heat flux (equivalently the vertical E-P flux), the effect on the mean flow can be found from (8.1) together with appropriate boundary conditions. Hayashi (1985, appendix D) shows the mean-flow changes associated with a growing Charney mode, though without allowing the concomitant surface-pressure tendency which would undoubtedly affect his result (see Haynes and Shepherd 1989).

The more difficult part of the problem, however, concerns the eddy momentum fluxes associated with stages (iii) and (iv). To address this aspect of the parameterization problem, we now propose to invoke the saturation bounds on the eddy potential enstrophy to determine how much eddy wave activity $A$ is transported from the near-surface regions to the tropopause level. Because the unstable Charney-like modes in the life cycles are relatively shallow, we may idealize the problem by presuming that the regime $\gamma \ll 1$ (or $\beta h \gg 1$) is the relevant one, in which case the meridional potential-vorticity gradient may be approximated by $\beta_0$. Then the net $A$ in the interior, following saturation of the baroclinic instability, may be estimated as the eddy potential enstrophy divided by $\beta_0$, and is thus constrained by the saturation bounds. Note that it is not possible to estimate this $A$ [relative to the zonal-mean flow at the end of stage (ii)] from the surface part of $A$ [relative to the initial zonal-mean flow] following saturation. This is because it is only the total (i.e., finite-amplitude) wave activities $A$ and $B$ that are linked, and these involve non-negligible zonal-mean disturbance components.

Then given the new $A$ in the interior, it is presumed [according to stage (iii)] that it propagates (linearly or nonlinearly) vertically and meridionally. Where it goes will generally be a sensitive matter, determined in part by the "refractive index" associated with the relevant zonal-mean state (Hoskins, McIntyre and Thorncroft, manuscript in preparation). For the purpose of this discussion, however, we simply presume that it goes to some region near the tropopause where it is dissipated at small scales following an enstrophy cascade (cf. Held and Hoskins 1985). Then the magnitude of $\nabla \cdot F$ both at this region (where it is negative) and near the surface (where it is positive) is known from the saturation bounds, and the effects on the mean flow may be determined from (8.1). When the two regions of nonzero $\nabla \cdot F$ are offset meridionally, as they generally will be, then the calculations of Pfeffer (1987) suggest that the net effect will be a meridional dipole in $\delta u / \delta t$, reflecting eddy momentum flux convergence and divergence.

The total problem is thus closed by small-scale dissipation in two regions: near the subtropical jet, and at the surface itself. This phenomenological hypothesis is indeed borne out in the life-cycle experiments (see Held and Hoskins 1985, Fig. 4). The dissipation is of course essentially dynamical, in the sense that it is driven by nonlinear cascades (of potential enstrophy in the interior, and of APE at the surface) to small scales, which are associated with the large-scale flow itself; moreover, it acts to destroy both positive $A$ (at the tropopause) and negative $A$ (at the surface), as it must since there is no net production of $A$ by the baroclinic instability process. However, it is the spatial separation of the two dissipation processes which is responsible for the net effects on the mean flow.

Perhaps needless to say, this picture is highly ideal-
ized and will need to be tested quantitatively. In particular, surface damping will be expected to modify the behavior, although preliminary studies have shown that the effects on the life cycles are more quantitative than qualitative (M. Blackburn, personal communication 1987). Work along these lines is currently in progress and will be reported on in due course.

9. Discussion

This paper addresses the question of finite-amplitude saturation of baroclinic instability in a continuously stratified, quasi-geostrophic fluid. It thereby extends the analysis of Part I of this study (Shepherd 1988a), on the two-layer model, to a more geophysically relevant setting. By appealing to a nonlinear Liapunov (normed) stability theorem, (3.4), which is the finite-amplitude generalization of the well-known Charney–Stern theorem for zonal flows, rigorous upper bounds have been derived both on the depth-integrated eddy potential enstrophy and on the eddy available potential energy at the ground. These bounds are unconstrained by any assumptions about the nature of the initial nonzonal disturbance, and thus are not tied in any way to the concept of normal-mode instability.

The character of the results depends on the dimensionless external parameter \( \gamma = f_0^2 \xi / \beta_0 N^2 H \), where \( \xi \) is the maximum vertical shear of the zonal wind, and the other symbols have their usual meaning (see sections 2 and 4). When \( \gamma \gg 1 \), corresponding to “deep” unstable modes (vertical scale \( \approx H \)), the bound on the eddy potential enstrophy, (7.13), is just the total potential enstrophy in the system; but when \( \gamma \ll 1 \), corresponding to “shallow” unstable modes (vertical scale \( \approx \gamma H \)), the eddy potential enstrophy is bounded, by (7.12), well below the total amount available in the system. In neither case can the bound on the eddy APE, (7.16), prevent a complete neutralization of the surface temperature gradient, which is in accord with numerical experience (Simmons and Hoskins 1978).

For the special case of the Charney (1947) model of baroclinic instability, the bounds on the eddy potential enstrophy and eddy APE are given in terms of dimensional variables by (4.36) and (4.43), respectively, and have the same character as the general results described above. In the important limit of infinitesimal initial eddy disturbance amplitude, the dimensionless bound on the eddy potential enstrophy is (4.32), namely \( \beta / \gamma \) for \( \gamma \ll 1 \) and (asymptotically) \( 1 / \gamma^2 \) for \( \gamma \gg 1 \); here \( \beta \) and \( h \) are the dimensionless beta and scale height parameters (see section 4). These bounds are very similar to (though of course generally larger than) ad hoc estimates based on baroclinic-adjustment arguments (section 5 and Fig. 2).

The system of equations used here is the standard quasi-geostrophic set, which is appropriate for the problem under consideration. It is, however, a straightforward matter to show that the more general “modified quasi-geostrophic equations” (White 1977) also allow a pseudomomentum conservation law and generalized Charney–Stern theorem, and that saturation bounds likewise obtain. The details are provided in appendix A.

The theory in this paper has been worked out under the assumption of conservative (inviscid, unforced) flow. It turns out, however, that the results go through for a certain kind of forced-dissipative problem, namely that where the potential vorticity and surface potential temperature are relaxed back to the initial unstable state. In place of (2.1) and (2.4), then, one considers

\[
\frac{D P}{D t} = -\nu(P - P_e), \quad \text{for} \quad z_1 \leq z \leq z_2, \quad (9.1a)
\]

\[
\frac{D \Phi_z}{D t} = -\nu(\Phi_z - \Phi_{z e}), \quad \text{at} \quad z = z_1, z_2. \quad (9.1b)
\]

Here \( \nu \) is the relaxation coefficient and the subscript \( e \) (for equilibrium) denotes the (constant) initial unstable zonal-mean state, viz. \( P_e = \bar{P} \) \((t = 0)\); in the atmospheric context such a state might represent the radiative–convective equilibrium state, for example. The system (9.1) can also be thought of as one having dissipation proportional to the potential vorticity in the interior, and to the potential temperature at the surface, together with a constant forcing to ensure that the initial (unstable) zonal-mean state is a steady solution of the governing equations. Although the pseudomomentum conservation law (2.18) now has nonconservative terms on the right-hand side, so that \( J(t) \neq J(0) \) generally, and although \( d|J|/dt \) may in fact be positive, nevertheless one may establish that

\[
|J(t)| \leq |J(0)|, \quad (9.2)
\]

from which the stability theorem (3.4) follows directly; thus all the results derived in this paper continue to hold for the system (9.1).

The proof of (9.2) for the system (9.1) is given for the case of two-dimensional (barotropic) flow in Shepherd (1988b, §4.1), where \( P = \Phi_{xx} + \Phi_{yy} + f_0 + \beta_0 y \) rather than (2.2). Since the proof does not depend on the detailed definition of \( P \), but only on the form (9.1) together with the nature of the pseudomomentum invariant \( A(Q, q) \), it is a straightforward exercise to verify that it goes through for the present case. (This is most easily seen by treating the surface contribution as part of the potential vorticity, and imposing the homogeneous lower boundary condition \( \Phi_z = 0 \); see Breherton 1966; Hoskins et al. 1985.)

Whatever the physical relevance of the forced-dissipative system (9.1), it does correspond to the kind of system often used in theoretical and modeling studies. It arises, for example, when dissipation is provided by Rayleigh friction and Newtonian cooling with equal, constant relaxation coefficients. On the other hand, it
has not been possible to derive a result corresponding to (9.2) when these coefficients are unequal, or when Ekman damping is applied at the surface. The extent to which the saturation bounds can be salvaged in general kinds of forced-dissipative problems is an interesting subject for further study.

Although the saturation bounds derived here have been obtained by varying the vertical structure of the basic flow, the method is evidently not limited to this sort of approach. For example, the study of Gutowski (1985) suggests that changes in the static stability associated with vertical heat fluxes may be a crucial part of mean-flow adjustment to baroclinic instability. It would therefore be interesting to determine the saturation bounds obtainable by considering basic flows with different static stability profiles (in effect, taking part of the "reference state" \( \Theta_s(z) \) as the initial disturbance). Similarly, James (1987) has proposed that adjustment involves changes in the barotropic component of the mean flow, and one might try to see how much of James's "barotropic governor" could be captured through the saturation-bound approach.

One application of these bounds is in providing a constraint for evaluating the validity of approximate (e.g., weakly nonlinear or low-order) theories. For example, Pedlosky's (1979b) weakly nonlinear theory for the Charney problem was shown (section 6) to violate the rigorous saturation bounds for \( O(1) \) supercriticality. Another application is that of providing an eddy-amplitude closure for transient-eddy parameterization schemes (section 8), a subject of both theoretical and practical importance. In this regard, and indeed more generally, it would be of considerable interest to determine the extent to which the saturation bounds give quantitatively accurate estimates of maximum eddy amplitudes under various conditions.

Although this last question can only be properly addressed through fully nonlinear numerical simulations, it is nevertheless fairly clear that there is a parameter regime where the saturation bounds will give hopelessly large overestimates (I. M. Held, personal communication 1988); namely the homogeneous limit of a very broad jet. When the Rossby deformation radius \( NH/f_0 \) (which is an upper bound on the eddy length scale) is much less than the width of the jet, \( L \), then the homogeneous limit is reached, where eddy statistics are independent of \( L \) (Haidvogel and Held 1980). If we take \( L \approx L \), the channel width (as in the Charney problem), then the homogeneous limit is the limit \( h \ll 1 \), and the spatially-integrated eddy potential enstrophy and eddy APE would be expected to scale as \( L \).

The rigorous saturation bound (4.36), on the other hand, scales as \( L^3 \), and so will be a considerable overestimate as \( L \to \infty \). This implies, inter alia, that the flow cannot be neutralized as in the adjustment arguments. The physical reasons for this involve the fact that the saturation bound must cover the (extreme) case of the gravest meridional mode, but the gravest mode is unstable in the homogeneous limit and proves to be irrelevant to the finite-amplitude dynamics (Haidvogel and Held 1980). The earth's atmosphere is far from the homogeneous limit, but these considerations might be relevant on Jupiter, for example.

Another limitation of this study is that the method used here would seem to be restricted to quasi-geostrophic dynamics. This is because the Liapunov stability theorem on which the method relies does not appear to exist in the fully ageostrophic case (Abarbanel et al. 1986), unless one can make a priori assumptions about the spatial structure of the disturbance. Of course, for practical purposes such assumptions (e.g. the existence of a minimum vertical scale) may be quite reasonable in certain circumstances.
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APPENDIX A

Generalization to the Modified Quasi-geostrophic Equations

The system of equations used in the body of this paper is the standard quasi-geostrophic set, which is derived under the quasi-Boussinesq assumption \( f_0^2 L^2/gH \ll 1 \). Although this assumption is reasonable for synoptic-scale motions of the kind under consideration here, it becomes highly suspect (if not invalid) for planetary-scale motions. When this parameter is taken to be of order unity, the potential vorticity equation (2.1) remains unchanged, but the boundary condition (2.4) becomes

\[
\frac{D}{Dt} \left( \Phi_z - \frac{N^2}{g} \Phi \right) = 0. \quad (A1)
\]

Similarly, while the expression for the potential vorticity is still (2.2), the potential temperature is given by

\[
\Theta = \frac{\Theta_s f_0}{g} \left( \Psi_z - \frac{N^2}{g} \Psi \right), \quad \theta = \frac{\Theta_s f_0}{g} \left( \psi_z - \frac{N^2}{g} \psi \right),
\]

(A2)

instead of (2.16). White (1977) refers to this as the modified quasi-geostrophic set of equations. The purpose of this appendix is simply to point out that the pseudomomentum conservation law and generalized Charney--Stern theorem derived in sections 2 and 3 go through for the modified equations without alteration, and that saturation bounds will therefore follow.

The crucial point about the changes implied by (A1) and (A2) is that the potential temperature at the boundaries is still a materially conserved quantity, viz.
\[
\frac{D}{Dt} (\Theta + \theta) = 0 \quad \text{at} \quad z = z_1, z_2,
\]
(A3)

and so the function \( B(\Theta, \theta) \) defined by (2.15) remains appropriate. The only difference is that (2.17) becomes

\[
\frac{DB}{Dt} = \rho(f_0/N)^2 \psi_x \left( \psi_z - \frac{N^2}{g} \psi \right),
\]
(A4)

but this has no effect on (2.18) since the new term is proportional to \( \psi_x \psi_z \) and thus vanishes under a zonal average. The generalized Charney–Stern theorem (3.4) goes through accordingly. Blumen (1978) has shown that the pseudoenergy conservation law and associated Arnol’d stability theorem hold for the linearized version of the modified quasi-geostrophic equations.

With regard to the saturation bounds, the details of the calculations presented here (especially in sections 5 and 7) would generally require modification. However, because both the unstable Charney profile (4.1) and the stable basic flow (4.27) have zero velocity at the ground, the extra term in (A2) vanishes away and the saturation bounds derived in section 4 apply virtually as they stand. The only modification is that in their dimensionless versions, the expressions for the eddy APE (including that for \( Y_0 \)) require the correct version of dimensionless potential temperature according to (A2).

**APPENDIX B**

**Check on the Expression (6.5)**

From Pedlosky’s (1979b) equation (3.44), the leading-order correction to the zonal-mean potential vorticity is given by

\[
q_0 e^{-\beta \varepsilon} |A|^2 \pi l (\sin 2\pi y),
\]

so taking \( \lambda = \frac{1}{2}, \mu = f + \beta/2, l = 1, \) and \( q_0 \approx \beta \varepsilon \) as before, this yields

\[
(\beta + h^{-1}) \left( y - \frac{1}{2} \right) + |A| \beta e^{-\beta \varepsilon} |A|^2 \pi \sin(2\pi y).
\]

At \( t = 0 \), the second term of the above expression is negligible (by hypothesis); when \( |A|^2 = |A|^\text{max} \), the ratio of the two terms is \( O((|\Delta|^{-1} |A|^{-2}) = O(|\Delta|^{-1} \beta \varepsilon) \gg 1 \) and the first term dominates. Therefore, using (4.33a), the maximum eddy potential enstrophy is given by

\[
\frac{1}{2} \int \int e^{-z/k} (\overline{\theta} - \mu)^2 \, dydz = \frac{1}{2} \int \int e^{-z/k} (\overline{\theta} - \mu)^2 \, dydz \mid_{|A|^2 = 0} - \frac{1}{2} \int \int e^{-z/k} (\overline{\theta} - \mu)^2 \, dydz \mid_{|A|^2 = |A|^\text{max}} \approx -|\Delta| \beta c |A|_{\text{max}} \pi \int e^{-z/k} (\beta + h^{-1})
\]

\[
\left( y - \frac{1}{2} \right) e^{-\beta \varepsilon} \sin(2\pi y) \, dydz \approx \frac{1}{2} |\Delta| \beta |A|_{\text{max}}^2,
\]

which agrees with (6.5) to leading order in \( |\Delta|^{1/2} \).
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