The potential of 1 h refractivity changes from an operational C-band magnetron-based radar for numerical weather prediction validation and data assimilation

Article

Published Version

Creative Commons: Attribution 4.0 (CC-BY)

Open Access


It is advisable to refer to the publisher’s version if you intend to cite from the work.
Published version at: http://dx.doi.org/10.1002/qj.2223
To link to this article DOI: http://dx.doi.org/10.1002/qj.2223

Publisher: Wiley

All outputs in CentAUR are protected by Intellectual Property Rights law, including copyright law. Copyright and IPR is retained by the creators or other copyright holders. Terms and conditions for use of this material are defined in the End User Agreement.
www.reading.ac.uk/centaur

CentAUR
Central Archive at the University of Reading
Reading's research outputs online
The potential of 1 h refractivity changes from an operational C-band magnetron-based radar for numerical weather prediction validation and data assimilation†

J. C. Nicol, A. J. Illingworth and K. Bartholomew

aNational Centre for Atmospheric Science (NCAS), University of Reading, UK
bDepartment of Meteorology, University of Reading, UK

*Correspondence to: J. C. Nicol, National Centre for Atmospheric Science (NCAS), University of Reading, Reading RG6 6BB, UK. E-mail: j.c.nicol@reading.ac.uk

Refractivity changes ($\Delta N$) derived from radar ground clutter returns serve as a proxy for near-surface humidity changes (1 $N$ unit $\equiv$ 1% relative humidity at 20 $^\circ$C). Previous studies have indicated that better humidity observations should improve forecasts of convection initiation. A preliminary assessment of the potential of refractivity retrievals from an operational magnetron-based C-band radar is presented. The increased phase noise at shorter wavelengths, exacerbated by the unknown position of the target within the 300 m gate, make it difficult to obtain absolute refractivity values, so we consider the information in 1 h changes. These have been derived to a range of 30 km with a spatial resolution of $\sim$4 km; the consistency of the individual estimates (within each 4 km $\times$ 4 km area) indicates that $\Delta N$ errors are about 1 $N$ unit, in agreement with in situ observations. Measurements from an instrumented tower on summer days show that the 1 h refractivity changes up to a height of 100 m remain well correlated with near-surface values. The analysis of refractivity as represented in the operational Met Office Unified Model at 1.5, 4 and 12 km grid lengths demonstrates that, as model resolution increases, the spatial scales of the refractivity structures improve. It is shown that the magnitude of refractivity changes is progressively underestimated at larger grid lengths during summer. However, the daily time series of 1 h refractivity changes reveal that, whereas the radar-derived values are very well correlated with the in situ observations, the high-resolution model runs have little skill in getting the right values of $\Delta N$ in the right place at the right time. This suggests that the assimilation of these radar refractivity observations could benefit forecasts of the initiation of convection.
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1. Introduction

It has been generally acknowledged that water vapour is quite poorly represented in numerical weather prediction (NWP) models (Dabbert and Schlatter, 1996; National Research Council, 1998). Both the quantity and distribution of water vapour have a major influence on the prediction of mesoscale and storm-scale weather, particularly with respect to quantitative precipitation forecasting (Emanuel et al., 1995; Fritsch et al., 1998; Droegemeier et al., 2000). Many studies have indicated the importance of obtaining low-level moisture variability in convection initiation (Weckwerth et al., 1996; Koch et al., 1997; Parsons et al., 2000), though this variability is poorly characterized by existing observing platforms (Weckwerth et al., 2004). Crook (1996) demonstrated that variations in boundary-layer temperature and moisture that are within typical observational variability (1 $^\circ$C and 1 g kg$^{-1}$, respectively) can make the difference between no initiation and intense convection.

Initially proposed by Fabry et al. (1997), radar refractivity retrievals can provide spatially distributed near-surface moisture data, albeit over relatively limited areas (i.e. the radar ground clutter field). Refractivity changes are derived from the phase
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change detected from stationary targets (ground clutter); the ground clutter field is typically limited to a range of 50 km or so under standard propagation conditions. Radar signals travel more slowly as the refractive index \( n \) of the air increases. As a result, the measured phase from stationary targets will decrease in proportion to the range of the target and the refractivity change, \( \Delta N = n - 1 \). At about 20 °C, a refractivity change of 1 N unit \( (\Delta N = 1) \) may be due to either a temperature change of about 1 °C or a relative humidity (RH) change of just 1%. In warm conditions, refractivity may be used as a proxy for the low-level moisture field (Weckwerth et al., 2005).

Many studies have presented cases where refractivity data have shown boundaries or structures in the moisture field that may have played a role in storm initiation and have suggested that refractivity data assimilation may be useful. Sun (2005) studied the impact of radar refractivity observations from the NCAR S-Pol on the numerical prediction of storm initiation for an isolated storm observed during the International H2O Project (IHOP_2002), a field programme aimed at improving sampling of the atmospheric low-level water vapour. The assimilation of the low-level humidity inferred from the refractivity was found to enhance the moisture variability and hence the convection initiation. Weckwerth et al. (2005) analyzed refractivity fields derived from radar and concluded that they had potential for forecasting convection initiation. Montmerle et al. (2002) initialized the humidity field in the lowest model level from refractivity measurements and found this to increase the low-level humidity, permitting more vigorous storm development and improving agreement with subsequent precipitation observations.

There are many modelling studies of the moisture fields observed during IHOP_2002; Weldegaber et al. (2011) found that the representation of humidity below 750 mb improved (decreased by 0.6 g kg\(^{-1}\)) for one case when the horizontal grid length changed from 4 to 1 km. Xue and Martin (2006a, 2006b) found that for a model with 1 km grid length, the timing and location of dry line convective initiation was predicted with an accuracy of 25 km and 20 min; they were able to model horizontal convective rolls with aspect ratios between 3 and 7 and showed that the resultant localized forcing determined the exact location of convective initiation. In this article, we compare the size and magnitude of refractivity features that are modelled by different versions of an operational model with different horizontal grid lengths but are initiated with the same observations.

Fabry (2006) examined the spatial structure of radar refractivity observed during IHOP_2002 and found a typical change of 1.5 N units over 10 km along the direction of the wind and of 2.5 N units over 10 km perpendicular to the wind (their figure 3). This variability was partially attributed to the east-southeast–west-northwest climatological refractivity gradient (0.1 N units km\(^{-1}\)) and a diurnal modification of about 1 N units over 10 km was observed (their figure 4).

Fabry et al. (1997) described how refractivity changes may be determined relative to a reference period lasting an hour or so when near-surface refractivity is homogenous and known. This allows the retrieval of absolute refractivity fields rather than fields of changes from subsequent scans. Radar refractivity has generally been applied to relatively long-wavelength (e.g. S-band; 10 cm wavelength) weather radar with frequency-stable transmitters (i.e. klystrons). Weckwerth et al. (2005) demonstrated that refractivity fields may be estimated relative to such reference periods over considerable periods of time (e.g. weeks or months) with errors of about 3 N units. More recently, Bodine et al. (2011) compared refractivity retrieved from the S-band NEXRAD radars with \textit{in situ} observations over a period of several months and found errors of up to 30 N units. They suggested that scan-to-scan refractivity changes may be better suited for forecasting applications. However, their results could have been affected by spreading targets with adjacent range-gates having correlated returns (Nicol and Illingworth, 2013). At shorter wavelengths, finding suitably quiescent reference periods becomes more difficult due to the increased sensitivity to refractivity changes.

Refractivity changes between two times based on a pair of targets along the same azimuth (at ranges \( r_g \) and \( r_h \)) are given by

\[
\Delta N = \frac{c}{4\pi f_{tx}^2} \frac{10^6 \Delta\phi_f - \Delta\phi_t}{r_h - r_g}
\]

Here, \( c \) is the speed of light in a vacuum and \( f_{tx} \) is the transmitted frequency. Phase-change differences \( (\Delta\phi_f - \Delta\phi_t) \) are typically calculated by ‘pulse-pair’ processing (e.g. Skolnik, 1990, p 23.15) although changes are estimated between range-gates rather than between pulses for Doppler velocity estimates. Phase change aliasing or folding becomes a greater problem at shorter wavelengths. In the C band (≈5 cm wavelength), phase changes decrease with range at a rate of \( \sim 13^N \Delta N^{-1} \text{ km}^{-1} \). To reduce the likelihood of aliasing, refractivity changes are estimated from closely located target pairs, typically from adjacent range gates. For the operational C-band radar data analyzed in this study with a 300 m range-gate spacing, the maximum unambiguous refractivity change is \( |\Delta N|_{\text{unamb}} \approx 44 \) (neglecting the effects of phase-change noise). At shorter wavelengths, phase-change noise \( (\sigma_{\Delta\phi}) \) is proportionally greater: a target displacement of just 14 mm (28 mm change in the two-way path) in the C band introduces 180° phase shift. In practice, observed phase changes are very noisy, with errors arising from millimetre-scale target motion, changes in the vertical gradient of refractivity in relation to target height variability (Park and Fabry, 2010) and also target location uncertainty relative to the centre of the range gate (Nicol et al., 2013) when significant refractivity changes and/or magnetron transmitter frequency drifts \( (\Delta f_{tx}) \) occur. The phase-change noise (in radians) due to target location uncertainty (even for perfectly stationary targets) is given in Eq. (2) based on eqs (14) and (17) of Nicol et al. (2013), where \( L \) is the range resolution and \( \Delta f_{tx} \) is the fractional transmitter frequency change in parts per million \( (\Delta f_{tx} = \Delta f_{tx}/f_{tx} \times 10^6) \). The total phase-change noise at any given time combines the contribution due to target location uncertainty with other sources of noise such as target motion:

\[
\sigma_{\Delta\phi} = \frac{2\pi L f_{tx} |\Delta N + \Delta f_{tx}|10^{-6}}{c}.
\]

The range resolution is related to the pulse duration \( \tau \) by \( L = c \tau /2 \). As such, radar refractivity retrievals in the C band using a magnetron transmitter are significantly more challenging, particularly with the relatively long pulse \( (\tau = 2 \mu s; L = 300 \text{ m}) \) currently used for scans at the lowest elevations in the UK, as target location uncertainty and the associated phase-change noise increase with pulse length. For the radar considered here, an extra \( \Delta f_{tx} \) phase-change noise occurs for each part-per-million change in either the refractivity or the transmitter frequency. Even with the relatively moderate changes in near-surface refractivity in temperate climates such as in the UK, retrievals can fail over times as short as 1 h in the most extreme cases. As we shall see later, this tends to occur when large refractivity and frequency changes coincide and a significant contribution from target location uncertainty to the total phase-change noise (including target motion) occurs; an example for a contribution of \( \sigma_{\Delta\phi} \approx 50^\circ \) with \( \Delta N \approx +15 \) and \( \Delta f_{tx} \approx +10 \text{ ppm} \) \( (\equiv 60 \text{ kHz}) \) is presented in section 3.2 for the radar considered here.

Given the limitations for absolute refractivity retrievals with magnetron-based C-band radars, in this article we shall investigate whether the information contained in retrievals of 1 h refractivity changes with about 4 km spatial resolution has the potential to improve the representation of near-surface humidity in NWP forecast models. This is achieved through the comparison of 1 h refractivity changes obtained from both radar retrievals and NWP model output with \textit{in situ} observations from a surface weather station.
In section 2, we investigate the characteristics of near-surface refractivity derived from two meteorological surface stations operated by the Met Office and quantify the variability below the 4 km scale. The representativity of 1 h refractivity changes as a function of height is addressed using observations from a 200 m instrumented tower. Section 3 presents an outline of the radar refractivity retrieval algorithm applied to data from the UK operational network radar at Cobbacombe in Devon. Previous studies have estimated errors in the retrieved refractivity from comparisons with in situ measurements. We introduce a new method of estimating errors from the spatial consistency of the radar estimates, similar to the approach suggested in Fabry (2004). Both techniques indicate that 1 h refractivity changes can be derived with an accuracy of about 1 N unit. The representation of refractivity in the UK operational mesoscale forecast model (the Unified Model) run with various horizontal grid lengths (1.5, 2, 4, and 12 km) is then discussed in section 4. One-hour refractivity changes from radar retrievals and model output are compared with in situ surface observations. Finally, general conclusions are presented in section 5.

2. In situ refractivity measurements

In situ measurements from two UK Met Office surface stations at Dunkeswell (altitude 252 m; ~20 km southeast of the radar) and Liscombe (altitude 348 m; ~20 km northwest of the radar) have been used for validation. Refractivity was derived from observations of temperature, T (K), pressure, p (hPa) and relative humidity (from which the partial water vapour pressure e (hPa) was derived) using the relation of Bean and Dutton (1968):

\[ N = N_d + N_w = 77.6 \frac{p}{T} + 3.73 \times 10^5 \frac{e}{T^2}. \]  

Here we refer to the dry \((N_d)\) and wet \((N_w)\) terms corresponding to the first and second terms respectively. Observations were made every minute at Dunkeswell, though only every hour at Liscombe.

2.1. Spatial and temporal refractivity variability

The refractivity time series at Dunkeswell during 2008 ranges between about 290 and 350 and exhibits a large degree of structure (shown in Figure 1(a)). Figure 1(b) shows the refractivity difference between the two stations every hour during 2008; the mean difference (in bold) of 4.6 N units throughout the year is consistent with a mean refractivity lapse rate of about 40 N units km\(^{-1}\). Figure 1(c) depicts the monthly standard deviation of the differences between the two stations for the dry term (light grey), the wet term (dark grey) and the total refractivity (black).

The standard deviations of these differences are lowest during winter (~2 N units) and largest during summer (~4.5 N units). The mean and standard deviation of the difference between the stations throughout the year are 4.6 ± 3.7 (N), 2.6 ± 0.9 (N\(d\)) and 2.0 ± 3.8 (N\(w\)). The standard deviations of the differences in the dry term are rather small and quite constant throughout the year (<1 N unit). Almost all of the variability in these differences between the two stations is due to the wet term.

2.2. Spatial variability at scales below 4 km

Radar refractivity changes presented in this article have a spatial resolution of about 4 km, as a result of the smoothing required to obtain reliable retrievals, so we shall now consider the temporal variability measured at a surface station corresponding to scales below 4 km. The mean 10 m wind speed at Dunkeswell throughout 2008 was 4.5 m s\(^{-1}\), implying that 4 km corresponds to a period of about 15 min for the advection of air past the surface station. The refractivity observations taken every minute at Dunkeswell have been examined to quantify the temporal variability and estimate the spatial variability of refractivity. A typical 24 h time series for the summer (6 July 2008), shown in Figure 2, illustrates the high-frequency variations occurring during sunny days, with minute-to-minute fluctuations reaching 3 N units. The standard deviation of the minute-to-minute refractivity values with respect to a 15 min running mean was calculated as a measure of the variability of the near-surface refractivity on scales below 4 km. The root-mean-square (rms) values of this variability as a function
of time of day are shown in Figure 3 for winter (JF) and summer (JJ) 2008, highlighting the extremes of the average diurnal cycle throughout the year. To improve the representativity of ‘point in situ’ measurements relative to NWP models, this suggests that instantaneous observations of humidity (or refractivity), in particular, should be smoothed in proportion to the model grid length for comparison with or assimilation into forecast models. For a mean advection speed of \( \sim 4.5 \, \text{m s}^{-1} \), smoothing over approximately 6, 15 and 45 min would be appropriate for model grid lengths of 1.5, 4 and 12 km respectively.

The sub 4 km fluctuations are approximately 0.4 and 1.4 N units on average in winter and summer, respectively. The instantaneous differences between two stations due to these fluctuations would then be higher by a factor of \( \sqrt{2} \) with values of approximately 0.6 and 2.0 N units in winter and summer. Comparing this with the corresponding rms differences (Figure 1(c)) of about 2 and 4.5 N units suggests that a significant fraction of the variance between the stations (36 km apart) can be attributed to scales above 4 km.

It is this variability, largely due to humidity differences, that we hope to capture from the radar refractivity retrievals.

### 2.3. Vertical representativity of 1 h refractivity changes

Radar refractivity retrievals correspond to changes at a height above the surface dependent on the ground targets illuminated by the radar. The effective measurement height will naturally lie somewhere between the height of these ground clutter targets and the ground itself, which contributes to some of the radar returns. Observations of temperature, pressure and humidity made on a 200 m meteorological tower at Cabauw in the Netherlands (51.97°N, 4.93°E) have been used to investigate the relationship between 1 h refractivity changes as a function of height, thus extending the work of Weckwerth et al. (2005) who looked at the correlation of absolute refractivity values with height. These data, from a location with a similar climate to southern England, are provided every 10 min and correspond to the mean values of these quantities during the preceding 10 min period rather than being instantaneous observations.

The correlation between 1 h refractivity changes \((\rho_{\Delta N})\) at 10, 20, 40, 80, 140 and 200 m have been calculated relative to near-surface changes (at 1.5 m) using data covering the period 1 January 2002–31 August 2006. Figure 4(a) shows that the correlation between near-surface changes and those up to 40 m is over 0.9 during daylight hours in summer. Even at 200 m, the correlation is about 0.65 on summer days and greater than 0.8 on summer afternoons, when mixing in the boundary layer is greatest and correlations are highest. During the night throughout the year these correlations drop down to just 0.7 (not shown). On winter nights with light winds \((<1 \, \text{m s}^{-1})\), the correlations are lowest and observations at a height of 40 m are uncorrelated with 1 h changes near the surface (Figure 4(b)). Despite the poorer correlations at night, the high correlations observed during the day suggest that radar refractivity changes should be representative of near-surface changes and indeed over a 100 m layer above the surface. The main application of the refractivity observations is expected to be in improving forecasts of surface-driven convection: it is only daytime measurements, and those in summer in particular, that are of interest. The correlation between the absolute refractivity near the surface (1.5 m) and at 200 m was 0.94 on summer days and 0.96 on summer afternoons. These results correspond closely with the correlations (0.89–0.95) presented in Weckwerth et al. (2005) from the southern Great Plains during IHOP 2002 between absolute radar refractivity and aircraft observations at comparable heights \((\sim 200 \, \text{m})\) in the boundary layer. They concluded that, under most daytime summer conditions, absolute near-surface refractivity is representative of a 250 m deep layer.

### 3. Radar refractivity retrieval

The algorithm implemented to retrieve 1 h refractivity changes from an operational C-band weather radar is briefly described in this section. We focus on differences with respect to the formulation presented by Fabry (2004), necessitated by the more severe phase-change noise due to the relatively short wavelength and magnetron frequency drifts of the radar used in this study. Refractivity data have been collected by the radar at Cobham in southwest England covering the period March–August 2008: the absolute phase and the power ratio (e.g. Hubbert et al., 2009) were recorded at each range gate in addition to the local oscillator frequencies for the lowest operational scan (0° elevation) every 5 min. A relatively long pulse was employed for these scans (2 \(\mu s\);
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**Figure 2.** Refractivity time series from in situ measurements at Dunkeswell on 6 July 2008. A 15 min window used to estimate variability at scales below 4 km is shaded grey. This figure is available in colour online at wileyonlinelibrary.com/journal/qj
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**Figure 3.** Root-mean-square refractivity variability below the 4 km scale, as a function of time of day in (a) winter (January–February 2008) and (b) summer (June–July 2008) at Dunkeswell. This figure is available in colour online at wileyonlinelibrary.com/journal/qj
300 m range resolution) with a pulse repetition frequency (PRF) of 300 Hz and a scan rate of 1.2 rpm (7.2 s⁻¹).

3.1. Outline of the radar refractivity retrieval algorithm

3.1.1. Stationary targets

To identify suitably stationary targets using an S-band radar, Fabry (2004) derived indices based on both real-time measurements (e.g. velocity and spectral width) and 5 min phase differences from a calibration period. This calibration period, lasting a few hours, should ideally correspond to windy conditions with negligible refractivity changes, but such conditions are progressively harder to meet at shorter wavelengths. For example, $\Delta N_1 = 1$ over a 20 km path in 5 min corresponds to phase changes of about 140, 260 and 460° in S, C and X bands. Accordingly, in the C band we have used a single real-time parameter, the power ratio (PR), which represents the consistency of the returned signal at a particular range-gate in terms of both phase and amplitude, as the radar scans through each degree in azimuth. Nicol et al. (2012) demonstrated an excellent separation of clutter and precipitation echoes using PR for operational radars in the UK scanning at 1.2 rpm.

3.1.2. Frequency correction

Automated frequency control in radar systems with magnetron transmitters requires the adjustment of the frequency of local oscillators to follow the transmitter frequency. This requires adjustments to two local oscillators for the radar considered here. Occasional frequency adjustments of the stable local oscillator (STALO) are applied to maintain an intermediate frequency (IF) within 100 kHz of the nominal value (30 MHz). In addition, the frequency of the numerically controlled oscillator (NCO) is set prior to each scan for accurate down- conversion from IF to baseband. Local oscillator frequency changes lead directly to refractivity errors if a simple range-dependent correction (proportional to any changes in the sum of the local oscillator frequencies) is not applied (Nicol et al., 2013). Nicol et al. demonstrated that the residual refractivity errors following correction for local oscillator frequency changes were less than 0.25 $N$ units for the radar at Cobbacombe.

3.1.3. Field-averaged refractivity subtraction and phase-change smoothing

In refractivity retrievals, the field-averaged refractivity change ($\langle \Delta N \rangle_{\text{field}}$) is estimated and the effect of $\langle \Delta N \rangle_{\text{field}}$ is then subtracted from the observed phase changes. This is done so that less folding of the phases occurs and also to reduce the underestimation of refractivity changes relative to $\langle \Delta N \rangle_{\text{field}}$ which result from the subsequent smoothing of phase changes (Nicol and Illingworth, 2013). Based on simulations in the S band, they recommended that a linear least-squares fit applied to the azimuthally averaged phase changes should be used when estimating $\langle \Delta N \rangle_{\text{field}}$ for radars with klystron transmitters. This was shown to avoid biases due to the presence of phase-correlated returns, which can occur when radar returns from ground targets spread over several range gates due to the length of the transmitted pulse and the filtering in the radar receiver. Nicol et al. (2013) showed that these phase-correlated returns tend to bias refractivity retrievals towards the fractional transmitter frequency change ($\Delta F_T$). Because of the increased phase-change noise in the C band and the effects of magnetron frequency drift, we have obtained more accurate results by smoothing the phase-change data before calculating $\langle \Delta N \rangle_{\text{field}}$ using the standard pulse-pair processing. Although $\langle \Delta N \rangle_{\text{field}}$ may then be moderately underestimated, the final estimates of the 1 h refractivity changes have proved more accurate with this approach. The smoothing kernels were Gaussian functions (truncated at three standard deviations) in both range and azimuth (standard deviations: 375 m range; 750 m azimuth). The extent of the smoothing kernel with respect to range (acting as a low-pass filter on the measured phase changes) must be restricted to avoid large underestimates, particularly in local perturbations of refractivity changes and at shorter wavelengths (Nicol and Illingworth, 2013). However, this requires a delicate trade-off to ensure a sufficient reduction in phase-change noise.

3.1.4. Refractivity estimation

Biases due to phase-correlated returns and the effects of phase-change noise in general are reduced when the distance between targets used to estimate refractivity changes using Eq. (1) increases. Although this reduces the maximum unambiguous refractivity change from $|\Delta N|_{\text{field}} \approx 44$ to $\approx 15$, a three-gate separation has been found to provide the most accurate retrievals in comparison with surface observations. Local refractivity changes are estimated by smoothing estimates from each pair of targets, again using a Gaussian function truncated at three standard deviations, though of equal width in range and azimuth (standard deviation: 1500 m). To afford direct comparisons with model output, radar refractivity changes have also been averaged on to regular 4 and 12 km Cartesian grids.

3.2. Time series from accumulated refractivity changes

Figure 5(a) shows time series from in situ refractivity observations at Dunkeswell and from accumulating the corresponding 1 h radar refractivity changes during April 2008. There is no intention to derive refractivity changes over long periods of time by accumulating changes, as estimation errors will progressively develop in time, but these accumulations can be informative.
in evaluating the quality of radar retrievals. It may be seen that the comparisons over the initial two-thirds of the series are remarkably good in general, though a significant divergence between the series occurs on 23 April depending on whether a single questionable retrieval is included or not. In Figure 5(b) and (c), the phase-change noise due to target location uncertainty has been calculated for each term in Eq. (2) using 1 h changes in the transmitter frequency and in situ refractivity from the station at Dunkeswell respectively. The total target location phase-change noise is shown in Figure 5(d). The divergence between the series in Figure 5(a) coincides with the largest target location phase-change noise (> 40°), when significant refractivity and transmitter frequency changes combine. Eliminating this estimate from the time series demonstrates improved agreement with in situ measurements in Figure 5(a). The contribution to the total phase-change noise due to target motion typically increases with wind speed (Fabry, 2004). Measurements of the 10 m wind speed at Dunkeswell (shown in Figure 5(e)) indicate that this contribution was likely to be only moderate at the time of the dubious retrieval and reliable retrievals have been obtained at other times when similar or greater wind speeds have occurred.

3.3. Radar refractivity retrieval errors

To provide real-time estimates of radar refractivity errors, we propose the following approach using the standard deviation of refractivity changes estimated from all pairs of targets encompassed by the smoothing kernels used to derive the mean refractivity changes. Because estimates from individual target pairs are not independent, due to phase-change smoothing, the number of independent target pairs (N_{i}) is derived from the ratio of the areas of the refractivity and phase-change smoothing kernels (i.e. N_{i} = 8). Refractivity retrieval errors are then equal to the standard deviation of refractivity changes from all target pairs divided by the square root of N_{i}. Figure 6 shows the rms retrieval error in 1 h refractivity changes during the period March–August 2008 in the region surrounding Cobbacombe, averaged on to a 4 km grid.

Retrieval errors are typically about 0.7 N units within 10–15 km of the radar and increase to about 1.0 N units to the northwest and about 1.4 N units to the southwest of the radar. These differences appear to be related to differences in target motion across the ground clutter domain, as this pattern closely resembles the spatial pattern of the average power ratio (not shown). Changes in the vertical refractivity gradient, combined with target height variability (Park and Fabry, 2010), result in phase-change noise that increases in proportion to range and is also likely to have contributed to this error pattern.

These retrieval errors have been evaluated from the divergence between in situ observations and accumulated radar time series over 24 h periods. To minimize representativity errors from the ‘point’ in situ observations, these divergences were calculated relative to midnight when temporal (and spatial) variability in the refractivity fields are typically lowest (for example, see Figure 2). Over a five-month period (March–August 2008), the rms 1 h retrieval error at Dunkeswell was estimated to be 1.38 N units (in accord with Figure 6). Based on the rms divergence of 24 h radar accumulations with respect to in situ observations (6.1 N units) and assuming that the retrieval errors from hour to hour were independent, the rms retrieval error in 1 h changes was determined to be 1.25 N units.

4. Refractivity representation in Met office forecast models

The Met Office Unified Model solves non-hydrostatic, deep-atmosphere dynamics using a semi-Lagrangian numerical scheme (Davies et al., 2005). In 2008, versions of the Unified Model were routinely run with horizontal grid lengths of 12 km (North
Atlantic European: NAE) and 4 km (UK4). In addition, a high-resolution (1.5 km grid length) version (SUK) was under development and run on an occasional basis over the southern United Kingdom. The configurations of the models were generally very similar; the major difference being that the 1.5 km model was run without a convection parametrization and that the 4 km model had the parametrization modified to greatly reduce the convective mass flux. A summary of the differences in configuration between these models is presented in appendix A of Lean et al. (2008). However, for the model runs presented here, the number of vertical levels had also been increased from 38 to 76 in the 4 km model and, unlike the results presented by Lean et al., the full operational data-assimilation system was used. The representation of refractivity in the NAE and UK4 models has been assessed by considering data in two 10 day periods: the ‘spring’ period (1–10 March 2008) and the ‘summer’ period (25 July–3 August 2008). SUK output from two active convective days in summer (27 and 28 July 2008) has also been analyzed.

4.1. Model characteristics – lowest three levels

The lowest three vertical levels in these models essentially follow the terrain at heights of 10, 49 and 127 m for the NAE and 5, 21 and 45 m for the UK4 and SUK. As radar retrievals are likely to correspond to heights of 5 m or less above the surface, the lowest model levels are most suitable for comparison. However, in locations with tall ground targets such as electricity pylons, measurements may be representative of higher levels. The rms refractivity differences between the lowest model levels and at levels close to 50 m (level 2 in the NAE and level 3 in the UK4) were 0.4 N and 1.1 N units in the spring and summer periods for the NAE and 0.3 N and 1.0 N units respectively for the UK4. Such differences are consistent with a refractivity lapse rate of 35–40 N units km⁻¹, particularly if the representativeness errors based on this may conceivably reach 1 N unit. In any case, these differences are unlikely to be significant in view of the 1 N unit errors in the radar refractivity estimates.

4.2. One-hour refractivity changes

One-hour refractivity changes for the various grid-length models have been compared with in situ surface observations at Dunkeswell, which were available every minute though smoothed to reduce structures at scales below 12 km. The UK4 model has been averaged on to a 12 km Cartesian grid before refractivity changes are calculated to afford a fair comparison. Larger changes are typically observed between different forecast members of the models at the transition between forecasts and subsequent analyses, particularly during summer (Bartholomew, 2012). These transitions occur at different times for the UK4 and NAE models, so only data avoiding these transitions have been included in the following analysis. The rms 1 h changes from in situ observations were 2.0 and 2.8 N units based on 151 and 160 1 h changes for the spring and summer 10 day periods, respectively. This compares with 1.9 and 2.0 N units (NAE) and 1.9 and 2.3 N units (UK4) during these periods. Therefore, the magnitude of the refractivity changes represented in both the UK4 and NAE was in close agreement with in situ observations during the spring period. During the summer period, the magnitude of these changes was underestimated in both models, to a greater degree in the NAE. The larger changes from the in situ observations during summer can be explained in part by the fact that smoothing the surface observations effectively reduces the along-wind component of small-scale fluctuations, though not the cross-wind fluctuations (which are typically larger), which will not be resolved in the models. These small-scale fluctuations are larger in summer, as the warmer temperatures lead to greater variability in absolute humidity. Despite this, the NAE seems to be underestimated humidity variability at the grid-length scale (12 km).

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>T</th>
<th>e</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAE</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>43</td>
</tr>
<tr>
<td>UK4</td>
<td>16</td>
<td>20</td>
<td>18</td>
<td>29</td>
</tr>
<tr>
<td>SUK</td>
<td>12</td>
<td>19</td>
<td>15</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 1. Median decorrelation lengths (km) for refractivity (N), temperature (T), partial vapour pressure (e) and pressure (p) estimated from the NAE, UK4 and SUK models over two active convective days (27 and 28 July 2008).

The rms 1 h changes in the wet term (Ne) were within 0.1 N units of the rms 1 h total refractivity changes in in situ observations for both models during both periods, again indicating that refractivity changes are dominated by changes in Ne. This suggests that a forward operator based solely on Ne may be adequate concerning data assimilation of refractivity changes in NWP models.

4.3. Structures represented by the Met Office Unified Model

Model output from two convective summer days (27 and 28 July 2008) was available at all three model resolutions. Figure 7 compares refractivity changes between 0300 and 0600 UTC on 27 July 2008 with respect to 0000 UTC on 27 July 2008 in the NAE, UK4 and SUK models. Also shown at these times are the accumulated 1 h radar retrievals, also with respect to 0000 UTC. It is clear that, as the grid length becomes shorter, the model fields show progressively more small-scale structure and the magnitude of changes increases.

Decorrelation lengths have been derived from absolute refractivity fields for all three models based on these two summer days. Two-dimensional correlations of these fields were calculated and the decorrelation length was taken from the axis along which the most rapid decorrelation was observed (i.e. from the minor axis of the 2D correlations). The median decorrelation lengths are shown in Table 1 to the nearest kilometre, along with those for temperature (T), partial vapour pressure (e) and pressure (p). Although the decorrelation scales for temperature are only slightly changed at different grid lengths, the scale over which refractivity decorrelates is halved going from NAE to SUK models. Strongly associated with the humidity field, the refractivity decorrelation lengths correspond to 2, 5 and 8 grid lengths in the NAE, UK4 and SUK models respectively. Lean and Clark (2003) determined that features seen in the Unified Model at scales below about five grid lengths are likely to be attenuated by the closeness of their scale to the model grid length. This suggests that the refractivity structures represented in these models would only be well represented in the case of the SUK and perhaps to a lesser extent the UK4.

4.4. Time series of 1 h refractivity changes

To compare the observed radar-derived refractivity changes with the representation of refractivity in the forecast models over the ‘spring’ and ‘summer’ periods, all data have been averaged on to a common 12 km Cartesian grid. Time series of 1 h refractivity changes from a day selected from each of these periods (2 March 2008 and 1 August 2008) are shown in Figure 8; radar-derived changes (red) and those derived from model output from the UK4 (green) and NAE (blue) are compared with surface observations at Dunkeswell. Again, changes between model runs have been excluded from the analysis. The comparison between radar and surface observations is very good, particularly on 2 March. In contrast, the model comparisons are rather poor, particularly considering that the surface observations used here for comparison were assimilated in these models. To demonstrate that these two days are not exceptions to the general trend, the correlations between the 1 h changes have been calculated for each day of the spring and summer periods and are displayed in Figure 9(a) and (b), respectively. Time series from the two days shown in Figure 8 each contribute a single point to the series...
Figure 7. Refractivity changes (in N units) with respect to 0000 UTC on 28 July 2008 in the NAE (12 km grid length), UK4 (4 km grid length) and SUK (1.5 km grid length) models (left to right), at (a) 0300 UTC, (b) 0400 UTC, (c) 0500 UTC and (d) 0600 UTC on 28 July 2008. Shown in the rightmost column are the corresponding radar refractivity changes accumulated from 0000 UTC and changes based on in situ observations at Dunkeswell (black dot). As the model grid length decreases, the size of the features more closely resembles those derived from the radar.

of correlation coefficients in Figure 9(a) and (b). Again, 95% confidence intervals are shown based on the correlation and the number of points in each series.

The agreement between radar and in situ observations in Figures 8 and 9 is consistently better than the agreement between models and surface observations. This indicates that, even if the model is representing refractivity features at a smaller scale (closer to the scale of features depicted by the in situ observations), the model does not necessarily get features in the right place at the right time. The agreement between both data sets is better during the spring period than during the summer period, suggesting that more significant fluctuations occur at small scales during summer (see section 2.2) and result in poorer agreement with the other datasets. A more thorough analysis has shown that temperature and pressure changes are typically well-captured in the models and the poor representation of humidity changes in the model is the cause of the lower correlations shown in Figure 9.

5. Conclusions

Refractivity time series derived from instantaneous in situ measurements of temperature, pressure and humidity show a significant degree of variability at small scales (e.g. < 4 km). These fluctuations are highest on days in summer with clear skies, when the standard deviation of these fluctuations reaches about 3 N units. Although surface observations made with high temporal resolution may be smoothed to reduce this variability, this essentially reduces the along-wind fluctuations but not the cross-wind fluctuations, which are not resolved by either radar retrievals or model fields. Fabry (2006) demonstrated that refractivity fields are in fact more variable in the cross-wind than in the along-wind direction. Instantaneous surface observations of humidity (or refractivity) should be averaged appropriately if they are to be assimilated in NWP models; the averaging should be determined by the typical time taken to advect an air mass over the model grid length.

Observations from an instrumented meteorological mast show that 1 h refractivity changes up to a height of about 100 m are representative of those made near the surface on summer days. Significant differences with height occur when the atmosphere near the surface becomes stably stratified, but such occasions are of little importance regarding the initiation of surface-driven convection.

Due to the relatively short wavelength and long pulse of the radar considered, in conjunction with frequency drifts from the magnetron transmitter, refractivity changes cannot reliably be achieved over periods greater than a few hours in the C band. Future tests will investigate the improvements obtained using a shorter pulse, which may allow retrieval over significantly longer periods to be achieved through a reduction in target location phase-change noise, as recommended in Nicol et al. (2013).

A new way of estimating the errors in the retrieved refractivity changes is proposed using the consistency of the individual estimates within the averaging area. Radar refractivity retrievals of 1 h changes can be obtained with retrieval errors between 0.7 and 1.4 N units within 30 km of the radar considered in this work. These errors in the radar refractivity estimates are consistent with the errors estimated from the accumulated changes over 24 h with respect to in situ observations. Operational forecast models at progressively higher resolutions are able to represent humidity structures at smaller scales that are closer to those observed by in situ measurements. However, the correlation of daily time series
of these model values of $\Delta N$ with in situ values is much lower than the correlation of the in situ values with the radar-derived values. The ability to resolve spatial patterns of significant refractivity (and therefore humidity) changes at a useful resolution suggests that radar refractivity retrievals may provide a useful data source for assimilation in NWP models to improve the representation of near-surface humidity, which may in turn improve forecasts of showers and convective storms.
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