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Abstract

There is a strong drive towards hyperresolution earth system models in order to resolve finer scales of motion in the atmosphere. The problem of obtaining more realistic representation of terrestrial fluxes of heat and water, however, is not just a problem of moving to hyperresolution grid scales. It is much more a question of a lack of knowledge about parameterisation of processes at whatever grid scale is being used for a wider modelling problem. Hyperresolution grid scales cannot alone solve the problem of this hyperresolution ignorance. This paper discusses these issues in more detail with specific reference to land surface parameterisations and flood inundation models. The importance of making local hyperresolution model predictions available for evaluation by local stakeholders is stressed. It is expected that this will be a major driving force for improving model performance in the future.

1. Introduction

It is a general expectation in earth system science modelling that we will continue to move to higher and higher resolution coupled models, with so called hyperresolution models (on the order of 1km or less) becoming computationally feasible for operational forecasts within the foreseeable future (e.g. Wood et al., 2011). Many of the forecasting centres that produce global Numerical Weather Predictions (NWP) are already running tests with models at such scales or have plans to move to scales of the order of 1-10km in the near future. Many Limited Area Models are already run at hyperresolution. It is also likely that global climate models will follow in due course again with some regional climate models already running at such scales. The principle driver behind these developments is to resolve finer scales of motion in the atmosphere and oceans, with an expectation that the accuracy and precision of forecasts and projections will be improved. Past experience suggests that this will be the case. There have been improvements in both forecast performance and lead times as more powerful computers have become available and grid scales have reduced and as the observed data available for assimilation have increased (e.g. Richardson et al., 2013).

In NWP and climate models both atmosphere and ocean are represented in the form of continuum nonlinear partial differential equations for the conservation of mass and momentum, which can only be solved approximately. In particular, the way in which the differentials can be approximated depends on the grid scale and how well the scales
of motion can be represented depends on the Nyquist frequency (at approximately twice the grid scale). Thus in the representation of the fluid dynamics, grid scale is a major factor in modelling accuracy. Processes operating at less than the grid scale, including the dissipation of energy due to finer scale turbulence, must then be parameterised. Because of a lack of knowledge of the details of sub-grid processes, including non-homogeneous turbulence close to boundaries and complex interacting boundary layers over heterogeneous surfaces, such sub-grid scale parameterisations are often empirical or conceptual in nature.

There are, however, also parts of the earth system that are not so easily represented in the form of continuum partial differential equations above the very fine scale. In particular, the transport of heat and water in the terrestrial subsurface is better represented by imposing mass and energy balances with closures at the scale of discrete elements of the landscape rather than making fluxes dependent on gradient terms at anything above cm scales (e.g. Beven, 2006). In fact, the concept of a simple continuum gradient will generally be meaningless in the subsurface, where heterogeneity of characteristics, preferential flows, and the local nonlinearity of flow processes will be paramount. At a grid scale of 1km or even 100m, there is heterogeneity of topography, soil, geology and vegetation that will greatly influence the boundary fluxes across grid squares and exchanges between the land surface and the atmosphere. Even at 10cm, there can be preferential heterogeneity of water and heat flows that do not reflect continuous gradients in grid-scale variables other than the effect of gravity (with the possible exception of saturated water flows in larger groundwater bodies but even then the effects of heterogeneities may be obscured by the limitations of observational techniques in the subsurface).

It is therefore necessary to provide sub-grid parameterisations of such processes. This is a problem that has been discussed for a long time in hydrological modelling (e.g. Beven, 1989), but for which no definitive answer has been developed. Different models provide different forms of sub-grid parameterisations, including both conceptual storage models and models that continue to solve the continuum equations for the subsurface without recognition of the limitations of such an approach. Many current land surface parameterisations used in earth system models are peculiar mixtures of these two approaches, including the Community Land Model (Lawrence et al, 2011) and Joint UK Land Environment Simulator (JULES) (e.g. Blyth et al., 2010). This results from the fact that our knowledge of such grid-scale land surface characteristics and grid-scale integrated fluxes is subject to significant knowledge or epistemic uncertainties (Beven, 2012; Beven and Cloke, 2012). Comparisons with fluxes at a point (as in Blyth et al, 2010) gives only a limited constraint on any parameterisation, especially when the subsurface boundary conditions are unknown. Since there is then no correct answer, there is more than enough scope for multiple processes representations and parameterisations.

Thus, the problem of obtaining more realistic representation of terrestrial fluxes of heat and water is not just a problem of moving to hyperresolution grid scales. It is much more a question of a lack of knowledge about parameterisation of processes at whatever grid scale is being used for a wider modelling problem. Hyperresolution grid scales cannot alone solve the problem of this hyperresolution ignorance. This paper
discusses these issues in more detail, with some suggestions for future work necessary to make progress in this area.

2. Hyperresolution information

There is no doubt that there is more information about the earth, atmosphere and oceans available than ever before. In part this is due to the wider deployment of observations systems such as the International Soil Moisture Network (Dorigo et al., 2011); FLUXNET (Wilson et al., 2002; http://daac.ornl.gov/FLUXNET/fluxnet.shtml) and Cosmic Ray Soil Moisture Observing System (COSMOS; Zreda et al., 2012; Chrisman and Zreda, 2013; http://www.ceh.ac.uk/cosmos/), although there is evidence that globally hydrological observing systems are being reduced or may contain major inconsistencies (Hannah et al., 2011; Kauffeldt et al., 2013). More important, however, has been the deployment of more satellite remote sensing systems that have led to unprecedented volumes and detail of data that can be used in data assimilation, model evaluation and reanalysis (e.g. Dee et al., 2011). Much of this remotely sensed data is available directly at hyperresolution scales, and in some cases down to sub-meter scales. Many data sets such as the NASA 2000 Shuttle Radar Topography Mission (SRTM, at 3 arc-second or about 90m resolution) and the ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) stereomapping topography product (at 30 m resolution) are freely available, leading to dramatic improvements in the way in which it is possible to represent the shape of the land surface. Locally this can be augmented by airborne LIDAR (Laser Distance and Ranging) systems with resolutions down to sub-metre scale, though this may require processing to distinguish the land surface topography from vegetation and buildings etc. (e.g. Antonarakis et al., 2008; Casas et al., 2010)

Clearly the availability of high resolution topographic data is directly relevant to fluxes both at the surface, in the atmosphere and in the subsurface. That was the one type of hyperresolution data that was easily demonstrated to have an impact by Wood et al. (2011). Other types of information available at hyperresolution scales, such as surface temperatures, are also directly relevant to the fluxes of water and heat but are generally limited to providing information at, or very close to, the land surface. Very often, however, such remote sensing data demonstrate very nicely the type of sub-grid scale variability and changes over time that are often neglected by the sub-grid parameterisations used in larger scale models (see for example Franks and Beven, 1997).

However, the advantages of moving to higher resolution in adding information are also evident in model outputs, particularly in atmosphere and ocean models. For example, over the last decades NWP models have continuously increased in resolution, leading to better images of particular synoptic features. For example, ECMWF increased its model resolution from ~210km in 1981 to 16km in 2013, which in turn leads to more realistic looking model outputs. This gives greater definition in the forecast outputs, especially in cases of extreme events (see the hurricane of Figure 1 and studies on the forecasting of local extreme rainfall events as reported in Golding, 2009). There is also a general expectation, based on past experience, that greater definition will be followed by greater accuracy and confidence in the forecasts and predictions of such models over
longer lead times even if we also expect that in the longer term there will continue to be divergence in ensemble forecasts.

At local scales, of course, it is possible to go further in using finer resolution models to resolve convection (Weusthoff et al., 2010; Baldauf et al., 2011), and there is an interesting issue that arises as atmospheric models move towards convection resolving scales as to how their various sub-grid parameterisations, for example of rainfall formation, should be modified.

Figure 1. Resolving a large scale hurricane system at different levels of resolution. The top image is the higher resolution data from the visible light wavelengths of the NASA TERRA satellite MODIS sensor (1 km pixels). The other images present the same data but at the various resolutions of past and present ECMWF Numerical Weather Prediction models (source www.ecmwf.int).

Demonstrating realism in the representation of terrestrial subsurface processes is much more difficult because, as noted already, of the lack of knowledge of subsurface characteristics and boundary conditions. In this domain as well, however, increased computer power has led to the use of finer resolution models but mostly in hypothetical virtual reality simulations to explore the impacts of subsurface heterogeneities on flow and transport processes. This type of study also has a long history, from the early random field experiments of Freeze (1975, 1980), Smith and Schwarz (1980) and Smith and Hebbert (1979) to the recent multimillion element simulations of, for example, Zinn and Harvey (2003), Feyen and Caers, (2006), Michael et al. (2010), Guilleminot et al. (2012), and Meerschaert et al., (2013).

An interesting example is the study of Bashford et al. (2002) who produced virtual reality simulations of the 538 km² Little Washita catchment in Oklahoma. The outputs of the model are estimates of the surface and subsurface water flows and stream discharges and fluxes of latent and sensible heat to the atmosphere. Variation in the actual catchment topography on water flow and availability for evaporation, and the effects of random heterogeneities of soil characteristics and rainfall inputs to the hydrological model were reproduced. This meant that integral fluxes at any grid scale could also be calculated. In particular they looked to see what complexity of sub-grid
parameterisation might be supported if a direct measurement of actual latent heat fluxes was available at the 1km grid scale (with some uncertainty in the signal). It turned out that only a rather simple parameterisation of the decline of actual evapotranspiration with topsoil moisture content could be identified robustly from the (virtual) observations at this 1 km scale. The local heterogeneity certainly affects the observation at the sensor but presents a simpler signal integrated to this scale.

Other cases might be more problematic. Some early work on stochastic fields in hillslope hydrology suggested that an integrated measurement of discharge at the 500m scale from a heterogeneous soil might be represented by an equivalent homogeneous hydraulic conductivity for cases where the response was dominated by subsurface stormflows. When there were coupled surface and subsurface responses, however, no equivalent effective hydraulic conductivity could be found that would consistently reproduce the discharges (Binley et al., 1989a,b). These are virtual experiments, of course, but might be indicative of the problems that might be met in representing complex nonlinear interacting processes for real catchments of unknown heterogeneity. The simple use of small scale theory with “effective” homogenous values of parameters might not be adequate.

And yet, this is the approach that has been taken in nearly all parameterisations of land surface processes in atmospheric models. These have also continued to be mostly “flat earth” parameterisations, with little or no account taken of the role of topography and geology in changing the patterns of available water and runoff generation in the landscape (see, for example, Pacific et al., 2011; Emanuel et al., 2013). We might expect to include more detailed information (and perhaps do better) as we move to finer resolutions (e.g. Kollett et al, 2010), but resolution alone does not solve the problems of knowing patterns of relevant parameters in the landscape. In general, finer scale observations will not provide estimates of such parameters, they will have to be calibrated in some way to be consistent with the observations (or data assimilation used in forecasting to compensate for the deficiencies in the sub-grid parameterisations). Soil moisture is a hydrological variable that can be measured by airborne or space remote sensing. The Soil Moisture Active and Passive (SMAP) microwave mission will have an active L-band radar giving soil moisture information at 10km resolution every 2-3 days when it is launched in 2014-15 (Entekhabi et al., 2010). But the soil moisture sensed by active or passive microwave sensing is limited to the top few cm of soil, with uncertainties of a few percent because of surface roughness and other factors. In addition, the dielectric constant of the soil, on which the microwave emissivity depends, becomes rather insensitive when the soil is either very wet or very dry, increasing the uncertainty. Making use of such data might also depend on other, non-hydrological model components (e.g. Tian et al., 2009). The resulting inverse problem to find effective parameters consistent with such data will clearly be difficult and will not be made any easier by moving to hyperresolution models when more and more local parameters will need to be provided to run such models.

These examples suggest that there is a certain tension between resolution and information or knowledge that depends on the dynamics of the system. In moving from low resolution to higher or hyperresolution models there is initially a gain in information in resolving major features of the dynamics (synoptic scale features in the atmosphere and oceans, the topography of catchments on the land surface). Finer
resolution helps resolve more dynamic scales, and helps in the differentiation of boundary conditions and system characteristics that might affect the dynamics. But at a certain level this gain will plateau out when a simple increase of resolution will bring no improvement because there is a lack of knowledge about how best to represent the effects of heterogeneity in the boundary conditions and system characteristics. It is at this point that ignorance starts to play a more important role. Beyond that point it might be that the epistemic uncertainties associated with that ignorance might lead to feedback to large scales of motion and constrain the gain that might be expected with increased resolution.

It is also possible to envisage cases where the simple increase in resolution of input data to a hyperresolution model might lead to the introduction of disinformation into the modelling process. This could arise where there is epistemic error about the type of interpretative model that is appropriate in using such data. Is it adequate to use a based model in the assimilation of remote sensed surface soil moisture (for example, Mohanty, 2013), where such models have long been criticised as a representation of soil water flow processes (e.g. Beven and Germann, 1982, 2013). Similarly, surface topography is now often available to very high resolution, but will not necessarily provide an adequate representation of downslope connectivity and flow pathways (e.g. Freer et al., 2002). It may only be broadly right in reflecting the dominant effect of gravity on downslope flow processes (e.g. Smith et al., 2013).

3. Hyperresolution ignorance

In the terrestrial subsurface we are ignorant of much of what goes on in the detail of flow and transport processes. Advances in geophysics have made some progress in revealing subsurface structures and, for example, patterns of wetting and drying (e.g. Binley and Beven, 2003; Musgrave and Binley, 2011; Perri et al., 2012). Some techniques, such as 3D X-ray computed tomography scans can show patterns of water flows in great detail, but only on small samples, destructively sampled and brought back to the laboratory. Other techniques, such as electrical resistance tomography or radar can be used in the field, but with a trade-off between the size of the domain sampled and the resolution of the imaging. In addition, the inverse problem in obtaining such images is generally not well posed and some form of regularisation is often imposed to obtain a solution (Lelièvre and Farquharson, 2013). Even then, field geophysics is not sufficiently detailed to determine all the preferential flow pathways through the soils, nor does it give sufficient coverage to provide information across a network of hyperresolution elements for a catchment or other flow domain.

Although in some cases hyperresolution scale information from remote sensing or Geographical Information System (GIS) map layers is available, in most cases considerable ignorance remains at hyperresolution scales. As already noted above, we may have digital numbers representing microwave emissivity but there may significant uncertainty in how to interpret that in terms of surface soil moisture, especially where raw remote sensing data have been processed through models with uncertain parameters before those digital number images are released for use by others. We may have soil, geology or land use maps but there may be a lot of uncertainty in how to interpret those maps in terms of the effective parameter values required by models. In
addition, we are actually a long way behind in many global fields. For example, GRACE (Gravity Recovery and Climate Experiment, http://www.csr.utexas.edu/grace/) gravity determination of groundwater is a very popular global information source, and in principle is very exciting - but the resolution is far from what might be considered as hyperresolution and will be for the foreseeable future (Wang et al., 2013).

These are examples of how there is not a problem in principle of moving to hyperresolution scales of discretisation but how in doing so we start to run up against the hyperresolution ignorance or epistemic uncertainties of what is actually occurring in the subsurface. Domain resolution is then less of an issue than knowing the domain characteristics and boundary conditions, about which there is also be a degree of epistemic (and perhaps aleatory) uncertainty that will constrain how well we can simulate any observations. This is seen, for example, in the case of the development of a model for the R5 catchment at Chickasha (see Loague, 1990; Loague et al., 2000; Heppner et al., 2007) and in the attempt to model the Coos Bay headwater catchment (before it became a debris flow) (e.g. Ebel et al. 2008). In such cases, there are also issues about whether the data are actually good enough to be able to test models as hypotheses of how the catchment functions (Beven, 2010, 2102; Beven et al., 2011, 2012a; McMillan et al., 2010, 2012; Beven and Westerberg, 2011; Beven and Smith, 2014).

Another issue relative to moving to finer scales is that we should not expect either process representations or effective parameter values to be independent of scale. This is the case of the representation of convection in the atmosphere; it is also the case for the representation of surface and subsurface flows on hillslopes in hydrology. On hillslopes, the representation of hysteresis in the storage/boundary flux relationship will depend on the scale of the landscape unit being considered because of the way that the flux response is dependent on the celerity and hence the length scale (Beven, 2006; McDonnell and Beven, 2014).

There is thus a problem of the effective resolution of a model and the perceived resolution at which results are calculated and visualised to users. With hyperresolution topographic data available, an impression can be given that detailed process representations have been specified at that scale. Visualisations on Google Earth can allow users to zoom into this finer detail, as if the virtual reality that has been created was the truth. This is quite natural, especially if the user has some special interest in a particular locality, but might be quite misleading. Adding resolution in the presentation of model simulation results, does not necessarily add information for the user, where the model may be subject to important epistemic uncertainties. It can, however create a dangerous illusion of information where much ignorance may remain at hyperresolution scales.

4. The effect of ignorance on the information content of model simulations.

There are many past examples of how ignorance might compromise the information content of model simulations. From a hydrological point of view one of the most important is the hydrological coupling of the land surface – atmosphere interaction, as reflected in the simulation of latent heat fluxes and runoff generation and routing. This
has long been a mismatch between the process representations used in catchment scale models and the land surface parameterisations used as the boundary conditions for atmospheric models. The latter have ignored much of what is known about how runoff generation processes and the redistribution of water across the landscape work. They have been hydrologically ignorant in that sense. They have also, for good computational reasons, ignored much of what is known about the uncertainty in hydrological parameterisations (e.g. Franks and Beven, 1997). The result is, however, seen in the mismatch between simulated and observed catchment discharges by individual land surface parameterisations (e.g. Gudmundsson et al., 2012).

It follows that if the simulated discharges are in error then the latent and sensible heat fluxes might also be in error, with consequent feedbacks to the atmospheric circulation and downwind precipitation. Although large scale simulations of the land surface make routine comparison of simulated and observed point scale observations of vapour, heat and CO₂ to the atmosphere (e.g. Drusch et al., 2007; Albergel et al., 2010; Balsamo et al., 2011; Boussetta et al., 2013), it is not always the case that they can reproduce local point fluxes adequately, even allowing for uncertainty in the observational data (e.g. Mitchell et al., 2009, 2011). There is considerable ignorance about how to relate such point scale measurements to grid scale integral values that the land surface models are intended to predict. Observed and predicted variables might have similar names but might be incommensurate quantities. Yet, such errors will have feedback to changes in the vegetation characteristics with clear implications for long term predictions of change. Comparisons of different land surface models at global scales also reveals significant differences in predictions without any real understanding of what leads to such uncertainties (Haddeland et al., 2011).

This might actually get worse with the implementation of hyperresolution atmospheric models. Such models will resolve higher scales of motion but in their representation of precipitation will become even more dependent on local boundary layer effects and the spatial heterogeneity of hydrological processes. The hydrological and land surface components can also evolve to a finer resolution but significant epistemic uncertainties about the land surface parameters and their effect on local boundary layers and fluxes will remain. Some of that ignorance will necessarily feed back to the atmospheric simulation.

We should perhaps therefore be a little more thoughtful about how to incorporate land surface information into coupled models, and how the parameters of such representations might vary with length scale. We should no longer consider that it is sufficient to take small-scale process representations and simply multiply up by a grid area. In the past, grid scales have just been so much larger than the scales of hillslopes and hydrological responses that this issue has simply been ignored. It will become more important but how best to represent the net effect of such processes at different grid scales is still a basic research need.

5. The effect of information in constraining the effects of ignorance.

One way of approaching this problem is to do much more than in the past about rejecting models that are clearly wrong (Beven, 2012; Beven et al., 2012b). This is one
really good reason for pursuing the development of hyperresolution models since once visualisations of model outputs are available to local users interested in particular places, then those users can examine the model outputs much more critically than has been possible in the past when only summary grid scale variables were output for evaluation. In this way, local users can evaluate local predictions and identify obvious errors. This process will increasingly drive the way that modelling is done in hydrology and other applications. For hydrology, it is already happening in, for example, the Danish National Water Resources Model (Henriksen et al., 2008) which has been revised a number of times, partly driven by local feedback. It is important in such evaluations to ensure that like variables are compared with like. As noted earlier, observed and predicted variables can be incommensurate. This is one justification for the use of downscaling and bias correction techniques when presenting the results of both forecasting and global change models (e.g. Ines and Hansson, 2006; Cloke et al., 2010, 2012; Wilby, 2010; Piani et al., 2011). There is, of course, a danger that bias corrections are simply used to make poor model predictions more acceptable, since there is no reason why bias corrections should be stationary under all past and future conditions.

There will be other examples. Under the European Union Floods Directive, every country in Europe will be tasked with producing maps of areas at risk of significant flooding from all sources. High-resolution models for assessing flood risk have been around for some time (e.g. Lane, 1998) but in the last decade have started to be used with very high resolution topographic data leading to a significant improvement in accuracy. The new maps were released to the public in the UK in December 2013. The maps will suggest that some properties, distant from rivers, will be declared as in areas at risk of flooding. Some such properties might have flooded as the result of pluvial flooding in the recent past (such as in Hull in 2007, or Newcastle, in 2012) but others will not have seen any recent flooding.

The maps are therefore likely to be contested and formally challenged, particularly where they preclude building development. They were produced by an agreed and documented procedure (Environment Agency, 2013). The modelling and mapping was at hyperresolution level of detail, defined as follows: The modelling was based on a composite remotely sensed Digital Terrain Model (DTM) that provides a continuous description of "bare earth" topography across England and Wales at a horizontal hyperresolution grid cell resolution of 2m (with vertical accuracies quoted as ±0.15m or ±1m, depending on the source of data). These data and precision estimates reflect a 'snapshot' of the landscape at the time of data capture and hence there may be epistemic errors introduced where the landscape has subsequently changed due to processes such as urban or infrastructure development, natural changes, landfill or coastal realignment. Furthermore, the processing used to derive the terrain model from raw remotely sensed data sensor may not always fully resolve the bare earth surface given "clutter" such as trees. Buildings and roads were specially treated within the DTM to allow for partial obstruction to flood flows (buildings) and preferential flow (roads). Previous analysis (e.g. Hunter et al, 2010) has shown that incorporation of buildings can be important in developing accurate mapping (Figure 2).

2 See discussion following http://www.theguardian.com/environment/2013/dec/12/three-million-properties-at-risk-flash-flooding
To achieve the requirement of national scale mapping England and Wales were subdivided into approximately 7,100 overlapping 6km x 6km "tiles". In each tile, rainfall depth was estimated for a specified exceedance probability using techniques outlined in the Flood Estimation Handbook (Faulkner, 1999). These rainfall values were routed over the 2m x 2m DTM using a hydraulic model that solves the Shallow Water Equations with a conservative, shock capturing numerical scheme, implemented on many fast Graphical Processing Unit (GPU) parallel processors (Lamb et al., 2009; Crossley et al., 2010). Each tile therefore involved modelling 9 million cells, making a total of 63.9 billion cells in the full England and Wales model. The exercise did not consider the additional problem of routing runoff between tiles along larger river channels since fluvial flooding is currently treated separately in defining flood risk maps.

The hyperresolution detail in the surface water modelling and mapping, does not preclude the fact that there are epistemic uncertainties about local rainfalls and their extrapolation to more extreme exceedance probabilities AND the way in which those rainfalls might induce surface runoff in interaction with any infiltrating surfaces and drainage systems. The modelling included rainfall adjustments to reflect, in an aggregate sense, infiltration and some aspects of surface water drainage systems (Figure 3). These adjustments, whilst chosen based on evidence from pilot studies, cannot of course fully represent the dynamics of drainage in a specific flood event at a specific location. Nor could the maps integrate probabilistically over all such possible uncertainties.
dynamics of drainage system performance. In such circumstances, allowing for different sources of uncertainty in a realistic way can be of advantage to the modeller.

Figure 3. Example of urban area rainfall adjustment applied in models used to derive the 2013 England and Wales surface water flood maps.

For the England and Wales surface water flood mapping, sources of uncertainty were recognised through a process of verification and confidence rating, involving significant engagement and interaction with professional end users of the maps (particularly in local government). Considerable effort was made to place the maps in an appropriate context and provide explanation and guidance on interpretation, in particular through making use of explanatory web pages\(^3\) and interactive mapping tools\(^4\). A star rating was used to capture how users' confidence in the mapping varies between locations on a 50m x 50m resolution grid, taking account of quality of input data, topography (steep/flat) and the land cover type (urban/rural). Results were investigated in detail at three test locations where observations exist of localised flooding incidents (utilising 6335 observations in records that capture flood events of 2002 and 2007, amongst others). In addition, users have the opportunity to review and change the confidence star rating, and were encouraged to feedback observations on the maps before deployment (Figure 4).

\(^3\)http://www.environment-agency.gov.uk/homeandleisure/31662.aspx
\(^4\)http://watermaps.environment-agency.gov.uk/wilyby/wilyby.aspx?topic=ufmfsw#x=357683&y=355134&scale=2
Figure 4. Quality assurance of surface water flooding maps

In such circumstances, allowing for uncertainty in a realistic way is of advantage to the modeller. Uncertain maps are much less likely to be criticised as wrong if they are associated with a realistic assessment of the relevant uncertainties. In some cases it is already possible to make many hyperresolution model runs (at least of limited domains), condition those runs on any available observational data, and present the results as “probabilistic” maps. An example is shown in Figure 5, based on work by Beven et al. (2013, 2014) (see also Leedal et al., 2010; Neal et al., 2013 for other applications). Care should be taken in conveying the meaning of such maps since, as noted earlier, epistemic uncertainty undermines the interpretation of probability as an indicator of potential future outcomes even after conditioning on historical flood inundation observations (e.g. Pappenberger et al., 2007). Communication of the meaning of such maps to professional users should attempt to convey the assumptions that have gone in to the preparation of such maps and, even more importantly, what might have been left out of the uncertainty analysis. Beven et al., (2014) and Beven and Alcock (2012) describe a framework for the application of probabilistic fluvial flood risk mapping. This framework requires explicit definition of the assumptions that underlie any application, which then provides an audit trail for later evaluation and review. Similar issues arise in the context of flood forecasting (e.g. Cloke and Pappenberger, 2009; Alfieri et al., 2013a; Wetterall et al., 2013; Pappenberger et al., 2013; Smith et al., 2014).
Figure 5. Visualised likelihoods of inundation for the 1% Annual Exceedance Probability event for Mexborough, Yorkshire, superimposed on Google Maps (from Beven et al., 2014).

An interesting example of the interaction between hyperresolution modellers and the local public in the context of flood mapping has been provided by the Ryedale Flood Project (Odoni and Lane, 2010; Lane et al., 2011; Whatmore et al., 2011). This arose due to a local flood action group trying to find ways of mitigating flooding in the town of Pickering in Yorkshire, when hard defences were deemed not to be justifiable. Maps of runoff sources and zones of inundation were produced as a tool for communication and resulted in significant discussion and revision. This resulted in new suggestions for flood storage areas that could be implemented at minimal cost. This is one way in which hyperresolution modelling can act as a valuable tool for communication and interaction at the local level (Faulkner et al., 2007).

At larger scale, there is a demand from national, supernational and international organizations as well as the re-insurance industry to have continental and global flood hazard maps (Pappenberger et al., 2012, Alfieri et al., 2013a; Winsemius et al., 2013). Hyperresolution continental scale maps are emerging as computationally feasible, for example, Alfieri et al (2013a) produced European maps using 100m topographic data. The results are clearly not ideal for smaller catchments and those with significant unrepresented defences and underline the difference between such a continental scale application and the more local mapping initiatives which are mainly driven by available local information, such as the England and Wales maps described above. This case nicely demonstrates that it is the topographic data and lack of local information on defence structures that limit the results, and not really the model itself. Any new parameterisation or process representation would have little effect until these basic data needs are met. It is thus important to evaluate the most important sources of epistemic uncertainty in trying to improve local predictions in hyperresolution models.
Feedback about model adequacy from local stakeholders is one way of reducing ignorance and will be an important driver for hyperresolution modelling.

6. Conclusions

It is clear that earth system models will gradually move to higher and hyperresolution grid scales. The demand to do so is driven by the need to resolve finer scales of motion in the atmosphere and oceans. It is also clear, however, that particularly in the subsurface terrestrial components of such models, hyperresolution ignorance of the appropriate of process parameterisations and effective parameter values will remain a significant constraint for the foreseeable future. The question then arises as to how best to counter such ignorance and uncertainties in applying such models when most sources of information at hyperresolution are indirect and may be incommensurate with model predicted variables. These issues mean that there will be significant uncertainty associated with hyperresolution predictions. Any evaluation of such uncertainty, as in any ensemble forecasting system, then demands computational resource that is in direct competition with the implementation of finer resolution solutions.

There is one real advantage of hyperresolution model outputs in this respect, however. As local model outputs start to be presented in visual form to local stakeholders then they will be subjected to much more demanding local evaluations. An evaluation of model uncertainty is then of some advantage to the modeller since an uncertain model output is much less likely to be obviously wrong than a simple deterministic prediction. Feedback from local stakeholders will, however, help to identify the obvious deficiencies in model predictions even if it will be difficult to pose such an evaluation within a formal hypothesis testing framework because of the dominance of epistemic over aleatory uncertainties.
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