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The skill of a forecast can be assessed by comparing the relative proximity of both the forecast and a
benchmark to the observations. Example benchmarks include climatology or a naïve forecast. Hydrolog-
ical ensemble prediction systems (HEPS) are currently transforming the hydrological forecasting environ-
ment but in this new field there is little information to guide researchers and operational forecasters on
how benchmarks can be best used to evaluate their probabilistic forecasts. In this study, it is identified
that the forecast skill calculated can vary depending on the benchmark selected and that the selection
of a benchmark for determining forecasting system skill is sensitive to a number of hydrological and sys-
tem factors. A benchmark intercomparison experiment is then undertaken using the continuous ranked
probability score (CRPS), a reference forecasting system and a suite of 23 different methods to derive
benchmarks. The benchmarks are assessed within the operational set-up of the European Flood Aware-
ness System (EFAS) to determine those that are ‘toughest to beat’ and so give the most robust discrimi-
nation of forecast skill, particularly for the spatial average fields that EFAS relies upon.

Evaluating against an observed discharge proxy the benchmark that has most utility for EFAS and
avoids the most naïve skill across different hydrological situations is found to be meteorological persis-
tency. This benchmark uses the latest meteorological observations of precipitation and temperature to
drive the hydrological model. Hydrological long term average benchmarks, which are currently used in
EFAS, are very easily beaten by the forecasting system and the use of these produces much naïve skill.
When decomposed into seasons, the advanced meteorological benchmarks, which make use of meteoro-
logical observations from the past 20 years at the same calendar date, have the most skill discrimination.
They are also good at discriminating skill in low flows and for all catchment sizes. Simpler meteorological
benchmarks are particularly useful for high flows. Recommendations for EFAS are to move to routine use
of meteorological persistency, an advanced meteorological benchmark and a simple meteorological
benchmark in order to provide a robust evaluation of forecast skill. This work provides the first compre-
hensive evidence on how benchmarks can be used in evaluation of skill in probabilistic hydrological fore-
casts and which benchmarks are most useful for skill discrimination and avoidance of naïve skill in a large
scale HEPS. It is recommended that all HEPS use the evidence and methodology provided here to evaluate
which benchmarks to employ; so forecasters can have trust in their skill evaluation and will have confi-
dence that their forecasts are indeed better.
� 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

River flow forecasts are used to make decisions on upcoming
floods and low flows/droughts by hydro-meteorological agencies
around the world (Pagano et al., 2013; Wetterhall et al., 2013).
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The forecasts from these operational systems are evaluated in
terms of the degree of similarity between some verification data,
such as observations of river discharge, and the forecast
(Demargne et al., 2009). However, another important component
of the forecast evaluation is whether the forecasts add value or
have skill compared to climatology or another simple ‘best guess’
(Luo et al., 2012; Perrin et al., 2006; Fewtrell et al., 2011). This is
particularly important for computationally expensive forecasts
which need an automated quality check, for understanding compo-
nents of the forecast that may be underperforming or when new
research-intensive developments are to be introduced into the
forecasting system. The skill of a forecast can be assessed by how
close it was to the observations compared to how close a bench-
mark was, such as a climatology or a naïve forecast (Demargne
and Brown, 2013; Ewen, 2011; Garrick et al., 1978; Jolliffe and
Stephenson, 2011; Kachroo, 1992; Seibert, 2001).

The relationship between skill, forecast performance and a
benchmark can be generalized as:

Skill � f ðforecast; observationsÞ
f ðbenchmark; observationsÞ ð1Þ

and such skill analysis is often integrated into an automatic forecast
evaluation system. f denotes here a function (i.e. verification metric)
which expresses the difference between quantities, the forecast or
benchmark discharge and the observed discharge. In this paper
the selection of meaningful benchmarks for evaluating skill in the
hydrological ensemble prediction systems (HEPS) is considered.
1 Search of literature in Web of Knowledge (wok.mimas.ac.uk/) on the 01/10/2013
using the search terms forecasting, ensemble, hydrology and discharge. Papers were
screened individually, which resulted in a total of 120 papers in the peer reviewed
literature. Papers were analysed to categorise which type of benchmark was being
applied (if any) and the rationale.
1.1. Which benchmark?

The choice of the benchmark influences the resulting measure
of skill (for a given verification function or metric). Differences
found between the skill (and thus the quality) of different model
predictions may simply be explained through variation in the
underlying benchmark (Hamill and Juras, 2006; Węglarczyk,
1998). Assuming that some information is present in the forecast,
benchmarks that are too naïve can easily result in a high skill being
calculated. Thus the importance of using benchmarks that are
known and understood is essential in assessing how ‘good’ fore-
casts are (Seibert, 2001; Garrick et al., 1978; Martinec and Rango,
1989; Murphy and Winkler, 1987; Schaefli and Gupta, 2007). There
is a wealth of literature on comparing models or forecasts, devel-
oping techniques to evaluate skill and on the use of benchmarks
in hydro-meteorological forecasting (Brown et al., 2010; Dawson
et al., 2007; Ewen, 2011; Gordon et al., 2000; Nicolle et al., 2013;
Pappenberger and Beven, 2004; Pappenberger et al., 2011a;
Rodwell et al., 2010; Rykiel, 1996). Although there is surprisingly
little consensus on which benchmarks are most suited for which
application, benchmark suitability has been found to depend on
the model structure used in the forecasting system, the season,
catchment characteristics, river regime and flow conditions. What
is clear however is that the choice of a benchmark is a critical issue
when evaluating forecast skill.

Benchmarks can be classified by their ability to represent
potential attributes of improvement of the forecasts under evalua-
tion. Three broad classes of benchmarks are summarised in Table 1.
The analysis in this paper is done only for discharge forecasts.
However HEPS evaluation may also include the verification of the
atmospheric forecasts (e.g. precipitation and temperature) to sup-
port the hydrologic forecast evaluation. First, there are climatolog-
ical approaches, which use seasonal or other spatio-temporal
averages of previous observed river discharges. Another type of
approach considers whether there is a change-signal, such as when
using persistency of the last observation. Benchmarking with sim-
pler models can be viewed as a gain-based approach. It is useful, for
instance, when evaluating the gain in performance when addi-
tional procedures or new developments are introduced into the
forecasting system, such as data assimilation or post-processing
techniques.

1.2. Benchmarks for hydrological ensemble predictions

This paper focuses on the use of benchmarks in the evaluation
of skill of ensemble or probabilistic hydrological forecasts made
by HEPS. These systems may use ensembles of meteorological fore-
casts, hydrological models and model parameterisations, observa-
tional uncertainties and past model errors to provide a set of
forecasts which can be used to determine the likelihood of river
flows, i.e., a predictive distribution (Cloke and Pappenberger,
2009; Cloke et al., 2013a,b). HEPS produce probabilistic forecasts
of a future state (such as river discharge) and these probabilities
also need to be evaluated when assessing the skill of the forecasts.
In addition evaluation of HEPS forecasts should involve both a
measure-oriented and a distribution-oriented approach (Murphy
and Winkler, 1987) to fully describe the relationship between fore-
casts and observations based on their joint distribution.

Current practice in employing benchmarks in HEPS has been
characterised through a review and assessment of the scientific lit-
erature1 (Table 2). In general catchment size, time step or hydro-cli-
matology does not seem to guide the choice of benchmarks,
although there are a few exceptions for individual studies. However,
a connection to lead time is evident in current practice: most sea-
sonal forecasting systems use climatology as a benchmark, whereas
for shorter range forecasts (several hours to several days) the variety
of benchmarks used shows lack of a consensus. Only seamless pre-
dictions systems employ a single benchmark across all temporal
scales (Demargne et al., 2014). One clear finding from this review
is that HEPS evaluations most often use one arbitrarily chosen
benchmark, and there is a lack of an extensive analysis of the impact
of the choice of a benchmark of forecast performance. What is
required is an evaluation of the different benchmarks within a single
reference forecasting system in order to understand the impact of
the choice of a benchmark to characterise forecast skill.

1.3. Aim and scope of the paper

The objective of this paper is to investigate the role of the choice
of a benchmark in the assessment of the skill of hydrological
ensemble forecasts through an inter-comparison of benchmarks
within a reference operational forecasting system and for a given
verification metric. No other aspect than forecast skill will be pre-
sented in this paper, therefore no direct comparison between fore-
casts and observations will be included, only a comparison
between the accuracy of the different benchmarks. First the study
aims to demonstrate how the calculated forecasting system skill
can vary according to the underlying benchmark used. The study
thus seeks to highlight the importance of a thorough assessment
of benchmark selection for forecasting systems. Next the study
aims to demonstrate how the skill discrimination of a benchmark
is also sensitive to a number of hydrological and system factors.
Lastly, this study aims to demonstrate how a benchmark intercom-
parison exercise can be undertaken for a large scale operational
forecasting system leading to insights about how best to use
benchmarks to discriminate skill in these flood forecasts. The study
is set within the framework of the continental scale EFAS.



Table 1
A classification of benchmarks for river flow modelling and forecasting.

Class Name Example Why useful Example reference

Climatology Conditional
climatology

Seasonal average of observed discharges or other averages based on
historic data

For seasonal forecasting where forecast
signal is dominated by the seasonality of the
flow

Pagano (2013),
Randrianasolo
et al. (2010)

Change-
signal

Persistency Last observed discharge For short range forecasting where forecast
signal is dominated by the auto-regression
of flow

Alfieri et al. (2014),
Berthet et al.
(2009)

Gain-based Simplified
model

Simple lumped model which is easier to set-up and calibrated in
comparison to more complex models or systems without data
assimilation or post-processing techniques

For testing whether complicated models are
worth their mettle, but challenging to
implement over large domains

Romanowicz et al.
(2008), Zalachori
et al. (2012)

Table 2
Analysis of benchmarks used in survey of 120 HEPS articles.

% of articles
(from 120)

Criteria met Example references

19 Only comparison of scientific methods of HEPS
and no benchmark explicitly considered

Bogner and Pappenberger (2011) compare different post-processing methods without using any
benchmarks

31 Climatology (although in some references, classes
not always clearly described)

Fundel et al. (2013) compare the properties of a probabilistic drought forecast to climatology and
Jaun and Ahrens (2009) create a probabilistic benchmark from climatology

8 Change-signal: persistency Hopson and Webster (2010) use flow persistence
14 Gain-based: 6% compared against current systems

and 8% to simplified models
Brown and Seo (2010) compare an improved post-processing method with an existing forecasting
system

28 Visual comparison Thielen et al. (2009b) which analysed the performance of forecasts from different lead times
(10 days, monthly, seasonal) for a particular flood event

<1 Impossible to determine benchmark n/a
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It is important for the reader to note that most evaluation in this
study is undertaken using an observed river discharge proxy,
which is calculated by running the distributed hydrological model
with observed meteorological data. This is current operational
practice in EFAS. The reader should also bear in mind that the qual-
ity of the hydrological model only has a minor role in most of the
benchmarks tested. The evaluation seeks to find the benchmark
that most closely represents (proxy) observations and thus is
toughest to beat over the whole European domain (i.e. a spatial
average of all grid cells). Evaluation is undertaken for forecast lead
times ranging from 1 to 10 days. Additional evaluation is under-
taken for the features identified in the above analysis to affect skill
determination, namely: full hydrograph, the decomposed hydro-
graph, high and low flows, catchment response time and size. In
addition to the evaluation for ungauged basins with simulated
flow, the evaluation of forecasts with observations at gauged loca-
tions is needed to assess the impact of both the meteorological and
hydrologic uncertainties (and is required when evaluating the EFAS
post-processing component), thus here selected river gauging sta-
tions are also used to indicate how benchmarks influence point
scale skill.

In the next sections, EFAS is introduced, the suite of benchmarks
selected and the evaluation methods are presented. Results of the
benchmark intercomparison exercise are presented and discussed
within the context of utility for EFAS and the wider implications
for all HEPS.

2. Methods

2.1. Forecasting system: the European Flood Awareness System and
evaluation data

This study uses as its reference forecasting system the European
Flood Awareness System (EFAS), which has been developed at the
Joint Research Centre of the European Commission (EC-JRC) since
2002, in close collaboration with national hydrological and meteo-
rological services and other European research institutes. The sys-
tem is designed to give a European overview of ongoing floods and
to forecast floods with the aim of early warning for national and
trans-national river basins at imminent risk of extreme runoff con-
ditions (Alfieri et al., 2014, 2013; Pappenberger et al., 2011b, 2013;
Thielen et al., 2009a; van der Knijff et al., 2010). Fig. 1 shows the
domain which EFAS covers.

The uncertainty of weather forecasts is accounted for using a
multi-model approach, i.e. predictions come from different atmo-
spheric circulation models, including deterministic weather pre-
dictions and the ensemble prediction system of the European
Centre for Medium-Range Weather Forecasts. Weather predictions
are the input to the LISFLOOD hydrological model (Thielen et al.,
2009a). Model outputs are daily forecasts of discharge up to
15 days in advance. These are translated into probabilistic excee-
dances of critical thresholds and communicated to end-users
(Demeritt et al., 2013; Ramos et al., 2007, 2010). EFAS results are
post-processed at observed stations to derive predictive probabili-
ties (Bogner and Pappenberger, 2010). Further information includ-
ing reporting of performance can be found in the EFAS bi-monthly
bulletins on http://www.efas.eu.

In this study, benchmarks are created using the latest opera-
tional set-up of the EFAS system. The study area comprises all
the catchments surveyed by EFAS in Europe (mainly transnational
catchments), which are spatially discretized in grid cells of
5 � 5 km. The evaluation period is based on daily forecasts issued
from January 2009 to December 2012. Benchmarks are evaluated
against observations, however, for EFAS an observed river dis-
charge proxy is used which is calculated by running the LISFLOOD
hydrological model with observed meteorological forcings. This
type of proxy is very useful in distributed, continental scale mod-
elling for evaluating the spatial predictions at all grid points,
including those that are ungauged (Pappenberger et al., 2008). It
offers a homogeneous verification data set at all points in space
and for longer time series, usually not available when dealing with
measurement datasets. The drawback of using proxy observations
is that the benchmark evaluation assessment will be focused on
the impact of the meteorological uncertainty only. Observed flows
are needed if hydrological modelling uncertainties are to be
included. Since the selection of the most discriminating bench-
marks can be different under these two configurations, evaluation
has also been performed against observed river discharges. This

http://www.efas.eu


Fig. 1. The European domain that EFAS covers. Forecasts are run for all catchments shown within the domain. The green catchments indicate areas which are covered by
Memoranda of Understanding for which EFAS produces flood watches and alerts. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
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was however only possible for selected sites where river gauging
station data were available. These points correspond to the sites
where supervised post-processing is applied in EFAS to correct
for the systematic and non-systematic errors in the forecast
(Bogner and Pappenberger, 2010). Although the limited number
of these post-processed stations in the EFAS domain prevents full
operational evaluation of the system, their evaluation can provide
insights into the strengths and limitations of hydrological forecast-
ing systems and show pathways for further developments.

Finally, observed weather data were obtained by combining
point observations from the Monitoring Agricultural Resources
(MARS) agro-meteorological database (Baruth et al., 2007), the
World Meteorological Organizations (WMO) synoptic observations
(http://www.wmo.int/pages/prog/www/), the German Weather
Service (http://www.dwd.de/) network and other national/regional
providers. The database includes an increasing number of gauging
stations over time, with figures for 2013 showing on average more
than 6000 stations for precipitation and more than 4000 stations
for temperature. These are used to generate daily gridded values
through the inverse distance interpolation technique. A subset of
the same meteorological station network was used to derive
interpolated potential evapotranspiration maps using the
Penman–Monteith approach.
2.2. Selection of benchmarks

Twenty-three benchmarks were designed and used in this study.
They belong to the ‘climatological’ and ‘change-signal’ benchmark
classes (Table 1) and were selected based on the review of current
practice in HEPS (Table 2). They are subdivided into 5 main groups
based on how they are constructed: simple meteorological-driven
benchmarks; advanced meteorological benchmarks; simple hydro-
logical benchmarks; climatological hydrological benchmarks; and
hydrological analogues. A detailed description is given in Table 3.

In this study, no gain-based simple models were tested because
of the complexity and computational expense of running any
model at the continental scale, making these benchmarks infeasi-
ble in such an operational environment. The benchmarks selected
also had the following attributes, essential for an operational HEPS:
they can be calculated in near real-time (requires fast calculation
and data processing, and data availability) in order to identify
unusually poor performance in individual forecasts (known in
operational forecasting as ‘forecast busts’); they provide or can
be calculated as probabilistic density functions of river discharge
values (i.e., there is no need to reproduce a continuous time series);
and, if possible, they are spatially consistent, so that not only the
temporal but also the spatial correlations and covariance are main-

http://www.wmo.int/pages/prog/www/
http://www.dwd.de/


Table 3
Benchmarks used in this study.

Group Name ID River discharge data Meteorological input data Class Probabilistic

Simple Meteorological
Benchmarks (SMB)

M: last obs a.1 Calculated by hydrological model The last meteorological observation of
temperature and precipitation as weather
forecast over all lead times (meteorological
persistence)

Change
signal

No

M: average
7 days

a.2 Calculated by hydrological model The average of meteorological observations of
temperature and precipitation over the last
7 days as weather forecast over all lead times

Climatology/
change
signal

No

M: average
15 days

a.3 Calculated by hydrological model The average of meteorological observations of
temperature and precipitation over the last
15 days as weather forecast over all lead times

Climatology/
change
signal

No

M: average
30 days

a.4 Calculated by hydrological model The average of meteorological observations of
temperature and precipitation over the last
30 days as weather forecast over all lead times

Climatology/
change
signal

No

M: average
60 days

a.5 Calculated by hydrological model The average of meteorological observations of
temperature and precipitation over the last
60 days as weather forecast over all lead times

Climatology/
change
signal

No

Simple Meteorological
Benchmarks with
zero precipitation
(SMB0)

M: last obs
with 0
precip

b.1 Calculated by hydrological model The last meteorological observation of
temperature as weather forecast over all lead
times. Observations of precipitation set to 0

Change
signal

No

M: average
7 days (0
precip)

b.2 Calculated by hydrological model The average of meteorological observations of
temperature over the last 7 days as weather
forecast over all lead times. Observations of
precipitation set to 0

Climatology/
change
signal

No

M: average
15 days (0
precip)

b.3 Calculated by hydrological model The average of meteorological observations of
temperature over the last 15 days as weather
forecast over all lead times. Observations of
precipitation set to 0

Climatology/
change
signal

No

M: average
30 days (0
precip)

b.4 Calculated by hydrological model The average of meteorological observations of
temperature over the last 30 days as weather
forecast over all lead times. Observations of
precipitation set to 0

Climatology/
change
signal

No

M: average
60 days (0
precip)

b.5 Calculated by hydrological model The average of meteorological observations of
temperature over the last 60 days as weather
forecast over all lead times. Observations of
precipitation set to 0

Climatology/
change
signal

No

Advanced
Meteorological
Benchmarks (AMB)

M: 20 years c.1 Calculated by hydrological model Observations of temperature and precipitation
from the past 20 years at the same calendar
day as the forecast

Climatology Yes

M: 20 years
(analogues)

c.2 Calculated by hydrological model First observations of temperature and
precipitation from the past 20 years from the
same calendar day as the forecast are selected.
Then a subset of these are selected using the
10 years which have the smallest mean
absolute error between the preceding 10 days
of each past year and the current forecast day.

Climatology Yes

Advanced
Meteorological
Benchmarks with
zero precipitation
(AMB0)

M: 20 years
(0 precip)

d.1 Calculated by hydrological model Observations of temperature from the past
20 years at the same calendar day with
observations of precipitation set to 0

Climatology/
change
signal

Yes

M: 20 years
(analogues)
(0 precip)

d.2 Calculated by hydrological model First observations of temperature from the past
20 years from the same calendar day as the
forecast are selected. Then a subset of these are
selected using the 10 years which have the
smallest mean absolute error between the
preceding 10 days of each past year and the
current forecast day. Observations of
precipitation set to 0

Yes

Simple Hydrological
Benchmarks (SHB)

H: last obs e.1 Last hydrological observation as
streamflow forecast over all lead
times (persistency forecast)

None Change
signal

No

H: average
7 days

e.2 Average of discharge observations
over the last 7 days as streamflow
forecast over all lead times

None Climatology/
change
signal

No

H: average
30 days

e.3 Average of discharge observations
over the last 30 days as streamflow
forecast over all lead times

None Climatology/
change
signal

No

H: Average
60 days

e.4 Average of discharge observations
over the last 60 days as streamflow
forecast over all lead times

None Climatology/
change
signal

no

(continued on next page)
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Table 3 (continued)

Group Name ID River discharge data Meteorological input data Class Probabilistic

H: prob
persist

e.5 An ensemble composed of the last 10
discharge observations as streamflow
forecasts over all lead times

None Change
signal

Yes

Climatic Hydrological
benchmarks (CHB)

H: climate f.1 Average discharge over all available
observations, previous to the forecast
period, as streamflow forecast over
all lead times

None Climatology No

H: climate
(1 month)

f.2 Average discharge from previous
years, over all available observations,
but considering only the same month
as the forecast, used as streamflow
forecast over all lead times

None Climatology No

H: climate
(3 months)

f.3 Average discharge from all 3-month
periods corresponding to the same
month as the forecast ±1 adjacent
month computed over all available
observations in the past years, used
as streamflow forecast over all lead
times

None Climatology No

H: Analogue
(temporal)

f.4 The mean absolute error between the
preceding 10 days and observation
period (20 years) was computed. The
ten closest periods were used. The
benchmark composed of the
historical values from the 10 selected
years

None Climatology No
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tained (i.e., they look like physically realistic forecasts, without
presenting any significant jumps). Although this last aspect of con-
sistency is not a firm requirement for benchmark evaluation, it is a
desirable feature, since they allow easier understanding of the use
of benchmarks as ‘reference forecasts’ by end-users. It is also
important to note that benchmarks can change over time: for
instance, they can improve through higher resolution observations
or better meteorological forecasts (e.g., in the case of the analogue-
based benchmarks).

Current practice in EFAS is to use the hydrological persistency
benchmark H:last obs (e.1, Table 3) and in particular the hydrologi-
cal climatology benchmark, H:climate (f.1) for selected evaluation
activities, and no benchmark is currently used in EFAS operational
forecasting.

2.3. Evaluation of benchmarks

In this study, benchmark evaluation is undertaken with the con-
tinuous ranked probability score (CRPS, Hersbach, 2000), which is a
well-known headline score: the score most often published in offi-
cial reports and, in the case of the EFAS forecasting system, the
score used to track performance in an operational mode over the
past years. It is for most cases the recommended evaluation
method for HEPS forecasts. The CRPS compares the distribution
of the forecasts (or here benchmark forecasts) with the distribution
of the observations (represented as the Heaviside function). It
ranges from 0 to infinity with lower values representing a better
score. It collapses to the mean absolute error for deterministic fore-
casts (important here as several single-valued benchmarks have
been selected in the evaluation as well as probabilistic ones).

Due to the large computational burden involved in the inter-
comparison of such a large number of benchmarks, only the CRPS
has been used for evaluation. As different evaluation criteria may
lead to different results (Cloke and Pappenberger, 2008) other
scores were also tested e.g. Brier Score, Logarithmic scores, RMSE
on a subset of the results but found no significant differences (not
shown for brevity). Although for calibration and post-processing
studies a logarithmic type score should be applied for this type of
analysis the CRPS is considered to be suitable (Weijs et al., 2010).
In order to make spatial locations comparable, river discharges
were normalized by the mean discharge and standard deviation at
each location (Trinh et al., 2013), computed over the evaluation per-
iod. Specific characteristics of the flow time series are also analysed:
the falling and rising limbs of the hydrographs, as well as discharge
not exceeding the 20th percentile of observed discharge (low flows)
and discharge exceeding the 80th percentile (high flows). This
allows analysis of different aspects of the forecasting system. In
most figures the CRPS is averaged over all grid cells apart from the
section where a comparison to discharge stations is shown.

When focusing on specific sub-groups of observations, the
threshold-weighted Continuous Rank Probability Score (CRPSt)
(Gneiting and Ranjan, 2011; Lerch, 2012) can be an useful criterion
as it can be conditioned on different discharge signatures (similar
to weather regimes see Lerch and Thorarinsdottir, 2013). It is
defined by:

CRPStðf ; yÞ ¼
Z
ðFðzÞ � 1Aðy 6 zÞÞ2uðzÞdz ð2Þ

with 1Aðy 6 zÞ :¼
1 if y 6 z 2 A

0 if y 6 z R A

�

where F is the predictive cumulative distribution function (cdf) cor-
responding to the probability density function (pdf) f of the forecast
and y is the observation. u is a nonnegative weight function of the
forecast z, with ðzÞ ¼ 1Aðz P rÞ, which is equal to 1 for z values of
the observation that are larger than or equal to a threshold r 2 R

(otherwise the function is 0). In our case, the thresholds are chosen
according to the flow gradient (rising and falling limbs) and to the
20th and 80th flow percentiles. In the case of the full hydrograph
evaluation the weight function u is set to 1 for all forecast discharge
values and the CRPSt becomes equivalent to the traditional CRPS.
For simplicity, the CRPSt is written as CRPS throughout this paper.

In the following analysis, each benchmark in Table 3 is evaluated
against an observed discharge proxy. This is done separately for each
day of lead time, from 1 to 10 days, and considers the following:

– Full hydrograph: all daily time steps of discharge forecasts are
considered and the CRPS is averaged over (i) the whole time
series (4 years, 2009–2012), and (ii) the seasons of the year
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(3-month verification periods). In both cases, evaluation is car-
ried out against simulated discharges (observed meteorological
data used as input to the forecasting system);

– Decomposed hydrograph: daily time steps of discharge forecasts
are separated according to the discharge gradient into rising
limbs (time steps at which discharges are increasing in time:
Q(t)) > Q(t + 1)) and falling limbs (time steps at which dis-
charges are decreasing in time: Q(t) 6 Q(t � 1)). The CRPS is
averaged over the respective time steps in each group, spanning
the whole time series (4 years, 2009–2012). Evaluation is car-
ried out against simulated discharges;

– High and low flows: from the daily time steps of discharge fore-
casts, two flow groups are considered. One focuses on high
flows and considers only discharges that exceed the 80th per-
centile of observed discharge. Another focusses on low flows
and includes only time steps at which discharges are lower than
the percentile 20th of observed discharge. Percentiles are esti-
mated from a climatological record of 30 years of model runs.
The CRPS is averaged over the respective time steps in each
group, spanning the whole time series (4 years, 2009–2012).
Evaluation is carried out against simulated discharges;

– Catchment characteristics: all daily time steps of discharge fore-
casts are considered and the CRPS is averaged over the whole
time series (4 years, 2009–2012). The results are analysed
according to the catchment response time and size. To establish
the flashiness of a catchment, the correlation between a time
series with a lag of one and a lag of four is compared. The larger
the difference, the more flashy a catchment can be classified as.
This has been computed for all EFAS grid points over Europe and
the catchments classified into high, low and medium flashiness
by using the upper, medium and lower third of the resulting dif-
ferences. Evaluation is carried out against simulated discharges;

An evaluation is also performed for observed discharge at the
river gauging stations which are currently setup in EFAS to use
supervised postprocessing. All daily time steps of discharge fore-
casts are considered and the CRPS is averaged over the whole time
series (4 years, 2009–2012). Note that this type of evaluation with
observed discharge on a limited set of points is included as an indi-
cation of using gauged observations in this analysis. It cannot be
directly compared with the spatial average taken over all grid cells
using an observed discharge proxy. As further supervised postpro-
cessing stations become available in the operational EFAS, bench-
mark evaluation will be part of the routine reanalysis of the
system. Thus a full evaluation for EFAS should assess the hierarchy
of benchmarks in terms of skill discrimination for evaluations with
both simulated discharge (proxy observations) and observed dis-
charge at stations.
3. Spatial results using proxy observations of discharge

The overall performance is assessed with the CRPS. Lower val-
ues of the CRPS indicate a better representation of observations,
and thus also indicate a benchmark which is ‘tougher to beat’
and which can better discriminate skill.
3.1. Rising and falling limbs of the hydrographs

In this section hydrographs are decomposed into their rising
and falling limbs. The shape of these hydrograph components are
governed by the meteorological forcing and the transient and per-
manent catchment characteristics (saturation and land cover, for
example). The rising limb is usually steeper and associated with
higher precipitation inputs, whereas the falling limb is marked
by a more gradual decrease in discharge, and this is more governed
by the time transfer of water within the catchment to its outlet
than the meteorological forcing. The rising limb is particularly
important to analyse in any flood forecasting system.

To focus on rising and falling limbs, CRPS values were calculated
using a weighted function based on a positive (or negative) slope
(see Eq. (2)). Fig. 2 shows the results of benchmarks performance
when the score is computed over rising and falling limbs,
respectively.

In Fig. 2a it can be seen that for the rising limb the meteorolog-
ical persistence (M: last obs a.1), and the hydrological persistence
(H: last obs e.1) have the lowest CRPS at first and thus the most skill
discrimination at short lead times, when river discharge increases
quickly from one time step to the other. The Advanced Meteorolog-
ical Benchmarks (M: 20 years c.1 and M: 20 years analogues c.2) have
the lowest CRPS from day 3 of lead time onwards, and thus the
most skill discrimination at longer lead times. Fig. 2b shows the
difference between the CRPS values of the rising limb to the full
hydrograph evaluation. This is useful in understanding how the
ability of individual benchmarks to discriminate skill changes as
a hydrograph is decomposed, essential if one is using a particular
benchmark in a forecasting system. Numbers below zero in
Fig. 2b indicate that the full hydrograph has lower CRPS values
than the rising limb. This is true for all but the hydrological persis-
tence (H: last obs e.1), which has a relative performance equivalent
to zero due to the fact that this benchmark, because of its nature,
has a non-changing error structure. All of the benchmarks are able
to discriminate less skill for the rising limb than for the full
hydrograph.

From Fig. 2c, one can see that for the falling limb, the meteoro-
logical persistence (M: last obs a.1) and the Advanced Meteorolog-
ical Benchmarks (M: 20 years c.1 and M: 20 years analogues c.2)
have the lowest CRPS values at first, and these all have the best
skill discrimination at short lead times (<2 days), with the
Advanced Meteorological Benchmarks remaining the most dis-
criminatory at longer lead times (2 days<). The hydrological persis-
tency benchmark does not do so well in comparison to the rising
limb. This is also confirmed by the comparison of the skill discrim-
ination of the falling limb and full hydrograph (Fig. 2d). It is inter-
esting to note from this figure that for the falling limb, the CRPS
difference is generally higher than zero. This is because the falling
limb is dominated by non-precipitation and therefore easier to
forecast than the full hydrograph. The H: last obs e.1 benchmark,
as a climatic benchmark, and as noted for the rising limb, is not
sensitive to the separation into hydrograph components.

3.2. Full hydrograph

In Fig. 3, the CRPS for the different benchmarks evaluated for
the full time series is shown. Fig. 3 groups the benchmarks accord-
ing to Table 3. A number of the benchmarks perform nearly equally
well at the lead time of one day. The lowest (best) CRPS is initially
given by the m:last obs benchmark (a.1 in Table 3) based on the last
observed meteorological observations. This benchmark however
quickly deteriorates and from lead time 3 days onwards the m:
20 years (c.1) benchmark dominates, which is given by the ensem-
ble of meteorological forecasts based on the last 20 years of obser-
vations. There is no significant difference between m:20 years and
the analogue version of this benchmark m:20 years (analogue) (c.2),
and both of these Advanced Meteorological Benchmarks perform
equally well. This possibly indicates that the method for selecting
the analogue is probably not sophisticated enough as others stud-
ies report greater success using this approach (Radanovics et al.,
2013). Most of the other meteorological benchmarks behave very
similarly to each other with no significant impact of the averaging
window size. This is likely caused by the smoothing effect of the
hydrological model (Fig. 3a, b, and d).



Fig. 2. (a, top left hand side) CRPS of the rising limb of the hydrograph; (b top right hand side) CRPS difference of the rising limb of the hydrograph in comparison to the full
hydrograph. (c, bottom left hand side) CRPS of the falling limb of the hydrograph; (d, bottom right hand side) CRPS difference of the falling limb of the hydrograph in comparison
to the full hydrograph. Values below zero indicate that the CRPS for the rising/falling limb is higher than for the full hydrograph, and thus the benchmark has less ability to
discriminate skill for the rising/falling limb.
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All hydrological benchmarks (Fig. 3e and f) have higher (worse)
CRPS values than any of the meteorological benchmarks, with
greater differences in particular at the shorter lead time of one
day. The best hydrological benchmarks are those based on persis-
tency (Fig. 3e), with the H:last obs (e.1), the last observed discharge
performing best up to a lead time of 3 days and the probabilistic
hydrologic persistency benchmark, H: prob. persist (e.5) being the
best at longer lead times. The worst performances are obtained
for climatology-based benchmarks based on hydrological long
term averages (Fig. 3e and f). These benchmarks exhibit a marked
flat behaviour with very similar CRPS values for all lead times,
showing that average values of flows are not skilful forecasts at
any of the lead times tested. These hydrological long term average
benchmarks are very easily beaten by a forecasting system and
would produce much naïve skill.

For both meteorological and hydrological benchmarks, the clo-
ser a benchmark reflects climatology, the less it is influenced by
lead time, which is to be expected as the mean error will be con-
stant. For hydrological average benchmarks (Fig. 3e and f) the
lower performance may be because these may exhibit a distinct
jump in comparison to the current observed flow. For example, if
the climatological average flow is 400 m3/s and the last observed
discharge is 200 m3/s, then the forecast will have a discontinuity
jump at the first lead time.



Fig. 3. CRPS of the full hydrograph for lead times from 1 to 10 days.
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3.3. Seasonality

In the previous analysis, the average of CRPS values over 4 years
of forecasts was computed. However, a clear seasonal dependency
of skill can be expected in Europe for the European Flood Aware-
ness System (Kiese et al., 2010; Pappenberger and Buizza, 2009;
Pappenberger et al., 2011b). In Fig. 4, the CRPS (of the full hydro-
graph) is analysed separately according to three seasons for a lead
time of 5 days (similar results are found for other lead times) based
on standard division of the water year in Europe (October to
September). The first season is the period from October to January,
the second one from February to May and the third one from June
to September.

In this and the following sections only a subset of benchmarks
has been presented from the full results for brevity. Selection is
based on ability to discriminate in the previous section supple-
mented with those benchmarks that exhibit lowest CRPS values
in these sections.

It is clear that in most cases the February to May season per-
forms worse than the other seasons as would be expected because
of the complex contributions of snowmelt to runoff, with errors in
both precipitation and temperature affecting results as well as the
lower predictability of precipitation. The only case where this pat-
tern is significantly different is the meteorological persistency
benchmark (M: last obs: a.1). Overall the Jun-Sep season has lower
CRPS values, which may be due to the fact that it is typically a drier
period, with lower values of average runoff. However, at the storm
event scale, errors can be bigger, due to the higher proportion of
convection, flash floods, and space–time variability of events in
general. This might be the cause for larger error (in summer) for



Fig. 4. CRPS for the leadtime 5 days and 3 different seasons.
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the ‘‘Meteo: last obs’’ family. Indeed, extreme storms are often
short, but if such rain rates are fed as input in the benchmark sim-
ulation for the whole forecast horizon (10 days) you get unrealistic
values of discharge with a large associated error. Overall the
benchmarks with the most skill discrimination in all seasons (i.e.
the lowest CRPS values) are the Advanced Meteorological Bench-
marks (M: 20 years c.1 and M: 20 years analogues c.2).

3.4. High and low flows

In this section evaluation is performed on flows separated by
their percentile, i.e. high and low flow. Evaluating high flow is
important for flood forecasting systems, and low flow, which tends
to have a longer predictability is useful in hydrological drought
forecasting systems, and is less often investigated than high flows
(Fundel et al., 2012; Pushpalatha et al., 2012). Both of these func-
tions are performed by EFAS and so are investigated here. Fig. 5
shows the results of the evaluation of the benchmarks studied
when the CRPS values are evaluated based only on flows lower
than the 20th percentile of the reference discharges (low flows)
and on flows exceeding the 80th percentile (high flows),
respectively.

For low flows, the M: 20 years (analogues) (0 precip) (d.2) bench-
mark has the lowest CRPS. This benchmark uses observations of
temperature from the past 20 years from the same calendar date
followed by a selection based on the MAE and with the observa-
tions of precipitation set to zero. It is thus similar to the Advanced
Meteorological Benchmark c.2, but just uses zero precipitation. The
probabilistic hydrological persistency (H: prob persist e.5) and the
hydrological temporal analogues (H: Analogues – temporal, f.4)
can also discriminate skill well and have low CRPS values
(Fig. 5a). Comparatively to the CRPS for the full hydrograph
(Fig. 5b), it is very noticeable that these benchmarks can discrimi-
nate more skill in low flow regimes (the relative values nearly
reach a value of 1).

For high flows, the reverse is seen, with the simple meteorologi-
cal benchmarks: M: average 30 days, 0 precip (b.4) and M: last obs
(a.1) being able to discriminate the most skill. Although this at first
may be counter-intuitive, it is likely to be because of the domi-
nance of hydrograph recession at high flows. All other meteorolog-
ical benchmarks do not discriminate skill well and hydrological
benchmarks based on discharge are also not suitable for discrimi-
nating skill at high flows. These findings are reinforced by the com-
parison of high flow CRPS with the full hydrograph in Fig. 5c – the
opposite findings compared to Fig. 5d.
3.5. Dependency on catchment size and response time

The dependency of the skill discrimination of the benchmarks
on catchment size was evaluated for a fixed lead time of 3 days,
and results are shown in Fig. 6. All hydrological benchmarks, as
exemplified by H: last obs, indicate a ‘‘V’’ shape, meaning that they
have the lowest CRPS (e.g. higher skill discrimination) at catch-
ments with sizes between 3000 and 6000 km2. In contrast, all
meteorological benchmarks show a clear decline of CRPS values
as catchment size increases: the smoothing effect of meteorologi-
cal inputs at larger catchments reflects positively in ability to dis-
criminate skill. For all catchment sizes the Advanced
Meteorological Benchmarks (c.1 and c.2) again show the lowest
CRPS and the best ability to discriminate skill.

Faster responding, flashy, catchments should be more difficult
to model with this type of system, and thus one would expect
the CRPS to be higher for these in all our benchmarks. To establish
the flashiness of a catchment the auto correlation (lag �3) is com-
puted; the larger the difference the more flashy a catchment. This
has been computed for all EFAS grid points over Europe and the
catchments classified into high, low and medium flashiness by
using the upper, medium and lower third of the resulting differ-
ences. Fig. 7 displays the results for each benchmark analysed
according to its classification in terms of response time. For all
benchmarks, there is a general tendency to observe higher CRPS
values (i.e., worse skill discrimination) at more fast-responding
catchments. Here again meteorological benchmarks show better
skill discrimination.
4. Station results using gauged observations of discharge

In this section the benchmarks are evaluated against point
observations of river flow at several gauging stations where real-
time data has been collected for the daily operational EFAS forecast
runs. Fig. 8 illustrates the results obtained at a subset of five of
these gauging stations, which are representative of the CRPS per-
formance obtained at all investigated stations. Since the CRPS for
ensemble prediction systems is quite sensitive with respect to
observed values falling out of the range of all the predicted model
outcomes, the CRPS values reach an order of magnitude higher
than the previous results (which was based on an observation
proxy, a reference discharge that is not observed but simulated
by the hydrological model using observed meteorological inputs).
This is particularly observed for two of the advanced meteorologi-
cal benchmarks analysed. They notably show the worst results for
short lead-times. This can be explained by the fact, that there has
been no data assimilation method included for updating the model
output with past observed discharge values. However without
adjusting the differences between the model simulation and the
observation at the forecast initialization, the error for the first
lead-times, where the forecast ensembles show only very little
spread, can be quite big and the observed value lies most often
far outside of the ensemble range.

When only single model outputs are compared with the obser-
vations, the CRPS reduces to the MAE. The lowest CRPS (MAE) val-
ues are for the Simple Hydrological Benchmarks: H: average 7 days
(e.2), H: average 30 days (e.3) and with H: last obs (e.1) also having
a relatively low CRPS (MAE) value.

The results in Section 4 from the spatial analysis suggested that
the various meteorological benchmarks are the most valuable for
discriminating skill routinely against spatial proxies of discharge
observations, for spatial warning systems such as EFAS. This anal-
ysis, of course, only considered the meteorological uncertainty in
the forecasting system. The results here in Section 5 show that



Fig. 5. (a, top left hand side) CRPS of the 20th percentile of flows; (b, top right hand side) CRPS difference of the 20th percentile of the hydrograph in comparison to the full
hydrograph. (c, bottom left hand side) CRPS of the 80th percentile of flows; (d, bottom right hand side) CRPS difference of the 80th percentile of the hydrograph in comparison to
the full hydrograph. Positive values mean that the below 20th percentile predictions can discriminate more skill than the full hydrograph predictions and vice versa.
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for point analysis it is likely that the hydrological benchmarks can
be more useful. This is likely to be because the evaluation with
observed discharge takes into account both the meteorological
and hydrological uncertainties. When evaluating EFAS for its flood
warnings over the whole gridded domain, the evaluation with sim-
ulated discharge is meaningful. However the analysis of EFAS per-
formance should also include a comparison with observed
discharges on gauged basins and a comparison of warnings with
flooding/no-flooding observed events over the spatial domain to
account for both the meteorological and hydrological uncertain-
ties. A full station analysis of benchmark skill discrimination con-
sidering both meteorological and hydrological uncertainties will
be implemented routinely as further postprocessed observation
stations become operational within EFAS.
5. Results summary

In order to provide a summary of the results of all the evalua-
tions undertaken a matrix of the CRPS values calculated over the
previous 6 results sections are presented in Fig. 9. The benchmarks
with the most skill discrimination are those with bluer colours.
These are summarised in Table 4 for key hydrograph features.
The effect of lead time can be clearly seen in the matrix, with better
skill discrimination at shorter lead times, and variations between
benchmarks and between evaluations. The difference between
the station analysis (observed discharge) and the spatial analysis
(observed discharge proxy) is also demonstrated in this figure,
with the CRPS values in general much higher for the station
analysis and the better discrimination of the hydrological



Fig. 6. Evaluation of skill differentiation measured with CRPS for different
catchment sizes (lead time 3 days as an example).

Fig. 7. Evaluation of skill differentiation measured with CRPS for catchments with
differing flashiness in their hydrographs (lead time 3 days as an example).
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benchmarks evident (as would be expected when using actual
observed discharge rather than proxy).

6. Discussion

6.1. Avoiding naïve skill

The most useful and honest benchmark for use in forecast eval-
uation is one that is tough to beat. The previous analysis has dem-
onstrated that different benchmarks evaluated with the CRPS have
a variable discrimination of skill when evaluated against both
proxy and gauged observations, and this often changes with lead
time (Fig. 9). Those that have lower CRPS values can be used to best
discriminate the skill of the forecasts. A summary of these discrim-
inating benchmarks is provided in Table 4.

The European Flood Awareness System is designed to predict
floods spatially across the whole of Europe. The rising limb and
the top 20% of the discharge are the most important features to
evaluate. In addition, spatial fields of observation proxies are the
most useful ‘observation’ to evaluate against, although this inevita-
bly means that the majority of the evaluation is of the meteorolog-
ical forcing. In addition EFAS provides information on the medium
range and therefore benchmarks that provide more skill discrimi-
nation at the longer lead times, i.e. those driven by the last mete-
orological observation or by an ensemble of observations over the
last year needs to be considered.

Benchmarks are important to understand the value of a fore-
casting system, judge any additional developments and allow for
a communication on skill to any stakeholders and end-users, hope-
fully leading to better decisions (Ramos et al., 2010, 2013). Such a
skill analysis allows a system, model or forecast to be classified as
having:

� No skill: The Hydrological Ensemble System is consistently
worse than a set benchmark.
� Naïve skill: The forecast system is skilful against a too simplistic

benchmark. More challenging (difficult to beat) benchmarks
could be designed.
� Real skill: No benchmark which can be implemented at a lower

cost than the operational system can beat my forecast system.

In the last column of Table 4 a comparison of the CRPS values
between the benchmarks H: last obs and H: climate, which are those
currently used in EFAS, and the most discriminatory benchmarks
found in the analysis presented in this paper is given. These values
highlight the substantial overestimation (Eq. (3)) of forecast skill in
the current benchmarks, and this naïve skill can be avoided by
implementing the most discriminating benchmarks in EFAS.

na€ıve skill¼ jf ðmost discriminating benchmarkÞ� f ðcurrent benchmarkÞj
f ðcurrent benchmarkÞ

ð3Þ
6.2. Towards implementing benchmark analysis as an operational
norm

The results presented here are evidence of the variable skill dis-
crimination of many commonly used benchmarks, and the dangers
of naïve skill attribution when using too ‘easy’ a benchmark. There
is a distinct opportunity in the HEPS community to routinely
implement this benchmark analysis, which will objectively select
benchmarks with the most skill discrimination to avoid naïve skill
when reporting HEPS performance with skill scores. This will make
sure that knowing exactly how much better our forecasts are is the
operational norm.

One important aspect to note about all of the benchmarks
described so far is that they have distinctly varying computational
costs (Fig. 10) and this is often the main barrier to implementing a
benchmark operationally. In particular the meteorological bench-
marks identified are more computationally expensive than the
hydrological benchmarks as they involve running the hydrological
model in its current operational setup. However it is important to
note that although easier to construct, observation based bench-
marks are not without their problems and are highly dependent
on observed discharge data. Observed discharge data captured dur-
ing floods usually contains errors from when measurement devices



Fig. 8. Evaluation of skill differentiation measured with CRPS for observed discharge data for five stations.
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stop functioning or are destroyed or bypassed by flood waters.
Another difficulty with observation-based benchmarks is that his-
toric data series are often too short to build a robust ensemble fore-
cast as benchmark.

Although a whole suite of benchmarks was tested within this
experimental study, the choice of benchmarks was determined by
the exact nature of the pan-European, distributed forecasting sys-
tem used and within the framework of an operational HEPS. When
EFAS runs operationally it produces an ensemble of river discharge
forecasts on each EFAS grid cell (259,024 cells across Europe).
Therefore, benchmarks which require a high degree of human
supervision or optimization had to be excluded. For example, many
post-processing methods have a component of forecasting errors,
which could be used to formulate a benchmark, but the implemen-
tation of such benchmarks would require often supervised fitting
and is not easy to automate (Bogner and Pappenberger, 2011).

In addition, since the ultimate aim is to implement the results of
this study operationally, each benchmark that was tested had to be
easy to maintain and computationally inexpensive. Therefore, even
if adding benchmarks operationally based on simplified hydrolog-
ical models would be desirable, currently for EFAS the cost in terms
of maintenance and development remains too high.
The reader should note again that it is recommended that a
range of performance measures/verification scores are used to test
conclusions from any study such as this (Cloke and Pappenberger,
2008), and that the selection of a benchmark will always be spe-
cific to the problem. Benchmark models cannot necessarily be eas-
ily and straightforwardly transferred to a different catchment, a
different type of forecast system, application or modelling environ-
ment (Krause et al., 2005; Pushpalatha et al., 2012; Ritter and
Munoz-Carpena, 2013; Schaefli and Gupta, 2007). Although estab-
lishing a single consensus regarding which benchmark to use for
hydrological modelling and forecasting is not realistic (Perrin
et al., 2006; Węglarczyk, 1998), this study aims to clarify the
advantages and disadvantages of the various options and demon-
strating best practice in the evaluation of hydrological predictions.
It is hoped that the methods and evaluations presented in this
paper themselves become a ‘benchmark’ for forecasters when
implementing a benchmark evaluation in HEPS.

6.3. Future research on benchmark selection

Although many benchmarks were evaluated in this experiment,
there remain several aspects that could be further analysed. For



Fig. 9. Summary matrix of the CRPS results for all experiments.

Table 4
The most discriminating benchmark methods from those tested presented according to different hydrograph features (verified with simulated flows) and the skill over estimation
avoided in comparison to current EFAS benchmarks. The benchmarks which rely on the last observations are deterministic all others are probabilistic.

Hydrograph feature Most discriminating method Naïve skill avoided

H: last obs (%) H: climate (%)

Full hydrograph 0–2 days M: last obs; (probabilistic alternative M: 20 years) 34 81
3–10 days M: 20 years 45 68

Rising limb 0–2 days H: last obsa (probabilistic alternative M: 20 years) 0 71
3–10 days M: 20 years 45 68

Falling limb 0–2 days M: last obs 45 85
3–10 days M: 20 years 51 72

Bottom 20% 0–2 days M: 20 years (zero precip)b 95 99
3–10 days M: 20 years (zero precip) 96 98

Top 20% 0–2 days M: last obsc (probabilistic alternative M: 20 years) 84 95
3–10 days M: last obs (probabilistic alternative M: 20 years) 63 78

a Not significantly different from: M: last obs.
b Not significantly different from: M: 20 years.
c Not significantly different from: M: average 7 days.
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Fig. 10. Illustrative scheme of cost and complexity of the five benchmark groups
used in this study.
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example the results presented showed that H: prob. persist the
probabilistic hydrological benchmark (c.5) (which is an amalgam-
ation of several deterministic benchmarks) does not discriminate
more skill than the deterministic hydrological persistence (c.1),
indicating that a different approach to build this benchmark may
have to be developed (Brown, 2013). The analogue benchmarks
could also be improved by for example conditioning them on large
scale atmospheric patterns. This could potentially improve skill
discrimination further. As EFAS is a pan-European system, the ana-
logues would have to be optimised differently for different catch-
ments, which would further complicate the selection. However, if
successful, such a tailored analogue ensemble could prove useful,
especially if the ensemble forecasts would for some reason not
be available. More complex analogue methods are difficult to
envisage at the European Scale, however they have been exten-
sively tested for use with probabilistic hydrological forecasts in
France, where the meteorological analogues are selected by analys-
ing atmospheric patterns form historical observations (Marty et al.,
2012; Obled et al., 2002; Radanovics et al., 2013).

The benchmarks in this paper could be improved for example
by lagging the benchmarks and weighting them according to past
performance similar to the methods presented by Stedinger and
Kim (2010) and Weijs and Van de Giesen (2013), which they
applied for forecasts. Future work could also look at the super-
vised post-processing of further stations in order to build up the
point scale analysis, this would also help determine whether there
were any spatial patterns within the benchmarks that might be
important. The paper mainly concentrates on a pan-European spa-
tial average. The optimal length and ensemble size of the hydro-
logical model driven by past observations also needs to be
investigated further. One other issue that requires further study
is that of verifying a seamless prediction system (from short to
long range, cf. Ebert et al., 2013), which potentially requires the
use of the same benchmark for all lead times. As the EFAS system
focuses on flood warnings, further analysis on the full range of
high flow conditions would be a useful future research exercise.
Here only the results of a threshold of 80th percentile were used
to represent high flows. It may be that the higher discharge per-
centiles would lead to results that would lead to the selection of
different benchmarks although conclusions may be difficult to
draw due to the increasing the sampling uncertainty of the com-
puted verification metrics.

Further studies could consider other aspects of the forecast/
benchmark accuracy by using different verification metrics since
the CRPS is only an overall score, as a single verification metric can-
not describe in depth the quality of any forecast system. This is
especially important since other verification criteria might be more
important to some forecast users than the CRPS (e.g. discrimination
between different flood warning levels, reliability). One further
study of value would be a more detailed sensitivity study of the
total uncertainty when evaluating with observed discharge versus
measuring the impact of the meteorological uncertainty only when
evaluating with simulated discharge.

7. Conclusions

This paper considers how best to use benchmarks for forecast
evaluation in HEPS, which is particularly useful for automatic qual-
ity checking of large scale forecasts and for when forecasting sys-
tem upgrades are made. A suite of 23 benchmarks were
evaluated within the framework of the European Flood Awareness
System (EFAS), which produces probabilistic forecasts for the Euro-
pean continent on a 5 � 5 km grid with a lead time of 10 days. The
Continuous Rank Probability Score (CRPS) was used to compare the
full discharge hydrograph, the falling and rising limb as well as the
20th and 80th discharge percentiles. Seasonality and catchment
characteristics were also considered. Up to 99% overestimation of
skill was detected in using the current benchmarks of Hydrological
persistence (H: last obs) and climatology (H: clim), with this naïve
skill likely resulting in overconfidence in forecasts.

The recommended practice for EFAS, which evaluates forecast
skill on pan-European spatial averages of simulated discharge, is
to implement Advanced Meteorological Benchmarks (M: 20 years),
as these discriminate skill better than those benchmarks currently
applied for longer lead times. However, the implementation of an
ensemble of benchmarks would also be useful, with the inclusion
of meteorological persistency and a simple meteorological bench-
mark providing the most robust evaluation of forecast skill.

This paper has provided an analysis on how benchmarks inter-
compare in this reference forecasting system, but these results are
useful for all operational HEPS forecasters. The magnitudes of the
naïve skill that can be avoided by altering the benchmark used
for the skill calculation has been demonstrated. It has also been
demonstrated that using a benchmark for large scale HEPS
although computationally expensive remains feasible within the
forecasting timescale. Given the impact of the choice of bench-
marks on the forecast performance results, it should be a commu-
nity requirement for any HEPS evaluation study (and journal
article) to clearly define the benchmark(s) being used and the rea-
sons leading to this selection.
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Daňhelka, J., Vogelbacher, A., Salamon, P., Carrasco, I., Cabrera-Tordera, A.J.,
Corzo-Toscano, M., Garcia-Padilla, M., Garcia-Sanchez, R.J., Ardilouze, C., Jurela,
S., Terek, B., Csik, A., Casey, J., Stank�unavičius, G., Ceres, V., Sprokkereef, E., Stam,
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