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Abstract—An efficient data based-modeling algorithm for nonlinear system identification is introduced for radial basis function (RBF) neural networks with the aim of maximizing generalization capability based on the concept of leave-one-out (LOO) cross validation. Each of the RBF kernels has its own kernel width parameter and the basic idea is to optimize the multiple pairs of regularization parameters and kernel widths, each of which is associated with a kernel, one at a time within the orthogonal forward regression (OFR) procedure. Thus, each OFR step consists of one model term selection based on the LOO mean square error (LOOMSE), followed by the optimization of the associated kernel width and regularization parameter, also based on the LOOMSE. Since like our previous state-of-the-art local regularization assisted orthogonal least squares (LROLS) algorithm, the same LOOMSE is adopted for model selection, our proposed new OFR algorithm is also capable of producing a very sparse RBF model with excellent generalization performance. Unlike our previous LROLS algorithm which requires an additional iterative loop to optimize the regularization parameters as well as an additional procedure to optimize the kernel width, the proposed new OFR algorithm optimizes both the kernel widths and regularization parameters within the single OFR procedure, and consequently the required computational complexity is dramatically reduced. Nonlinear system identification examples are included to demonstrate the effectiveness of this new approach in comparison to the well-known approaches of support vector machine and least absolute shrinkage and selection operator as well as the LROLS algorithm.

Index Terms—Cross validation (CV), forward regression, identification, leave-one-out (LOO) errors, nonlinear system, regularization.

I. INTRODUCTION

A LARGE class of nonlinear models including some types of neural networks can be classified as linear-in-the-parameters models. These models have provable learning and convergence conditions, are well suited for adaptive learning, and have clear engineering applications [1]–[3]. Note that in order to obtain a desired linear-in-the-parameters structure [4]–[7], however, nonlinear parameters in these models must be determined by other means as they cannot be estimated by a linear learning process. For example, the radial basis function (RBF) centers and kernel centers in the RBF neural network and the kernel model must be selected or be restricted to the training input data in order to apply the linear learning approaches of [4]–[7]. Furthermore, the RBF or kernel width parameter and other so-called hyperparameters, such as regularization parameters, also have to be learnt typically via cross validation (CV). One of the main aims of data-based modeling is good generalization, i.e., the model’s capability to approximate accurately the system output for unseen data. The concept of CV is fundamental to the evaluation of model generalization capability [8], and it is widely embedded either in parameter estimation, e.g., tuning regularization parameter [9]–[11] and forming new parameter estimates [12], or in deriving model selection criteria based on information theoretic principles [13], which regularizes model structure in order to produce sparse models.

The orthogonal least squares (OLS) algorithm, which efficiently constructs sparse models in an orthogonal forward regression (OFR) procedure [14], [15], is a popular modeling tool in neural networks, such as RBF networks [4], [16], neurofuzzy systems [17], [18], and wavelet neural networks [19], [20]. The original OLS algorithm [14] selects regressors by virtue of their contribution to the maximization of the model error reduction ratio. One commonly used version of CV is the leave-one-out (LOO) CV. For linear-in-the-parameters models, the LOO errors can be calculated without actually splitting the training data set and estimating the associated models, by making use of the Sherman–Morrison–Woodbury theorem [21]. By incorporating the OFR framework with analytical expression of LOO errors, the LOO mean square error (LOOMSE) was proposed as a model term selection criterion, which can be sequentially optimized within the model construction process [22], [23], enabling the OFR model construction procedure to automatically terminate with a sparse model that generalizes well, without resorting to other stopping criterion. It is worth emphasizing that for nonlinear system identification at least, the objective is to obtain sparse models that generalize well. A system engineer is unlikely to accept a huge-size model with many model terms for controller design purpose, even the model is a faithful representation of the underlying nonlinear system that generates the data. Take the engine data identification of [24], which is also considered in this paper,
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no control engineer will use a model with two hundreds of model terms to design controller for the lorry engine, but a small model with 20 model terms is acceptable to a control engineer, provided that the model is accurate.

In [6], empirical evidence is provided to suggest that using the LOOMSE to optimize the kernel width and regularization parameter leads to overfitting for the least squares support vector machine (LSSVR), which uses all the training data as model base. From a model selection viewpoint based on bias and variance analysis, [6] shows that this overfitting phenomenon is due to the resultant LSSVR models having a large variance. We argue that it is very unlikely for the sparse models identified by our local regularization assisted OLS (LROLS) algorithm based on the LOOMSE [23] to overfit, because our model selection framework is very different from the one used in [6]. In fact, the nonsparse LSSVR model with all the training data as its kernels is inherently prone to overfitting. By contrast, our subset model selection based on the LOOMSE criterion constructs a sparse model, exactly aiming to avoid overfitting. While the results of [6] show that the LOOMSE continuously decreases as the iterations of the hyperparameter optimization increases, a classical sign of overfitting, it has been shown in [22] and [23] that in our subset model selection procedure, the LOOMSE reaches an optimal value at certain model size.

Generally, better model generalization can be achieved using parameter regularization, which penalizes the norm of parameters. The effect of parameter regularization is to add a small bias in order to gain advantage in combating the problem of large variance which is often associated with an oversized model structure. Although a very small positive regularization parameter is nested within the OFR procedure, so that only a single OFR iteration is needed for the estimation of these hyperparameters. Specifically, we use the Gaussian RBF model that has individually tunable kernel width for each kernel, and both the kernel width and associated regularization parameter are optimized one kernel at a time within the OFR procedure. An \( l^2 \)-norm locally ROLS cost function [23], [28] is used for model parameter estimation, and the resultant LOOMSE measures the model generalization performance. By exploiting the analytical expression of LOO errors, we derive a new approach for successively estimating the two hyperparameters of RBF width and regularization parameter associated with each selected regressor using the LOOMSE criterion based on a simple line search and gradient descent algorithm, respectively, which is embedded naturally in each regressor selection step of the OFR procedure. Consequently, a computationally efficient and fully automated procedure can be achieved without resorting to any other validation data set for iterative model evaluations. Since the same LOOMSE criterion of the LROLS algorithm [23] is adopted, our proposed new OFR algorithm is also capable of producing a very sparse similar RBF model with excellent generalization performance. Unlike our previous LROLS algorithm [23], the new proposed algorithm constructs a sparse model within a single OFR procedure and consequently the required computational complexity is dramatically reduced.

This paper is organized as follows. Section II outlines the concept of the OFR using a regularized cost function.
In Section III, we present the \( n \)th stage of the OFR model representation and the concept of LOOMSE for model term selection using the LOOMSE, followed by a line search for tuning the kernel width and a gradient descent algorithm to estimate the regularization parameter for the selected regressor. Both the line search and gradient descent algorithm are also based on minimizing the LOOMSE. Section IV presents the entire proposed OFR algorithm with the nested LOOMSE-based optimal regularization, referred to as the OFR + LOOMSE, for constructing sparse models. In Section V, the empirical results demonstrate the effectiveness of our proposed OFR + LOOMSE algorithm. The conclusion is given in Section VI.

II. PRELIMINARIES

Consider the general nonlinear system represented by the nonlinear model [34]

\[
y(k) = f(y(k-1), \ldots, y(k-n_y), u(k-1), \ldots, u(k-n_u)) + v(k) = f(x(k)) + v(k)
\]

where \( y(k) \) and \( u(k) \) are the system output and control input with the lags \( n_y \) and \( n_u \), respectively, at sample time index \( k \), and \( v(k) \) denotes the system white noise, while \( m = n_y + n_u \), \( x(k) = [y(k-1) \ldots y(k-n_y) u(k-1) \ldots u(k-n_u)]^T = [x_1(k) x_2(k) \ldots x_m(k)]^T \in \mathbb{R}^m \) denotes the \( m \)-dimensional system input vector, and \( f(\bullet) \) is the unknown system mapping. The unknown nonlinear system (1) is to be identified based on an observation data set \( D_N = \{x(k), y(k)\}_{k=1}^N \) using some suitable functional which can approximate \( f(\bullet) \) with arbitrary accuracy. Without loss of generality, in this paper, we use the data set \( D_N \) to construct a RBF network model of the form

\[
\hat{y}^{(M)}(k) = f^{(M)}(x(k)) = \sum_{i=1}^{M} \theta_i \phi_i(x(k))
\]

where \( \hat{y}^{(M)}(k) \) is the model prediction output for the input vector \( x(k) \) based on the \( M \)-term RBF model, \( M \) is the total number of regressors or model terms, and \( \theta_i \) are the model weights, while the regressor \( \phi_i(x) \) takes the form of Gaussian basis function given by

\[
\phi_i(x) = \exp\left(-\frac{\|x-c_i\|^2}{2 \tau_i^2}\right)
\]

in which \( c_i = [c_{1,i} c_{2,i} \cdots c_{m,i}]^T \) is the center vector of the \( i \)th RBF unit and \( \tau_i > 0 \) is the \( i \)th RBF unit’s width parameter. We assume that each RBF kernel is placed on a training data, namely, all the RBF center vectors \( [c_{i}]_{i=1}^{M} \) are selected from the training data \( \{x(k)\}_{k=1}^{N} \).

Denote \( \hat{y}^{(M)}(k) = y(k) - \hat{y}^{(M)}(k) \) as the \( M \)-term model approximation error for the input data point \( x(k) \). Over the training data set \( D_N \), further denote \( y = \{y(1) y(2) \ldots y(N)\}^T \), \( e^{(M)} = [e^{(M)}(1) e^{(M)}(2) \ldots e^{(M)}(N)]^T \), and \( \Phi_M = [\phi_1 \phi_2 \cdots \phi_M] \) with \( \phi_n = [\phi_n(x(1)) \phi_n(x(2)) \cdots \phi_n(x(N))]^T \), \( 1 \leq n \leq M \). We have the \( M \)-term model in the matrix form of

\[
y = \Phi_M \theta_M + e^{(M)}
\]

where \( \theta_M = [\theta_1 \theta_2 \cdots \theta_M]^T \). Let an orthogonal decomposition of the regression matrix \( \Phi_M \) be \( \Phi_M = W_M \Lambda_M \), where

\[
\Lambda_M = \begin{bmatrix}
1 & a_{1,2} & \cdots & a_{1,M} \\
0 & 1 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & a_{M-1,M}
\end{bmatrix}
\]

and

\[
W_M = [w_1 \ w_2 \cdots \ w_M]
\]

with \( w_i^T w_j = 0 \), if \( i \neq j \). The regression model (4) can alternatively be expressed as

\[
y = W_M g_M + e^{(M)}
\]

where \( g_M = [g_1 \ g_2 \cdots g_M]^T \) satisfies the triangular system \( \Lambda_M \theta_M = g_M \), which can be used to determine \( \theta_M \), given \( \Lambda_M \) and \( g_M \).

Further consider the following regularized cost function:

\[
L_e(A_M, g_M) = \|y - W_M g_M\|^2 + g_M^T A_M g_M
\]

where \( A_M = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_M) \), which contains the local regularization parameters \( \lambda_i > 0 \), for \( 1 \leq i \leq M \). For a given \( A_M \), the solution for \( g_M \) can be obtained by setting the derivative vector of \( L_e \) to zero, i.e., \( (\partial L_e/\partial g_M) = \mathbf{0} \), yielding

\[
g_i^{(R)} = \frac{w_i^T y}{w_i^T w_i + \lambda_i}
\]

for \( 1 \leq i \leq M \). Our objective \( L_e(A_M, g_M) \) is constructed on the orthogonal space and the \( \ell^2 \)-norm parameter constraints are associated with the orthogonal bases \( w_i \), \( 1 \leq i \leq M \).

III. SIMULTANEOUS REGULARIZATION PARAMETER OPTIMIZATION AND MODEL CONSTRUCTION USING LOOMSE

For each stage of the OFR, we select the regressor with the smallest LOOMSE amongst all the candidate regressors using a common preset kernel width and a very small preset regularization parameter, followed by determining the optimal kernel width and then the optimal regularization parameter associated with the selected regressor.

A. \( n \)th Stage OFR Model Representation and LOOMSE

At the \( n \)th OFR stage, the \( n \)th model term is selected from a candidate pool that is formed according to (3) using the whole set or a subset of training data as candidate centers and a common preset kernel width \( \tau_0 \) and a preset regularization parameter \( \lambda_n = \lambda_0 \) initially. Consider the OFR modeling process that has produced the \( n \)-term model. Let us denote the constructed \( n \) columns of regressors as \( W_n = [w_1 \ w_2 \cdots w_n] \), with \( w_n = [w_n(1) \ w_n(2) \cdots w_n(N)]^T \). The model output vector of this \( n \)-term model is denoted as

\[
\hat{y}^{(n)} = \sum_{i=1}^{n} g_i^{(R)} w_i = W_n g_n^{(R)}
\]
where \( \mathbf{g}_n^{(R)} = [g_1^{(R)} \ g_2^{(R)} \ \cdots \ g_N^{(R)}]^T \), and the corresponding modeling error vector is given by \( \mathbf{e}(n) = \mathbf{y} - \hat{\mathbf{y}}(n) \). Clearly, the \( n \)th OFR stage can be represented by

\[
e(n-1) = g_n \mathbf{w}_n + \mathbf{e}(n). \tag{11}
\]

Equation (11) illustrates the fact that the \( n \)th OFR stage is simply to fit a one-variable model using the current model residual produced after the \((n-1)\)th stage as the desired system output.

The selection of one regressor from the \((M-n+1)\) candidate regressors involves evaluating the \((M-n+1)\) candidates for \(w_n\), i.e., by making each of the \((M-n+1)\) candidate regressors orthogonal to the \((n-1)\) orthogonal basis vectors \( \mathbf{w}_i \) for \( 1 \leq i \leq n-1 \), already selected in the previous \((n-1)\) OFR stages. Then the contributions of the candidate regressors are evaluated based on the idea of the LOO CV outlined below.

Consider the model fitting (11) on \( D_N \), where the desired output vector is \( \mathbf{e}(n-1) \) with its elements given by \( e(n-1)(k) \), \( 1 \leq k \leq N \). For notational convenience, we also denote a candidate model identified using all the \( N \) data points as \( e(n-1)(k, \lambda_n, \tau_n) = g_n^{(R)} w_n(k) \) at the \( n \)th model fitting stage. Suppose that we now sequentially set aside each data point in the estimation set \( D_N \) in turn and estimate a model using the remaining \((N-1)\) data points. The prediction error is calculated on the data point that was removed from the identification. That is, for \( k = 1, 2, \ldots, N \), the model is estimated by removing the \( k \)th data point from \( D_N \), and the output of the model, identified based on \( D_N \setminus \{x(k), y(k)\} \), is computed for the \( k \)th data unused in the identification and is denoted by \( e(n-1,k)(k, \lambda_n, \tau_n) \). Then, the LOO prediction error is calculated as

\[
e(n,k)(k, \lambda_n, \tau_n) = e(n-1,k) - e(n-1,k)(k, \lambda_n, \tau_n). \tag{12}
\]

Direct evaluation of \( e(n,k)(k, \lambda_n, \tau_n) \) by splitting the data set requires extensive computational efforts. However, as we have shown in [23], they can be exactly calculated without actually sequentially splitting the estimation data set. The LOOMSE is then defined as the average of the squared LOO errors, given by

\[
J(\lambda_n, \tau_n) = 1/N \sum_{k=1}^{N} (e(n,k)(k, \lambda_n, \tau_n))^2.
\]

The model generalization contribution from the \( n \)th stage of OFR depends on the selection of a regressor from the \((M-n+1)\) candidate regressors and further tuning of kernel width as well as regularization parameter optimization based on the updated regressor. We propose that the LOOMSE is used initially for regressor selection and then used for kernel width as well as regularization parameter estimation. To be more specific, firstly we use a very small regularization parameter \( \lambda_0 \), e.g., \( \lambda_0 = 10^{-8} \), for all the \((M-n+1)\) candidate regressors, and the associated LOOMSE values are calculated and ranked. Then the regressor with the smallest LOOMSE is selected as the \( n \)th regressor, denoted as \( \phi_n(\tau_0) \). Secondly, for this selected regressor, we first maximize its potential model generalization performance by successively updating \( w_n \) via \( \tau_n \) when \( \lambda_0 \) is fixed, then followed by the associated regularization parameter optimization by minimizing the LOOMSE with respect to \( \lambda_n \) when \( \tau_n \) is fixed, so that:

\[
\lambda_n^{opt} = \arg\min_{\lambda_n} \left\{ \min_{\tau_n} \left\{ \frac{1}{N} \sum_{k=1}^{N} (e(n,k)(k, \lambda_n, \tau_n))^2 \right\} \right\}. \tag{13}
\]

An optimization procedure is introduced in Section III-B for this two-variables optimization problem.

B. Successive Kernel Width and Regularization Parameter Estimation via Minimizing LOOMSE

Because the joint optimization of the LOOMSE with respect to both the kernel width and regularization parameter is very complex, we opt for the following successive optimization procedure: 1) we first hold the regularization parameter as \( \lambda_0 \) and tune the kernel width \( \tau_n \) by directly evaluating the LOOMSE using a line search algorithm and 2) with the obtained optimal \( \tau_n \), we then optimize \( \lambda_n \) based on the LOOMSE using a gradient descent algorithm.

The model parameter estimator \( g_n^{(R)}(\lambda_n, \tau_n) \) can be written as

\[
g_n^{(R)}(\lambda_n, \tau_n) = w_n^T e(n-1) / \alpha_n \tag{14}
\]

where

\[
\alpha_n = w_n^T w_n + \lambda_n. \tag{15}
\]

The residual is then given by

\[
e(n,k, \lambda_n, \tau_n) = e(n-1,k) - w_n(k) w_n^T e(n-1) / \alpha_n \tag{16}
\]

and the LOOMSE can be calculated as [23]

\[
J(\lambda_n, \tau_n) = \frac{1}{N} \sum_{k=1}^{N} \left( \frac{e(n,k, \lambda_n, \tau_n)}{\beta_n(k)} \right)^2 \tag{17}
\]

where

\[
\beta_n(k) = 1 - \sum_{i=1}^{n} \frac{(w_i(k))^2}{\alpha_i} = \beta_{n-1}(k) - \frac{(w_n(k))^2}{\alpha_n}. \tag{18}
\]

Note that \( \beta_{n-1}(k) \) has already been determined in the previous regression step, and \( \beta_0(k) = 1 \).

Further, note that, \( \phi_n = \phi_n(\tau_n) \) is a functional of \( \tau_n \) and

\[
w_n = \phi_n(\tau_n) - \sum_{i=1}^{n-1} a_{i,n} w_i \tag{19}
\]

with \( a_{i,n} = w_i^T \phi_n(\tau_n) / w_i^T w_i, 1 \leq i \leq n-1 \). Therefore, we have

\[
w_n = B_n \phi_n(\tau_n) \tag{20}
\]

where \( B_n = B_{n-1} - w_{n-1} w_{n-1}^T / w_{n-1}^T w_{n-1} \), and \( B_1 = I \) is the \( N \times N \) identity matrix. Clearly the gradient \( \partial J(\lambda_n, \tau_n) / \partial \tau_n \) is very complex. However, if we fix \( \lambda_n = \lambda_0 \), then LOOMSE becomes a one-variable function of \( \tau_n \) which either increases or decreases as \( \tau_n \) increases until it reaches a local minimum. Thus, we can simply use a 1-D line search to solve for \( \tau_n \), as shown in Table I.

Remark 1: This 1-D line search algorithm is guaranteed to find a near optimal kernel width \( \tau_n \in [\tau_1, \tau_0, \zeta^{-(n-1)} \tau_0] \) with no more than \( n \) iterations given the learning rate \( 0 < \zeta < 1 \). Provided that the initial kernel width \( \tau_0 \) is not too far away...
Table I

Kernel Width Parameter Update for Fixed $\lambda_n$

<table>
<thead>
<tr>
<th>$\tau_n$</th>
<th>$\tau_{n+1}$</th>
<th>$\tau_{n+2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{n}^{\text{old},1}$</td>
<td>$\tau_{n}^{\text{new}}$</td>
<td>$\tau_{n}^{\text{new}}$</td>
</tr>
<tr>
<td>$\tau_{n}^{\text{old},2}$</td>
<td>$\tau_{n+1}$</td>
<td>$\tau_{n+1}$</td>
</tr>
</tbody>
</table>

Set number of iterations $I_t$ to a small value, e.g., 10. Preset learning rate $\zeta$ as $0.95 < \zeta < 1$, e.g., 0.98. Set $\tau_n^{\text{old},1} = \tau_0 / \zeta$ and $\tau_n^{\text{old},2} = \tau_0 * \zeta$.

Calculate $J(n, \tau_n^{\text{old}})$, $J(n, \tau_n^{\text{old},1})$ and $J(n, \tau_n^{\text{old},2})$ according to (20) and (15)–(18).

Set $\tau_{n}^{\text{new}} = \arg \min_{\tau_n \in \{ \tau_n^{\text{old},1}, \tau_n^{\text{old},1}, \tau_n^{\text{old},2} \}} J(n, \tau_n)$.

if $\tau_{n}^{\text{new}} = \tau_n^{\text{old},1}$ then

$\tau_n^{\text{old},1} = \tau_n^{\text{old},1} / \zeta$.

Calculate $J(n, \tau_n^{\text{old},1})$ according to (20) and (15)–(18).

$\zeta = 1$.

while $\zeta < I_t$ and $J(n, \tau_n^{\text{old},1}) < J(n, \tau_n^{\text{old}})$ do

$\tau_n^{\text{old}} = \tau_n^{\text{old},1} / \zeta$.

Calculate $J(n, \tau_n^{\text{old}})$ according to (20) and (15)–(18).

$\zeta = \zeta + 1$.

end while

$\tau_n = \tau_n^{\text{old}}$.

else if $\tau_{n}^{\text{new}} = \tau_n^{\text{old},2}$ then

$\tau_n^{\text{old},2} = \tau_n^{\text{old},2} * \zeta$.

Calculate $J(n, \tau_n^{\text{old},2})$ according to (20) and (15)–(18).

$\zeta = 1$.

while $\zeta < I_t$ and $J(n, \tau_n^{\text{old},2}) < J(n, \tau_n^{\text{old}})$ do

$\tau_n^{\text{old}} = \tau_n^{\text{old},2} * \zeta$.

Calculate $J(n, \tau_n^{\text{old}})$ according to (20) and (15)–(18).

$\zeta = \zeta + 1$.

end while

$\tau_n = \tau_n^{\text{old}}$.

else if $\tau_{n}^{\text{new}} = \tau_n^{\text{old}}$ then

$\tau_n = \tau_{n}^{\text{new}}$.

end if

end if

Return $\tau_n$.

Once $\tau_n$ is found we seek $\lambda_n$ using a gradient descent algorithm. From (16), we have

$$
\frac{\partial e^{(n)}(k, \lambda_n, \tau_n)}{\partial \lambda_n} = \frac{w_n(k)\varepsilon^{(n-1)} / \alpha_n}{\alpha_n} = \frac{w_n(k)\varepsilon^{(n, R)}(\lambda_n, \tau_n)}{\alpha_n}
$$

and the gradient of the LOOMSE with respect to $\lambda_n$ is given by

$$
\frac{\partial J(\lambda_n, \tau_n)}{\partial \lambda_n} = 2 \sum_{k=1}^{N} \frac{\beta_n(k)}{\lambda_n} \frac{\partial e^{(n)}(k, \lambda_n)}{\partial \lambda_n}
$$

where

$$
\frac{\partial e^{(n)}(k, \lambda_n)}{\partial \lambda_n} = \frac{\partial e^{(n)}(k, \lambda_n)}{\partial \lambda_n} \frac{\partial \lambda_n}{\partial \lambda_n}
$$

and

$$
\gamma_n(k) = \frac{w_n(k)}{\alpha_n \beta_n(k)}.
$$

With $\lambda_n^{\text{old}} = \lambda_0$ and $\lambda_0$ a preset very small positive value, the gradient descent algorithm for minimizing the LOOMSE of (17) is applied as follows:

$$
\lambda_n^{\text{new}} = \lambda_n^{\text{old}} + \eta \cdot \text{sign} \left( \frac{\partial J(\lambda_n, \tau_n)}{\partial \lambda_n} \right)
$$

for a predetermined number of iterations $I_t$, e.g., $I_t = 20$, where $\eta > 0$ is a very small positive learning rate. Note that sign$(\partial J(\lambda_n, \tau_n)/\partial \lambda_n)$ is used in (25), indicating that this is a normalized version of gradient descent algorithm and a small learning rate $\eta$ will scale well with the search space of $\lambda_n$, irrespective of the actual size of $(\partial J(\lambda_n, \tau_n)/\partial \lambda_n)$.

Remark 2: This 1-D gradient descent algorithm is guaranteed to converge to a near optimal solution $\lambda_n$, provided that the initial regularization parameter $\lambda_0$ is not too far away from a local minimum. The computational cost of this gradient descent algorithm is low due to the neat expression of (21) and (22).

The computational complexity of the above optimal regularization parameter estimator is on the order of $O(N)$, scaled by the number of iterations $I_t$ which is usually much smaller than $N$. Therefore, the computational complexity of this gradient descent algorithm is on the order of $O(N^2)$ required by selecting a model term in each OFR step.

This near optimal one regularization parameter estimator together with kernel parameter tuning for the selected regressor offers the benefit of further reduction in the LOOMSE for the selected regressor and hence improves the model generalization for the same model terms selected sequentially by the OFR procedure.

IV. PROPOSED OFR WITH NESTED OPTIMAL REGULARIZATION USING LOOMSE

The proposed OFR + LOOMSE algorithm is presented below integrating: 1) the model regressor selection based
on minimizing the LOOMSE using a preset regularization parameter from the candidate set; 2) successively updating the kernel width and optimizing regularization parameter also based on minimizing the LOOMSE for the selected model regressor; and 3) the modified Gram-Schmidt orthogonalization procedure [14]. For notational convenience, define

\[
\Phi^{(n-1)} = \begin{bmatrix}
w_1 & \cdots & w_{n-1} & \phi_n^{(n-1)} & \cdots & \phi_M^{(n-1)} \end{bmatrix} \in \mathbb{R}^{N \times M}
\]  

(26)

with \( \Phi^{(0)} = \Phi_M \). If some of the columns in \( \Phi^{(n-1)} \) are interchanged, it is still referred to as \( \Phi^{(n-1)} \) for notational simplicity. The initial conditions are set as follows: \( e^{(0)} = y \), \( \beta_0(k) = 1 \) for \( 1 \leq k \leq N \), and the learning rate \( \eta \) is a given small positive number, e.g., \( \eta = 0.01 \). Further denote the \( k \)th element of \( \phi^{(n-1)}_j \) as \( \phi_j^{(n-1)}(k) \).

With the initialization of \( \lambda_n^{\text{old}} = \lambda_0 \) and \( \tau_n = \tau_0 \), the \( n \)th stage of the OFR procedure is given as follows.

**Step 1: Model Term Selection**

1) For \( n \leq j \leq M \), calculate

\[
\alpha_n^{(j)} = \left( \phi_j^{(n-1)} \right)^T \phi_j^{(n-1)} + \lambda_n^{\text{old}}
\]  

(27)

\[
\beta_n^{(j)}(k) = \beta_{n-1}(k) - \left( \phi_j^{(n-1)}(k) \right)^2 / \alpha_n^{(j)}, \quad 1 \leq k \leq N
\]  

(28)

\[
\begin{bmatrix}
\tilde{s}_n^{(R,j)} \\
e^{(n,j)}
\end{bmatrix} = \begin{bmatrix}
\alpha_n^{(j)} \\
\alpha_n^{(j)}
\end{bmatrix} \begin{bmatrix}
\tilde{s}_n^{(R,j)} \\
\phi_j^{(n-1)}
\end{bmatrix}
\]  

(29)

\[
J_n^{(j)} = \frac{1}{N} \sum_{k=1}^{N} \left( e^{(n,j)}(k)/\beta_n^{(j)}(k) \right)^2.
\]  

(31)

2) Find

\[
J_n = J_n^{(j_n)} = \min \left\{ J_n^{(j)}, \quad n \leq j \leq M \right\}.
\]  

(32)

Then the \( j_n \)th and the \( n \)th columns of \( \Phi^{(n-1)} \) are interchanged. The \( j_n \)th column and the \( n \)th column of \( A_M \) are interchanged up to the \( (n-1) \)th row. This effectively selects the \( n \)th regressor in the subset model.

**Step 2: Kernel Width Optimization**

Apply the algorithm in Table I to find the optimal kernel width parameter \( \tau_n \). Form \( \phi_n^{(\tau_n)} \) using (3) and update the \( n \)th column of \( A_M \) up to the \( (n-1) \)th row as

\[
a_i, n = \frac{w_i^T \phi_n^{(\tau_n)}}{w_i^T w_i}, \quad 1 \leq i \leq n - 1.
\]  

(33)

The modified Gram-Schmidt orthogonalization procedure [14] then calculates the \( n \)th row of \( A_M \) and transfers \( \Phi^{(n-1)} \) into \( \Phi^{(n)} \) as follows:

\[
\begin{align*}
w_n &= \phi_n^{(\tau_n)} - \sum_{i=1}^{n-1} a_{i,n} w_i \\
a_{n,j} &= w_n^T \phi_j^{(n-1)}/w_n^T w_n, \quad n + 1 \leq j \leq M \\
\phi_j^{(n)} &= \phi_j^{(n-1)} - a_{n,j} w_n, \quad n + 1 \leq j \leq M.
\end{align*}
\]  

(34)

**Step 3: Regularization Parameter Optimization**

1) For the derived \( w_n \), iterate the following steps \( t_2 \) times:

\[
\begin{align*}
\alpha_n &= w_n^T w_n + \lambda_n^{\text{old}} \\
\beta_n(k) &= \beta_{n-1}(k) - (w_n(k))^2 / \alpha_n, \quad 1 \leq k \leq N \\
\gamma_n(k) &= w_n(k) / \alpha_n \\
\tilde{s}_n^{(R)} &= \frac{w_n^T \phi_j^{(n-1)}}{\alpha_n} \\
e^{(n)} &= \frac{e^{(n-1)} - \tilde{s}_n^{(R)} w_n}{\alpha_n} \\
\lambda_n^{\text{new}} &= \max \left\{ \lambda_0, \lambda_n^{\text{old}} - \eta \cdot \text{sign} \left( \partial J / \partial \lambda_n \right) \right\}
\end{align*}
\]  

(35)-(40)

where \( (\partial J / \partial \lambda_n) = \sum_{k=1}^{N} (e^{(n)}(k)/\beta_n(k)) \).

2) Update the LOOMSE

\[
J_n = \frac{1}{N} \sum_{k=1}^{N} \left( e^{(n)}(k)/\beta_n(k) \right)^2.
\]  

(42)

**Termination**

The OFR procedure is terminated at the \( (n_s + 1) \)th stage automatically when the condition \( J_{n_s+1} \geq J_{n_s} \) is detected, yielding a subset model with the \( n_s \) significant regressors.

**Remark 3:** The existence of this desired model size \( n_s \) is guaranteed. This is because initially the LOOMSE decreases as the model size increases, reaching a minimum value at certain model size, and then LOOMSE starts increasing when the model size increases further [22], [23], [30]. Thus, the OFR model selection procedure based on the LOOMSE is guaranteed to automatically “converge” or to terminate at a minimum LOOMSE solution with \( n_s \) significant model terms.

The computational complexity of out proposed OFR + LOOMSE algorithm can easily be shown to be

\[
C_{\text{OFR + LOOMSE}} \approx \left( n_s + 1 \right) \cdot O \left( N^2 + (I_1 + I_2)N \right) \approx \left( n_s + 1 \right) \cdot O \left( N^2 \right).
\]  

(43)

Note that with a fixed common kernel width and given all the fixed regularization parameters, our previous LROLS algorithm has the computational complexity given by [23], [32], and [33]

\[
C_{\text{LROLS}}^{\text{single-OFR}} \approx \left( n_s + 1 \right) \cdot O \left( N^2 \right)
\]  

(44)

assuming that the OFR procedure also produces a \( n_s \)-term model. This confirms that the new OFR + LOOMSE algorithm only requires negligible extra computational cost in comparison to the OFR algorithm with a fixed kernel width and fixed regularization parameters. Further assuming that the iterative loop for updating the regularization parameters requires \( I_{\text{fps}} \) iterations and the grid search for tuning the single common kernel width employs \( I_{\text{skw}} \) points, then the total complexity of the LROLS algorithm is approximately

\[
C_{\text{LROLS}} \approx I_{\text{skw}} \cdot I_{\text{fps}} \cdot (n_s + 1) \cdot O \left( N^2 \right).
\]  

(45)
Therefore, an approximate complexity reduction factor of $I_{skw} \cdot I_{rps}$ is achieved by the proposed new OFR-LOOMSE algorithm, over our previous LROLS algorithm. In the following experimental study section, we will demonstrate that the new OFR-LOOMSE algorithm is capable of obtaining very similar sparse models with very similar excellent generalization performance, as the state-of-the-art LROLS algorithm does.

V. SIMULATION STUDY

Example 1: Consider using an RBF network to approximate the unknown scalar function

$$f(x) = \frac{\sin(x)}{x}. \quad (46)$$

A data set of two hundred points was generated from $y(x) = f(x) + v$, where the input $x$ was uniformly distributed in the range $[-10, 10]$ and the noise $v$ was Gaussian with zero mean and standard deviation 0.2. The noisy data $y(x)$ and the underlying function $f(x)$ are illustrated in Fig. 1(a). The Gaussian function $\phi_i(x) = \exp\left(-\frac{(x - c_i)^2}{2\tau_i^2}\right)$ was used as the basis function to construct an RBF model. All the two hundred data points $\{x\}$ were used as the candidate RBF center set for $\{c_i\}$. For the proposed OFR + LOOMSE algorithm, at each OFR step, the initial kernel width was set to $\tau_0 = \sqrt{10}$, and the initial regularization parameter was set to $\lambda_0 = 10^{-8}$. For the line search algorithm of Table I, the iteration number $I_{t1} = 10$ and the learning rate $\zeta = 0.95$. For the 1-D gradient descent algorithm, we set the learning rate to $\eta = 0.02$ and the iteration number to $I_{t2} = 30$. At each OFR step, the near optimal kernel width and regularization parameter found for the selected regressor are shown in Fig. 1(b), while Fig. 1(c), indicates that the proposed OFR + LOOMSE algorithm automatically selects a sparse model of size $n_s = 8$ when $J_n$ reaches the minimum at $n = n_s$. The model predictions ($\hat{y}(x)$) of the resultant eight-term model are also depicted in Fig. 1(a).

For comparison, the $\varepsilon$-SVM algorithm [5], the LASSO using the MATLAB function lasso.m with tenfold CV being used to select the associated regularization parameter, and our previous LROLS algorithm [23] were experimented to construct models based on the same kernel function set but with a common kernel width $r$ for every kernel. The MATLAB function quadprog.m was used with the algorithm option set as “interior-point-convex” for the $\varepsilon$-SVM algorithm. The tuning parameters in the $\varepsilon$-SVM algorithm, such as soft margin parameter $C$ [5], were set empirically so that the best possible result is obtained after several trials. The best kernel width value $r$ for each of these three algorithms was also empirically set after several trials. The mean square errors (MSEs) of the four resulting models over the noisy data set, defined by $E[\hat{y}(x) - y(x)]^2$, and the MSEs of the these four models over the true function, defined as $E[\hat{y}(x) - f(x)]^2$, are recorded in Table II, where the expectation $E[\cdot]$ indicates the averaging over the data set $\{x\}$. The results of Table II show that the proposed OFR + LOOMSE algorithm achieves similar excellent performance as our previous state-of-the-art LROLS algorithm, in terms of both model sparsity and model generalization. As mentioned in the previous section, the proposed method significantly reduces the total computational cost in constructing a sparse model.

Example 2: The engine data set [24] consists of the 410 data points of the fuel rack position (input $u(k)$) and the engine speed (output $y(k)$), collected from a Leyland TL11 turbocharged, direct injection diesel engine when operated at a low engine speed. Fig. 2(a) depicts the input $u(k)$ and output $y(k)$ of this engine data set. The first 210 data
samples were used in training and the last 200 data samples for model testing. The system input vector was given by \( x(k) = [y(k-1) u(k-1) u(k-2)]^T \). We used the Gaussian RBF kernel (3), and the candidate set for \( \{e_i\} \) was formed using all the training data samples. For the proposed OFR + LOOMSE algorithm, at each OFR step, the initial kernel width was chosen to be \( \tau_0 = 1 \) and the initial regularization parameter was set to \( \lambda_0 = 10^{-8} \). Furthermore, the line search algorithmic parameters was set to \( I_{T_1} = 10 \) and \( \zeta = 0.95 \), while the 1-D gradient descent algorithmic parameters was given by \( \eta = 0.02 \) and \( I_{T_2} = 30 \). At each OFR step, the near optimal kernel width and regularization parameter found for the selected regressor are shown in Fig. 2(b), while Fig. 2(c) indicates that the proposed OFR + LOOMSE algorithm automatically selects a sparse model of size \( n_s = 21 \) when \( J_n \) reaches the minimum at \( n = n_s \).

The \( \varepsilon \)-SVM algorithm [5], the LASSO and our previous LROLS algorithm [23] were used for comparison, based on the same Gaussian kernel set with a common kernel width \( \tau \) for every kernel. Again, for the \( \varepsilon \)-SVM, the MATLAB function `quadprog.m` was used with the option set as “interior-point-convex,” while the soft margin parameter and other tuning parameters were empirically chosen after several trials. For the LASSO, the MATLAB function `lasso.m` was used. For both the \( \varepsilon \)-SVM and LASSO, we list the results obtained for a range of kernel width \( \tau \) values in Table III, in comparison to the results obtained by the proposed OFR + LOOMSE algorithm as well as the LROLS algorithm. The results of Table III show that the \( \varepsilon \)-SVM can achieve similar test MSE as the proposed algorithm but requires a very large model, and the LASSO algorithm is unable to yield a comparable performance to our algorithm. Moreover, the OFR + LOOMSE algorithm achieves similar excellent performance as the LROLS algorithm, in terms of both model sparsity and model generalization, while imposing a lower computational cost than the latter, as mentioned in the previous section. It is also worth pointing out that the computational cost of the proposed OFR + LOOMSE algorithm is significantly lower than the \( \varepsilon \)-SVM algorithm and the LASSO algorithm, even when these two algorithms was given a fixed kernel width \( \tau \). For example, using MATLAB on a computer with Intel Core i7-3770K CPU, the recorded running time for the proposed algorithm is 0.972248 s, but the LASSO with \( \tau = 0.1 \) took 26.24080 s.

Example 3: The liquid level data set was collected from a nonlinear liquid level plant, which consisted of a dc water pump feeding a conical flask which in turn fed a square tank. The system input \( u(k) \) was the voltage to the pump motor and the system output \( y(k) \) was the water level in the conical flask. A description of this nonlinear process can be found in [35] and Fig. 3(a) shows the 1000 data samples of the data set used in this experiment. From the data set, 1000 data points \( \{x(k), y(k)\} \) were constructed with

\[
\begin{align*}
x(k) &= [y(k-1) y(k-2) y(k-3) u(k-1) \\
u(k-2) u(k-3) u(k-4)]^T. & (47)
\end{align*}
\]

The first 500 pairs of the data were used for training and the remaining 500 pairs for testing the constructed model.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MSE over the noisy output ( y(x) )</th>
<th>MSE over the true function ( f(x) )</th>
<th>Model Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon )-SVM [5]</td>
<td>0.0395</td>
<td>0.0010</td>
<td>200</td>
</tr>
<tr>
<td>LASSO</td>
<td>0.0443</td>
<td>0.0052</td>
<td>20</td>
</tr>
<tr>
<td>LROLS [23]</td>
<td>0.0389</td>
<td>0.0009</td>
<td>7</td>
</tr>
<tr>
<td>The proposed</td>
<td>0.0398</td>
<td>0.0010</td>
<td>8</td>
</tr>
</tbody>
</table>
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The Gaussian RBF kernel (3) was employed, and the candidate set for \( \{ c_i \} \) was formed using all the training data points. The initial kernel width was chosen as \( \tau_0 = 2.5 \) and the initial regularization parameter was set to \( \lambda_0 = 10^{-8} \). For the line search algorithm of Table III, the iteration number \( I_{l1} = 10 \) and the learning rate \( \varsigma = 0.95 \), while for the 1-D gradient descent algorithm, we set the learning rate to \( \eta = 0.02 \) and the iteration number to \( I_{l2} = 30 \). At each OFR step, the near optimal kernel width and regularization parameter found for the selected regressor are depicted in Fig. 3(b), while Fig. 3(c) indicates that the OFR + LOOMSE algorithm automatically selects a sparse model of size \( n_s = 26 \) when \( J_n \) reaches the minimum at \( n = n_s \).

For comparison, the \( \varepsilon \)-SVM algorithm [5], the LASSO algorithm and the LROLS algorithm [23] were also applied based on the same Gaussian kernel set but with a common kernel width \( \tau \) for every kernel. The \( \varepsilon \)-SVM was implemented using the MATLAB function \( \text{quadprog.m} \) with the algorithm option set as interior-point-convex, and the soft margin and other tuning parameters were empirically chosen after several trials. For the LASSO, the MATLAB function \( \text{lasso.m} \) was used with tenfold CV for selecting the associated regularization parameter. For both the \( \varepsilon \)-SVM and LASSO algorithms, we list the results obtained for a range of kernel width \( \tau \) values in Table IV, in comparison to the results obtained by our proposed OFR + LOOMSE algorithm and our previous LROLS algorithm. The modeling results of Table IV again demonstrate that the proposed OFR + LOOMSE algorithm has comparable performance to the LROLS algorithm [23], in terms of both model generalization and model sparsity. The \( \varepsilon \)-SVM algorithm is able to achieve a similar test MSE as the proposed OFR + LOOMSE algorithm but requires a very large model. The LASSO algorithm is able to obtain a sparser model but yields a poorer test MSE. Note that the proposed OFR + LOOMSE algorithm is computationally much more efficient than the \( \varepsilon \)-SVM and LASSO algorithms. Using MATLAB on a computer with Intel Core i7-3770K CPU, the recorded running time for the proposed algorithm, which includes optimizing the kernel width \( \tau_n \) at each OFR step, is 3.361728 s, compared to 26.685302 s required by the LASSO with the kernel width fixed to \( \tau = 3 \).

Example 4: The gas furnace data set (the time series \( J \) in [36]) contained 296 pairs of input-output points as depicted in Fig. 4(a), where the input \( u(k) \) was the coded input gas feed rate and the output \( y(k) \) represented the CO\(_2\) concentration from the gas furnace. The Gaussian RBF kernel (3) was employed with the system input vector given by

\[
x(k) = [y(k-1) \ y(k-2) \ y(k-3) \ u(k-1) \ u(k-2) \ u(k-3)]^T.
\]

From Fig. 4(a), it can be seen that the second half of the data set is significantly different from the first half. Therefore,
TABLE IV

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MSE over training data set</th>
<th>MSE over test data set</th>
<th>Model size</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon)-SVM ((\tau=0))</td>
<td>0.00134</td>
<td>0.00229</td>
<td>488</td>
</tr>
<tr>
<td>(\varepsilon)-SVM ((\tau=5))</td>
<td>0.00139</td>
<td>0.00257</td>
<td>493</td>
</tr>
<tr>
<td>(\varepsilon)-SVM ((\tau=10))</td>
<td>0.00131</td>
<td>0.00289</td>
<td>487</td>
</tr>
<tr>
<td>(\varepsilon)-SVM ((\tau=20))</td>
<td>0.00113</td>
<td>0.00499</td>
<td>490</td>
</tr>
<tr>
<td>LASSO ((\tau=5))</td>
<td>0.00386</td>
<td>0.00432</td>
<td>14</td>
</tr>
<tr>
<td>LASSO ((\tau=10))</td>
<td>0.00334</td>
<td>0.00377</td>
<td>13</td>
</tr>
<tr>
<td>LASSO ((\tau=20))</td>
<td>0.00251</td>
<td>0.00370</td>
<td>42</td>
</tr>
<tr>
<td>LASSO ((\tau=50))</td>
<td>0.00224</td>
<td>0.00429</td>
<td>28</td>
</tr>
<tr>
<td>LROLS [23]</td>
<td>0.00140</td>
<td>0.00253</td>
<td>30</td>
</tr>
<tr>
<td>The proposed</td>
<td>0.00154</td>
<td>0.00245</td>
<td>26</td>
</tr>
</tbody>
</table>

we used the even-number pairs of \(\{x(k)y(k)\}\) for training and the odd-number pairs for testing. The candidate RBF center set \(\{c_i\}\) was formed using all the training data samples. The initial kernel width was given by \(\tau_0 = \sqrt{1000}\) and the initial regularization parameter was set to \(\lambda_0 = 10^{-8}\). For the line search algorithm of Table I, the iteration number \(I_{11} = 10\) and the learning rate \(\zeta = 0.95\), while the 1-D gradient descent algorithm used the learning rate of \(\eta = 0.02\) and the iteration number of \(I_{12} = 30\). At each OFR step, the optimal kernel width and regularization parameter found for the selected regressor is shown in Fig. 4(b), while Fig. 4(c), indicates that the proposed OFR + LOOMS algorithm automatically selects a sparse model of size \(n_s = 12\) when \(J_n\) reaches the minimum at \(n = n_s\).

The \(\varepsilon\)-SVM algorithm [5], the LASSO algorithm and the LROLS algorithm [23] were used based on the same Gaussian kernel set but with a common kernel width \(\tau\) for every kernel, for a comparison. The results of the \(\varepsilon\)-SVM algorithm and LASSO algorithm based on the common kernel variance of \(\tau^2 = 500, 1000,\) and \(2000\), respectively, are compared with the results obtained by the OFR + LOOMS and LROLS algorithms in Table V. The modeling results of Table V demonstrate that for this example the proposed OFR + LOOMS algorithm attains the best test MSE performance.

Example 5: The Boston housing data set, available at the UCI repository [37], comprised 506 data points with 14 variables. We performed the task of predicting the median house value from the remaining 13 attributes. We randomly selected 456 data points from the data set for training and used the remaining 50 data points to form the test set. Average results were given over 100 realizations. For each realization, 13 input attributes were normalized so that each attribute has zero mean and standard deviation of one. The Gaussian RBF model was constructed from the 456 candidate regressors of each realization. For the proposed OFR + LOOMSE algorithm, at each OFR step, the initial kernel width was set to \(\tau_0 = 3\) and the initial regularization parameter was set to \(\lambda_0 = 10^{-8}\), while the learning rates \(\eta = 0.002\) and \(\zeta = 0.95\) as well as the iteration numbers \(I_{11} = 10\) and \(I_{12} = 50\) were used.

In Table VI, the modeling performance of the proposed OFR + LOOMSE algorithm is compared with the results of the \(\varepsilon\)-SVM [5] and the LROLS [23], which are quoted from [32]. We also experimented with the LASSO algorithm supplied by MATLAB lasso.m with option set as tenfold CV to select the associated regularization parameter. For the LASSO, a common kernel width \(\tau\) was set for constructing the kernel model from the 456 candidate regressors of each realization, and a range of \(\tau\) values were experimented. As shown in Table VI, the proposed OFR + LOOMSE algorithm is very competitive in terms of model size and model generalization capability, compared with the LROLS algorithm and the LASSO algorithm. As analyzed in Section IV,
the computational cost of the OFR + LOOMSE algorithm is lower than that of the LROLS algorithm. Also, the running time of the OFR + LOOMSE algorithm over 100 realizations was recorded as 126.02 s, much faster than the LASSO algorithm with $\tau = 3$ which took 1259.9 s.

### VI. Conclusion

We have shown how to optimize the pairs of kernel width and regularization parameters one pair at a time within the OFR procedure with the aim of maximizing the model generalization capability by proposing a new OFR + LOOMSE algorithm based on the Gaussian RBF model with tunable kernel widths for nonlinear system identification application. During each stage of the OFR, the LOOMSE is used as the selection criterion to select one regressor from the candidate set, while the kernel width of the selected regressor is tuned followed by optimizing the associated regularization parameter for the tuned regressor, both also based on the LOOMSE. Since the kernel width parameters as well as regularization parameters are optimized within the OFR algorithm, there is no need to iteratively run the OFR for choosing these parameters, as many other existing schemes do, including our previous state-of-the-art LROLS algorithm. Computational analysis has shown that the total computational cost of the proposed OFR + LOOMSE algorithm is lower than that of the LROLS algorithm which is well-known to be a highly efficient method for constructing sparse models that generalize well. Five examples, including three real-world nonlinear system identification applications, have been included to demonstrate the effectiveness of the new data modeling approach, in comparison to several existing approaches, in terms of model generalization performance and model sparsity. Although the proposed algorithm is presented based on the Gaussian RBF model, it can be applied to other types of linear-in-the-parameter models.
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