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Abstract

We study the dynamical properties of certain shift spaces. To help study these properties we introduce two new classes of shifts, namely boundedly supermultiplicative (BSM) shifts and balanced shifts. It turns out that any almost specified shift is both BSM and balanced, and any balanced shift is BSM. However, as we will demonstrate, there are examples of shifts which are BSM but not balanced. We also study the measure theoretic properties of balanced shifts. We show that a shift space admits a Gibbs state if and only if it is balanced.

Restricting ourselves to $S$-gap shifts, we relate certain dynamical properties of an $S$-gap shift to combinatorial properties from expansions in non-integer bases. This identification allows us to use the machinery from expansions in non-integer bases to give straightforward constructions of $S$-gap shifts with certain desirable properties. We show that for any $q \in (0,1)$ there is an $S$-gap shift which has the specification property and entropy $q$. We also use this identification to address the question, for a given $q \in (0,1)$, how many $S$-gap shifts exist with entropy $q$? For certain exceptional values of $q$ there is a unique $S$-gap shift with this entropy.

*The second author would like to thank the University of Alaska — Fairbanks for its hospitality during his stays while part of this paper was written.
1 Introduction

In this paper we study the dynamical properties of certain shift spaces. We begin by giving a basic overview. For a more thorough account we refer the reader to [14]. A finite or countably infinite set, usually denoted $A$, is called the alphabet. The elements of $A$ will be called letters.

Definition 1.1. The full $A$-shift is

$$A^\mathbb{Z} := \{ x = (..., x_{-1}, x_0, x_1, ..., x_i, ...) : x_i \in A \}$$

The full $A$-shift is just the collection of all bi-infinite sequences with letters from $A$. A shift space and the shift map are defined as follows.

Definition 1.2. A shift space is a subset $X$ of $A^\mathbb{Z}$ such that

$$X := X_F = \{ x \in A^\mathbb{Z} : \text{ for all } n \in \mathbb{Z}, k \in \mathbb{N} \text{ we have } (x_n, x_{n+1}, ..., x_{n+k}) \notin F \}.$$ 

For some collection $F$ of forbidden blocks over $A$. The shift map $\sigma : X \to X$ is defined on any shift space according to the rule $\sigma(x) = y$ where $y_i = x_{i+1}$ for each $i \in \mathbb{Z}$.

A shift of finite type is a shift space where the set of forbidden blocks $F$ is finite. We can equip shift spaces with a metric. The metric captures the idea that points are close when large central blocks of their coordinates agree. If $x, y \in A^\mathbb{Z}$ we put:

$$d(x, y) = 2^{-k}$$

where $k$ is maximal so that $(x_{-k}, ..., x_k) = (y_{-k}, ..., y_k)$. A subset $X$ of $A^\mathbb{Z}$ is a shift space if and only if it is shift-invariant and compact. A key concept in the general theory of shift spaces is the concept of entropy, which we define next.

Definition 1.3. Let $X$ be a shift space over a finite alphabet. The entropy of $X$ is defined by:

$$h(X) := \lim_{n \to \infty} \frac{1}{n} \log |B_n(X)|,$$

where $B_n(X)$ is the number of $n$-blocks (blocks of length $n$) appearing in elements of $X$.

If $X$ has alphabet $A$, then $h(X) \leq \log |A|$. Moreover, if $X \neq \emptyset$ then $|B_n(X)| \geq 1$, and so if $X \neq \emptyset$ then $0 \leq h(X) \leq \log |A|$. We let $B(X) := \cup_{n=1}^\infty B_n(X)$. Often $B$ is referred to as the language of $X$. Here and throughout log is the logarithm to the base 2.

Recently there has been an increased interest in shifts spaces that have the specification or almost specification property, see [5] and [8]. Almost specified shifts are a larger class than the class of irreducible sofic shifts, and among many important properties they share, is the fact that they are intrinsically ergodic (there exists a unique measure of maximal entropy).
Definition 1.4. Let \( X \) be a shift space. We say that \( X \) has the \textit{specification property} if there exists a positive integer \( N \geq 1 \) such that for all \( u, v \in \mathcal{B}(X) \), there exists \( \omega \in \mathcal{B}_{N}(X) \) with \( u\omega v \in \mathcal{B}(X) \). We say that \( X \) has the \textit{almost specification property} (or \( X \) is almost specified) if there exists a positive integer \( N \geq 1 \) such that for all \( u, v \in \mathcal{B}(X) \), there exists \( \omega \in \mathcal{B}(X) \), with \( |\omega| \leq N \), and \( u\omega v \in \mathcal{B}(X) \).

Both the specification property and the almost specification property are useful tools in describing the dynamical properties of certain shift spaces. One of the goals of this paper is to further the understanding of these dynamical properties. With this goal in mind we introduce two new classes of shift spaces, namely boundedly supermultiplicative (BSM) shifts and balanced shifts.

Definition 1.5. A shift \( X \) is called \textbf{boundedly supermultiplicative} if there exists \( K \geq 1 \) such that
\[
|\mathcal{B}_m(X)| \cdot |\mathcal{B}_n(X)| \leq K|\mathcal{B}_{m+n}(X)|
\]
for every \( m, n \geq 1 \). A shift is called \textbf{essentially boundedly supermultiplicative} if there exists a subshift of the same entropy that is boundedly supermultiplicative.

Definition 1.6. A shift space \( X \) is \textbf{balanced} if there exists \( B > 0 \), so that for every word \( \omega \in \mathcal{B}(X) \), we have
\[
\frac{|\mathcal{B}_{\omega,r}(X)|}{|\mathcal{B}_r(X)|} \geq B.
\]
Where \( r \in \mathbb{N} \) and \( \mathcal{B}_{\omega,r}(X) \) is the set of all words of length \( r \) that can follow \( \omega \).

In Section 3 we study the properties of BSM shifts and balanced shifts. We show that every almost specified shift is both BSM and balanced. We also give an example of a shift that is essentially boundedly supermultiplicative but not boundedly supermultiplicative. From the measure theoretic perspective we show that a shift space is balanced if and only if it admits a Gibbs state. The rest of this paper will be focused on a special class of shift space called an \( S \)-gap shift.

Definition 1.7. Let \( S \) be a non-empty subset of \( \mathbb{N} \). We define the \textbf{\( S \)-gap shift} \( X(S) \subseteq \{0, 1\}^\mathbb{Z} \) to be the set of bi-infinite sequences such that the number of consecutive zeros in a sequence is always an element of \( S \).

Clearly an \( S \)-gap shift is a shift space. A typical point in \( X(S) \) has the form:
\[
x = ...10^{n_j}10^{n_0}10^{n_1}...,\]
where \( n_j \in S \). \( S \)-gap shifts are well studied, for further details we refer the reader to [8, 9] and the references therein. In Section 4 we examine the link between \( S \)-gap shifts and expansions in non-integer bases. As we will see, using the machinery of expansions in non-integer bases we obtain very simple proofs of dynamical results for \( S \)-gap shifts. These results include: for any \( q \in (0, 1) \) there exists an \( S \)-gap shift which has the specification property and entropy \( q \), for any \( q \in (0, \log(\frac{1+\sqrt{5}}{2})) \) there exists a continuum of \( S \)-gap shifts which have the specification property and entropy \( q \), and the set of \( q \in (0, 1) \) for which there exists a unique \( S \)-gap shift with entropy \( q \) has Hausdorff dimension 1.
2 Preliminaries

In this section we outline the necessary preliminaries from $S$-gap shifts and expansions in non-integer bases. We begin by recalling the relevant theory from $S$-gap shifts.

2.1 $S$-gap shifts

The following proposition is the first step in connecting $S$-gap shifts and expansions in non-integer bases.

**Proposition 2.1.** If $S = \{n_0, n_1, \ldots, n_i, \ldots\}$, then $h(X(S)) = \log(\lambda)$, where $\lambda$ is the unique positive solution to

$$1 = \sum_{i \geq 0} \frac{1}{x^{n_i+1}}$$

Proposition 2.1 is a well known result. However a detailed proof of this result is almost impossible to find. The most cited reference is [14], where the statement appears as an exercise. The other widely cited reference is [20], section 7, but there appears to be an error in the proof (line 5 page 153). For a proof of this theorem in the case when the set $S$ is either finite or cofinite we refer the reader to [9]. To generalise this result to an arbitrary $S$ the key ingredient is that for any $\epsilon > 0$ there exists $N \in \mathbb{N}$ so that $|h(X(S)) - h(X(S \cup \{N, N + 1, N + 2, \ldots\}))| < \epsilon$. This implies Proposition 2.1.

The following proposition follows from the work of [8]. It links desirable dynamical properties of an $S$-gap shift with certain combinatorial properties of the set $S$.

**Proposition 2.2.** Let $S \subseteq \mathbb{N}$. The following results hold:

1. $X(S)$ is a shift of finite type if and only if $S$ is finite or cofinite.
2. $X(S)$ is almost specified if and only if $\sup_i |n_{i+1} - n_i| < \infty$.
3. $X(S)$ is mixing if and only if $\gcd\{n + 1 : n \in S\} = 1$.
4. $X(S)$ has the specification property if and only if $\sup_i |n_{i+1} - n_i| < \infty$ and $\gcd\{n + 1 : n \in S\} = 1$.

2.2 Expansions in non-integer bases

We now establish the necessary preliminaries from expansions in non-integer bases. Let $\lambda \in (1, 2)$ and $I_\lambda := [0, \frac{1}{\lambda - 1}]$. Given $x \in \mathbb{R}$ we say that a sequence $(a_j)_{j=1}^\infty \in \{0, 1\}^\mathbb{N}$ is a $\lambda$-expansion for $x$ if

$$\sum_{j=1}^\infty \frac{a_j}{\lambda^j} = x.$$
It is a straightforward exercise to show that $x$ has a $\lambda$-expansion if and only if $x \in I_\lambda$. Expansions in non-integer bases were pioneered in the papers of Parry [15] and Rényi [17]. One of the appealing features of expansions in non-integer bases is that an $x \in I_\lambda$ typically has many $\lambda$-expansions. In fact, for any $\lambda \in (1, 2)$ almost every $x \in I_\lambda$ has a continuum of $\lambda$-expansions, see [19]. Here and hereafter almost every is meant with respect to Lebesgue measure. Given the above, it is natural to introduce the following set

$$\Sigma_\lambda(x) = \left\{(a_j)_{j=1}^\infty \in \{0, 1\}^\mathbb{N} : \sum_{j=1}^\infty \frac{a_j}{\lambda^j} = x \right\}.$$

Let us fix the maps $T_0(x) = \lambda x$ and $T_1(x) = \lambda x - 1$. We now introduce another set

$$\Omega_\lambda(x) = \left\{(T_{a_j})_{j=1}^\infty \in \{T_0, T_1\}^\mathbb{N} : (T_{a_k} \circ \cdots \circ T_{a_1})(x) \in I_\lambda \text{ for all } k \in \mathbb{N} \right\}.$$

In [3] the following lemma was shown to hold.

**Lemma 2.3.** card $\Sigma_\lambda(x) = $ card $\Omega_\lambda(x)$. Where our bijection identifies $(a_j)_{j=1}^\infty$ with $(T_{a_j})_{j=1}^\infty$.

The dynamical interpretation of $\Sigma_\lambda(x)$ provided by $\Omega_\lambda(x)$ and Lemma 2.3 will help with our exposition and make our proofs more succinct. Indeed, when it comes to constructing a $\lambda$-expansion of $x \in I_\lambda$ with certain desirable combinatorial properties, it is often much easier to achieve this goal by studying the trajectories of $x$ under combinations of $T_0$ and $T_1$.

Let $\mathcal{S}_\lambda := T_0^{-1}(I_\lambda) \cap T_1^{-1}(I_\lambda) = \left[\frac{1}{\lambda}, \frac{1}{\lambda\lambda - 1}\right]$. By definition $\mathcal{S}_\lambda$ is the set of $x \in I_\lambda$ which are mapped into $I_\lambda$ under $T_0$ and $T_1$. Therefore, by Lemma 2.3, $\mathcal{S}_\lambda$ is the set of $x \in I_\lambda$ which have a choice of digit in the first entry of their $\lambda$-expansion. An $x \in I_\lambda$ has a unique $\lambda$-expansion if and only if it is never mapped into $\mathcal{S}_\lambda$ under a finite concatenation of $T_0$'s and $T_1$'s. In what follows we refer to the interval $\mathcal{S}_\lambda$ as the **switch region**.

Both Parry [15] and Rényi [17] studied a specific dynamical system as a method for generating $\lambda$-expansions. In particular, they studied the expansions generated by the map $G : I_\lambda \to I_\lambda$ where

$$G(x) = \begin{cases} 
T_0(x) & \text{if } x \in \left[0, \frac{1}{\lambda}\right) \\
T_1(x) & \text{if } x \in \left[\frac{1}{\lambda}, \frac{1}{\lambda\lambda - 1}\right].
\end{cases}$$

For each $x \in I_\lambda$, by repeatedly applying the map $G$ to $x$ and its successive images we construct an element of $\Omega_\lambda(x)$, and therefore by Lemma 2.3 we have constructed an element of $\Sigma_\lambda(x)$. The map $G$ is known as the **greedy map**, and the $\lambda$-expansion of $x$ generated by $G$ is known as the **greedy expansion**. The greedy expansion is named as such because it is the $\lambda$-expansion generated by the algorithm which always picks the largest digit possible. We observe that given $x \in [0, \frac{1}{\lambda\lambda - 1})$, for $n$ sufficiently large $G^n(x) \in [0, 1)$. Moreover, once $x$ is mapped into $[0, 1)$ it is never mapped out, i.e., $G^m(x) \in [0, 1)$ for all $m \geq n$. 
Complementing the notion of a greedy expansion is the notion of a **lazy expansion**. This is the \( \lambda \)-expansion generated by the algorithm which always picks the smallest digit possible. This expansion is generated by the map \( L : I_\lambda \to I_\lambda \) where

\[
L(x) = \begin{cases} 
  T_0(x) & \text{if } x \in [0, \frac{1}{\lambda(\lambda-1)}] \\
  T_1(x) & \text{if } x \in \left( \frac{1}{\lambda(\lambda-1)}, \frac{1}{\lambda-1} \right].
\end{cases}
\]

In a similar way to the greedy map, every \( x \in (0, \frac{1}{\lambda-1}] \) is mapped into the interval \( (\frac{2-\lambda}{\lambda-1}, \frac{1}{\lambda-1}] \) and once \( x \) is mapped into this interval it is never mapped out. Notice that the functions \( G \) and \( L \) only differ in the switch region \( S_\lambda \). This is to be expected as we only ever have a choice of digit when \( x \) is mapped into \( S_\lambda \), and our greedy expansion chooses the largest digit possible and the lazy expansion the smallest digit possible.

The following straightforward result will be important when it comes to applying the theory of expansions in non-integer bases to \( S \)-gap shifts.

**Lemma 2.4.** Let \( x \in I_\lambda \) and \( (T_{a_j})_{j=1}^\infty \in \Omega_\lambda(x) \). If there exists \( \delta > 0 \) such that \( (T_{a_k} \circ \cdots \circ T_{a_1})(x) > \delta \) for all \( k \in \mathbb{N} \). Then \( (T_{a_j})_{j=1}^\infty \) has an upper bound on the number of consecutive \( T_0 \)'s occurring, and by Lemma 2.3 the corresponding element of \( \Sigma_\lambda(x) \) also has an upper bound on the number of consecutive zeros occurring.

**Proof.** Let \( x, (T_{a_j})_{j=1}^\infty \) and \( \delta \) be as above. Let \( N \in \mathbb{N} \) be such that \( \delta \lambda^N > \frac{1}{\lambda-1} \). We now show that \( (T_{a_j})_{j=1}^\infty \) cannot contain more than \( N \) consecutive \( T_0 \)’s.

Assume that this is not the case and that there exists \( k \in \mathbb{N} \) such that \( T_{a_{k+i}} = T_0 \) for \( 1 \leq i \leq N \). Using the fact that \( T_0 \) expands distances between distinct points by a factor \( \lambda \), and that \( 0 \) is the unique fixed point of \( T_0 \), we observe the following

\[
| (T_0^N \circ T_{a_k} \circ \cdots \circ T_{a_1})(x) - 0 | = |(T_0^N \circ T_{a_k} \circ \cdots \circ T_{a_1})(x) - T_0^N(0) | = \lambda^N |(T_{a_k} \circ \cdots \circ T_{a_1})(x) - 0 | \\
\geq \lambda^N \delta \\
> \frac{1}{\lambda-1}.
\]

Therefore \( (T_0^N \circ T_{a_k} \circ \cdots \circ T_{a_1})(x) \notin I_\lambda \) and we have our desired contradiction. \( \square \)

The following corollary is an immediate consequence of Lemma 2.4 and our earlier observation that if \( x \in (0, \frac{1}{\lambda-1}] \) then \( L \) eventually maps \( x \) into \( (\frac{2-\lambda}{\lambda-1}, \frac{1}{\lambda-1}] \), and once \( x \) is mapped into this interval it never leaves.

**Corollary 2.5.** Let \( x \in (0, \frac{1}{\lambda-1}] \). The lazy expansion of \( x \) contains a bounded number of consecutive zeros.
3  Boundedly Supermultiplicative and Balanced Shifts

In this section we prove our results about BSM and balanced shifts. We begin by recalling the definitions of a BSM shift and a balanced shift.

Definition 3.1. A shift $X$ is called **boundedly supermultiplicative** if there exists $K \geq 1$ such that

$$|B_m(X)| \cdot |B_n(X)| \leq K|B_{m+n}(X)|$$

for every $m, n \geq 1$. A shift is called **essentially boundedly supermultiplicative** if there exists a subshift of the same entropy that is boundedly supermultiplicative.

Definition 3.2. A shift space $X$ is **balanced** if there exists $B > 0$, so that for every word $\omega$, we have

$$\frac{|B_{\omega,r}(X)|}{|B_r(X)|} \geq B.$$  

Where $r \in \mathbb{N}$ and $B_{\omega,r}(X)$ is the set of all words of length $r$ that can follow $\omega$.

3.1 Examples and main properties

In this subsection we examine some examples and prove some results on BSM and balanced shifts. If it turns out that every balanced shift is BSM, and every almost specified shifts is both BSM and balanced.

Our first example shows that there exist essentially boundedly supermultiplicative shifts that are not boundedly supermultiplicative.

**Example 3.3.** We start with an alphabet of four letters $A = \{a, b, c, d\}$. Let $X$ be the shift space where the set of forbidden blocks is $F = \{ac, ad, bd, ca, cb, da, db\}$. Let $C_1 = \{a, b\}$ and let $C_2 = \{c, d\}$. Given the definition of $F$, if a word has a letter from $C_2$, that letter can only be followed by a letter from $C_2$. Also, the block $bc$ can only appear once in an admissible word.

There are $2^n$ words with letters exclusively from $C_1$ and $2^n$ words with letters exclusively from $C_2$. The number of words of length $n$ containing the word $bc$ is $(n - 1)2^{n-2}$. Thus, the total number of words of length $n$ is $2^{n+1} + (n - 1)2^{n-2} = (n + 7)2^{n-2}$. A simple calculation then shows that the shift is not BSM and it has entropy $\log(2)$. $X$ is essentially boundedly supermultiplicative since the subshift corresponding to $C_1$ has entropy $\log(2)$.

Next, we examine an example of a sofic shift that is not a subshift of finite type.

**Definition 3.4.** The even shift is the subshift of $\{0, 1\}^{\mathbb{Z}^+}$ comprising all binary sequences such that there is an even number of 0’s between any two successive 1’s.
exists a word of length at most \( N \) an admissible word. Let \( N \)

By Proposition 3.6 it suffices to show that every almost specified shift is balanced. Let

Proof.

Example 3.5 (The even shift). We show next that the even shift is boundedly supermultiplicative
with \( K = 4 \). Let \( E \) denote the even shift. Let \( B_{m,0}(E) \) denote the set of words of length \( m \) ending in 0, and \( B_{0,m}(E) \) denote the set of words of length \( m \) starting with 0. If we have a word of length \( m \) ending in 1 we can get another word of length \( m \) by replacing 1 with 0. Similarly, if we have a word of length \( m \) starting in 1 we can get another word of length \( m \) by replacing 1 with 0. Thus we have

\[
|B_m(E)| \leq 2|B_{m,0}(E)| \quad \text{and} \quad |B_m(E)| \leq 2|B_{0,m}(E)|
\]

for every \( m \geq 1 \).

Now, let \( \omega 0 \) and \( 0\alpha \) be arbitrary words in \( B_{m,0}(E) \) and \( B_{0,n}(E) \) respectively. Let \( k \) be the number of 0’s that \( \omega 0 \) ends in, and let \( l \) be the number of 0’s \( 0\alpha \) starts with. We define a map \( \tau : B_{m,0}(E) \times B_{0,n}(E) \rightarrow B_{m+n}(E) \) as follows: \( \tau((\omega 0, 0\alpha)) = \omega 0\alpha \) if \( k + l \) is even, \( \tau((\omega 0, 0\alpha)) = \omega 10\alpha \) if \( k \) is odd and \( l \) is even, and \( \tau((\omega 0, 0\alpha)) = \omega 01\alpha \) if \( k \) is even and \( l \) is odd. The map \( \tau \) is injective, so we may deduce:

\[
|B_{m,0}(E)| \cdot |B_{0,n}(E)| \leq |B_{m+n}(E)|
\]

for all \( m, n \geq 1 \). Consequently,

\[
|B_m(E)| \cdot |B_n(E)| \leq 2|B_{m,0}(E)| \cdot 2|B_{0,n}(E)| \leq 4|B_{m+n}(E)|.
\]

for all \( m, n \geq 1 \). In conclusion, \( E \) is BSM, with \( K = 4 \).

We now prove that every almost specified shift is BSM and balanced. We begin by showing that every balanced shift is BSM.

Proposition 3.6. Every balanced shift is BSM.

Proof. If \( X \) is balanced, there exists \( B > 0 \) so that, for every \( \omega \) in \( B(X) \) and every \( r \) we have

\[
|B_{\omega, r}(X)| \geq B|B_r(X)|.
\]

Now let \( A_{\omega, r} = \{ \omega \rho | \rho \in B_{\omega, r}(X) \} \). Thus \( |A_{\omega, r}| \geq B|B_r(X)| \). Then for every \( m, n \geq 1 \) we have

\[
|B_{m+n}(X)| = \sum_{\omega \in B_m(X)} |A_{\omega, n}| \geq \sum_{\omega \in B_m(X)} B|B_n(X)| = B|B_m(X)||B_n(X)|.
\]

This proves that \( X \) is BSM. \( \square \)

Theorem 3.7. Every almost specified shift is BSM and balanced.

Proof. By Proposition 3.6 it suffices to show that every almost specified shift is balanced. Let \( \omega \) be an admissible word. Let \( N \) be as in the definition of almost specified. Thus, for our word \( \omega \) there exists a word of length at most \( N \) connecting \( \omega \) with any given word of length \( r \). So we can write

\[
|B_{\omega, r}(X)| + |B_{\omega, r+1}(X)| + \cdots + |B_{\omega, r+N}(X)| \geq |B_r(X)|.
\]
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At the same time we have
\[ |B_{\omega,r}(X)|(1 + |B_1(X)| + \cdots + |B_N(X)|) \geq |B_{\omega,r}(X)| + |B_{\omega,r+1}(X)| + |B_{\omega,r+N}(X)|. \]

In conclusion
\[ \frac{|B_{\omega,r}(X)|}{|B_{r}(X)|} \geq (1 + |B_1(X)| + \cdots + |B_N(X)|)^{-1}, \]
and therefore \( X \) is balanced.

Given Proposition 3.6 it is natural to ask whether there exists BSM shifts that are not balanced. This turns out to be the case as we now show. The \( S \)-gap shift and the \( \beta \)-shift will be our main examples of BSM shifts that are not balanced. An example of a balanced shift that is not almost specified is at this point an open question.

**Example 3.8** (\( S \)-gap shift). Let \( S \) be a subset of the positive integers so that \( S \) has unbounded gaps. Then the corresponding \( S \)-gap shift is not balanced. Let \( S = \{n_0, n_1, \ldots, n_k, \ldots\} \). Given that \( S \) has unbounded gaps, we can find a subset of \( S \), call it \( W = \{n_{i_0}, n_{i_0+1}, n_{i_1}, n_{i_1+1}, \ldots, n_{i_k}, n_{i_k+1}, \ldots\} \), so that \( n_{i_k+1} - n_i \to \infty \). Consider now \( \omega = 10^{n_{i_k+1}} \). Then \( |B_{\omega,n_{i_k+1}-n_{i_k}}(X)| = 1 \) and so \( \frac{|B_{\omega,n_{i_k+1}-n_{i_k}}(X)|}{|B_{n_{i_k+1}-n_{i_k}}(X)|} \to 0 \) as \( k \) approaches infinity. The fact that any \( S \)-gap shift is BSM is a direct consequence of Lemma 5.3 from [5].

**Example 3.9** (\( \beta \)-shift). In [17] it was shown that any \( \beta \)-shift is boundedly supermultiplicative. However, when the expansion of 1 contains arbitrarily long strings of zeros, the \( \beta \)-shift is not balanced. This follows from a similar argument to that given above in the case of \( S \)-gap shifts.

We end this subsection with a result which demonstrates that the entropy of a BSM shift is “easier” to compute than the entropy of a general shift space. For more details on boundedly submultiplicative and supermultiplicative sequences and their normalization see [11].

**Proposition 3.10.** Let \( X \) be a boundedly supermultiplicative shift. Then for any \( n \geq 1 \),
\[ \frac{\log |B_n(X)| - \log K}{n} \leq h(X) \leq \frac{\log |B_n(X)|}{n}. \]

The first inequality holds because the sequence \( \{\frac{|B_n(X)|}{K}\}_{n \geq 1} \) is supermultiplicative. The second inequality holds because the sequence \( \{|B_n(X)|\}_{n \geq 1} \) is submultiplicative.

### 3.2 Measure-theoretic properties of BSM and balanced shifts

We now turn our attention to some measure theoretic properties of BSM and balanced shifts. We start with the definitions of a Gibbs-like measure and a Gibbs measure on a shift space. Measures with the Gibbs property have been studied in [16] and more recently in [5].
Definition 3.11. A probability measure \( \mu \) is a Gibbs-like state for a shift space \( X \) if there exist \( c_1 > 0 \) and \( c_2 > 0 \) so that, \( \forall \omega \), we have
\[
c_1 \leq \mu([\omega])|B_r(X)| \leq c_2
\]
where \( |\omega| = r \).

Definition 3.12. A probability measure \( \mu \) is a Gibbs state for a shift space \( X \) if there exist \( c_1 \) and \( c_2 \) strictly positive, so that, \( \forall \omega \), we have
\[
c_1 \leq \mu([\omega]) \leq c_2
\]
where \( |\omega| = r \) and \( h(X) \) is the entropy of \( X \).

Proposition 3.13. Let \( X \) be a shift space. The following statements hold.

1. \( X \) is BSM if and only if there exist positive constants \( c_1 \) and \( c_2 \) so that for every \( n \geq 1 \), we have
\[
c_1 \leq \frac{2^{nhX}}{|B_n(X)|} \leq c_2.
\]
Thus, in a BSM shift space the notions of Gibbs state and Gibbs-like state are equivalent.

2. If \( X \) admits a Gibbs state then \( X \) is BSM. In particular, any Gibbs state is a Gibbs-like state.

Proof. 1) Let us assume first that \( X \) is BSM. We recall the well known fact that the entropy of \( X \) can be expressed as
\[
h(X) = \inf_{n \geq 1} \frac{1}{n} \log |B_n(X)|.
\]
This implies that for every \( n \geq 1 \) we have \( h(X) \leq \frac{1}{n} \log |B_n(X)| \). Therefore \( 2^{nh(X)} \leq |B_n(X)| \) for every \( n \geq 1 \) and we can take \( c_2 = 1 \).

To construct our \( c_1 \) we observe that Proposition 3.10 implies that for every \( n \geq 1 \)
\[
\frac{\log |B_n(X)| - \log K}{n} \leq h(X).
\]
Therefore \( \frac{|B_n(X)|}{K} \leq 2^{nh(X)} \) for every \( n \geq 1 \) and we may take \( c_1 = \frac{1}{K} \).

Going in the other direction, assume (3.1) holds. For every \( m, n \geq 1 \) we have
\[
c_1 \leq \frac{2^{mh(X)}}{|B_m(X)|} \leq c_2 \text{ and } c_1 \leq \frac{2^{nh(X)}}{|B_n(X)|} \leq c_2.
\]
Multiplying these inequalities we get
\[
c_1^2 \leq \frac{2^{(m+n)h(X)}}{|B_m(X)||B_n(X)|} \leq c_2^2.
\]
By (3.1) we have \(2^{(m+n)h(X)} \leq c_2|B_{m+n}(X)|\), so

\[
c_1^2 \leq \frac{c_2|B_{m+n}(X)|}{|B_m(X)||B_n(X)|}.
\] (3.3)

Using (3.3) we get

\[
|B_m(X)||B_n(X)| \leq \frac{c_2}{c_1}|B_{m+n}(X)|.
\]

This shows that \(X\) is BSM. Finally, the fact that the notions of Gibbs state and Gibbs-like state are equivalent in a BSM shift space is a straightforward consequence of their definitions.

2) Assume that a Gibbs state \(\mu\) exists on \(X\). Fix \(r \geq 1\) and let \(\omega\) be an arbitrary admissible word of length \(r\). By the definition of a Gibbs state, there exist \(c_1\) and \(c_2\) so that

\[
c_1 \leq \mu([\omega])2^{rh(X)} \leq c_2.
\]

Summing over all words of length \(r\) we obtain

\[
c_1|B_r(X)| \leq \sum_{|\omega|=r} \mu([\omega])2^{rh(X)} \leq c_2|B_r(X)|.
\]

This is equivalent to

\[
c_1|B_r(X)| \leq 2^{rh(X)} \leq c_2|B_r(X)|.
\]

Which by 1) implies that \(X\) is BSM. The fact that any Gibbs state is a Gibbs-like state also follows from 1).

For our next result we make use of some results from [21] about probability measures on compact metric spaces. Recall that our shifts spaces are compact metric spaces. Given a compact metric space \(X\), by \(M(X)\) we denote the set of all probability measures on \(X\). We endow \(M(X)\) with the \(\text{weak}^*\) topology. If \(X\) is a compact metric space, then \(M(X)\) is compact with the \(\text{weak}^*\) topology.

**Theorem 3.14.** A shift space \(X\) admits a Gibbs state if and only if it is balanced.

**Proof.** First we show how to construct a Gibbs state on the balanced shift space \(X\). For every \(r \geq 1\), and for every admissible word \(\omega\) of length \(r\), we define a point-mass probability measure \(\mu_r\) as follows. Choose \(\alpha\) an infinite word in \([\omega]\) and define \(\mu_r(\{\alpha\}) = \frac{1}{|B_{r+1}(X)|}\). Now, we have \(\mu_r([\omega]) = \frac{1}{|B_r(X)|}\), and \(\mu_r([\omega\tau]) = 0\) if it doesn’t contain \(\alpha\), or is the full measure of the cylinder otherwise.

Given \(\omega\) and \(r\), for every \(k \geq 1\), we have

\[
\mu_{r+k}([\omega]) = \mu_{r+k}(\bigcup_{|\omega\alpha|=k} [\omega\alpha]) = \sum_{|\omega\alpha|=k} \mu([\omega\alpha]) = \frac{|B_{\omega,k}(X)||B_{r+k}(X)|}{|B_{r+k}(X)|}.
\]
Since $X$ is balanced, there exists $B > 0$, independent of $\omega$ and $k$, so that $B \leq \frac{|B_{\omega,k}(X)|}{|B_k(X)|}$. Thus

$$B|B_k(X)| \leq |B_{\omega,k}(X)| \leq |B_k(X)|.$$ 

Hence

$$\frac{B|B_k(X)|}{|B_{r+k}(X)|} \leq \mu_{\omega+k}([\omega]) \leq \frac{|B_k(X)|}{|B_{r+k}(X)|}.$$ 

By Proposition 3.6 every balanced shift is BSM. This means that there exists $K \geq 1$ so that

$$|B_{r+k}(X)| \leq |B_r(X)||B_k(X)| \leq K|B_{r+k}(X)|.$$ 

Thus

$$\frac{1}{|B_r(X)|} \leq \frac{|B_k(X)|}{|B_{r+k}(X)|} \leq \frac{K}{|B_r(X)|}.$$ 

Choosing $c_1 = B$ and $c_2 = K$, we conclude that there exists $c_1$ and $c_2$ so that

$$\frac{c_1}{|B_r(X)|} \leq \mu_{\omega+k}([\omega]) \leq \frac{c_2}{|B_r(X)|}. \quad (3.4)$$ 

At this point, let us choose a convergent subsequence for our sequence of measures, call it $\{\mu_{p_l}\}_{l \geq 1}$. Let $\mu$ be the weak* limit of this subsequence.

Since our alphabet is finite, the cylinder $[\omega]$ is both open and closed for any finite word $\omega$. Let $\omega$ now be an arbitrary word and let $|\omega| = r$. For any $l$ so that $p_l \geq r$, we have

$$\frac{c_1}{|B_r(X)|} \leq \mu_{p_l}([\omega]) \leq \frac{c_2}{|B_r(X)|}. \quad (3.5)$$ 

Letting $l$ go to infinity we obtain

$$\frac{c_1}{|B_r(X)|} \leq \mu([\omega]) \leq \frac{c_2}{|B_r(X)|}. \quad (3.6)$$ 

This is a consequence of $[\omega]$ being open and closed. This shows that $\mu$ is a Gibbs-like state and thus, using Proposition 3.13 2), a Gibbs state (since $X$ is BSM).

Going in the other direction, suppose $X$ admits a Gibbs state $\mu$. Let $\omega$ an arbitrary word of length $r$, and let $k \geq 1$ be an integer. By Proposition 3.13 we know that $\mu$ is also a Gibbs like state, therefore

$$\frac{c_1}{|B_r(X)|} \leq \mu([\omega]) = \mu\left( \bigcup_{|\alpha| = k} [\omega\alpha] \right) = \sum_{|\alpha| = k, \omega\alpha \in B_{r+k}(X)} \mu([\omega\alpha]) \leq c_2|B_{\omega,k}(X)|\frac{1}{|B_{r+k}(X)|}.$$ 

Hence

$$c_1 \leq c_2|B_{\omega,k}(X)||B_r(X)|\frac{1}{|B_{r+k}(X)|}. \quad (3.7)$$
Using Proposition 3.13 2), $X$ is BSM, and so, there exists $K \geq 1$ so that
\[ |B_r(X)| \cdot |B_k(X)| \leq K|B_{r+k}(X)|. \]
Thus
\[ \frac{|B_r(X)|}{|B_{r+k}(X)|} \leq K \frac{|B_k(X)|}{|B_k(X)|}. \tag{3.8} \]
Using (3.7) and (3.8) we get:
\[ c_1 \leq c_2 K \frac{|B_{\omega,k}(X)|}{|B_k(X)|}. \]
Letting $d_1 = \frac{c_1}{c_2 K}$, we have
\[ d_1 \leq \frac{|B_{\omega,k}(X)|}{|B_k(X)|}. \]
This shows that $X$ is balanced and finishes the proof. \hfill \Box

The following corollaries are an immediate consequence of Theorem 3.14.

**Corollary 3.15.** Suppose that the $\beta$-expansion of 1 contains arbitrarily long sequences of zeros. Then the $\beta$-shift does not admit a Gibbs state.

**Corollary 3.16.** If $S$ is a subset of the positive integers so that $S$ has unbounded gaps. Then the corresponding $S$-gap shift does not admit a Gibbs state.

## 4 $S$-gap shifts and expansions in non-integer bases

In this section we further examine the connection between $S$-gap shifts and expansions in non-integer bases. To begin with, let us recall the content of Proposition 2.1. Given an $S$-gap shift defined by a set $S = \{n_0, n_1, \ldots, n_i, \ldots\} \subseteq \mathbb{N}$, then the entropy of the shift is $\log \lambda$ where $\lambda$ is the unique solution to the equation
\[ \sum_{n_i \in S} \frac{1}{\lambda^{n_i+1}} = 1. \tag{4.1} \]
Going in the opposite direction, suppose we have a sequence $(a_j)_{j=1}^{\infty} \in \{0,1\}^\mathbb{N}$ and $\lambda \in (1,2)$ such that
\[ \sum_{j=1}^{\infty} \frac{a_j}{\lambda^j} = 1. \tag{4.2} \]
Then if we let $S = \{j - 1 : a_j = 1\}$, the entropy of the associated $S$-gap shift is $\log \lambda$. Combining the above statements the following proposition holds.
Proposition 4.1. The map sending \((a_j)_{j=1}^\infty\) to the \(S\)-gap shift defined by \(S := \{ j - 1 : a_j = 1 \}\) is a bijection between sequences satisfying (4.2) and \(S\)-gap shifts with entropy \(\log \lambda\).

As we will see, Proposition 4.1 will be fundamental in proving all of our results connecting \(S\)-gap shifts and expansions in non-integer bases. What remains of this section will be split into two parts. We begin by proving several results for \(S\)-gap shifts that depend on Proposition 4.1. In the second part we recall several fundamental results from expansions in non-integer bases. We then show that as a consequence of Proposition 4.1 they yield equally as appealing analogues in the setting of \(S\)-gap shifts.

Proposition 4.2. For any \(q \in (0, 1)\) there exists an \(S\)-gap shift which has the specification property and entropy \(q\).

Proof. The case where \(q \in (0, \log(\frac{1 + \sqrt{5}}{2}))\) will follow from a stronger result proved in the following proposition. As such we just consider \(q \in \left[\log(\frac{1 + \sqrt{5}}{2}), 1\right)\). By Proposition 2.2 and Proposition 4.1, it suffices to show that for any \(\lambda \in (\frac{1 + \sqrt{5}}{2}, 2)\) there exists a \(\lambda\)-expansion of 1 which contains two consecutive ones and the number of consecutive zeros is bounded.

For \(\lambda = \frac{1 + \sqrt{5}}{2}\) this is a simple consequence of the fact that \(\sum_{j=2}^{\infty} \lambda^{-j} = 1\). Now let \(\lambda \in (\frac{1 + \sqrt{5}}{2}, 2)\). We consider the point \(T_1^2(1)\). It is easy to show that \(T_1^2(1) \in (0, \frac{1}{\lambda^2 - 1})\). We then apply the lazy map to \(T_1^2(1)\). Under this map \(T_1^2(1)\) is eventually mapped into \(\left(\frac{2}{\lambda^2 - 1}, \frac{1}{\lambda^2 - 1}\right)\) and stays there. By Lemma 2.4 there exists a \(\lambda\)-expansion of 1 with the desired properties.

For \(q \in (0, \log(\frac{1 + \sqrt{5}}{2}))\) we can prove the following stronger statement.

Theorem 4.3. For any \(q \in (0, \log(\frac{1 + \sqrt{5}}{2}))\) there exists a continuum of \(S\)-gap shifts which have the specification property and entropy \(q\).

Proof. By a similar argument to that given in Proposition 4.2 it suffices to show that for any \(\lambda \in (1, \frac{1 + \sqrt{5}}{2})\) there exists a continuum of \(\lambda\)-expansions of 1 which contain two consecutive ones and a bounded number of consecutive zeros.

Fix \(\lambda \in (1, \frac{1 + \sqrt{5}}{2})\). Let us consider the interval \([\frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1}]\). The significance of the endpoints \(\frac{1}{\lambda^2 - 1}\) and \(\frac{\lambda}{\lambda^2 - 1}\) is that

\[
T_0\left(\frac{1}{\lambda^2 - 1}\right) = \frac{\lambda}{\lambda^2 - 1} \quad \text{and} \quad T_1\left(\frac{\lambda}{\lambda^2 - 1}\right) = \frac{1}{\lambda^2 - 1}.
\]

In other words they form a period two orbit. Moreover, by the monotonicity of the maps \(T_0\) and \(T_1\), it follows that any \(x \in (0, \frac{1}{\lambda^2 - 1})\) is eventually mapped into \([\frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1}]\) by repeatedly applying \(T_0\) or \(T_1\). It is easy to show that \(\frac{1}{\lambda^2 - 1} > \frac{1}{\lambda^2 - 1}\) and \(\frac{\lambda}{\lambda^2 - 1} < \frac{1}{\lambda^2 - 1}\) for all \(\lambda \in (1, \frac{1 + \sqrt{5}}{2})\). As a consequence of this \([\frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1}] \subseteq S_\lambda\). The above observations will be critical in building our continuum of \(\lambda\)-expansions.
We now construct our set of \( \lambda \)-expansions. Each of these \( \lambda \)-expansions will share the same initial block of zeros and ones. This initial block will contain two consecutive ones. Let us start by constructing this initial block. For \( \lambda \in (1, \frac{1+\sqrt{5}}{2}) \) we have \( 1 < \frac{\lambda}{\lambda^2 - 1} \). We repeatedly apply \( T_0 \) to 1 until it is mapped into \( \left( \frac{\lambda}{\lambda^2 - 1}, \frac{1}{\lambda - 1} \right) \). Let \( n \in \mathbb{N} \) be such that \( T_0^n(1) \in \left( \frac{\lambda}{\lambda^2 - 1}, \frac{1}{\lambda - 1} \right) \). By the monotonicity of the map \( T_1 \) and using the fact that \( T_1^2(\frac{\lambda}{\lambda^2 - 1}) > 0 \), we deduce that \( (T_1^2 \circ T_0^n)(1) \in (0, \frac{1}{\lambda - 1}) \). The sequence \( ((0)^n, 1, 1) \) will be the initial block shared by all of the \( \lambda \)-expansions we construct. Where \((\cdot)^n\) denotes the \( n \)-fold concatenation.

We now show that there exists a continuum of \( \lambda \)-expansions of 1 beginning with \(((0)^n, 1, 1)\) and for which the number of consecutive zeros is bounded. We have that \( (T_1^2 \circ T_0^n)(1) \in (0, \frac{1}{\lambda - 1}) \), by repeatedly applying either \( T_0 \) or \( T_1 \) it is clear that \( (T_1^2 \circ T_0^n)(1) \) is eventually mapped into \( \left( \frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1} \right) \).

Let \( i \) be the unique element of \( \{0, 1\} \) and \( m \in \mathbb{N} \) be the unique minimal natural number such that

\[
(T_i^m \circ T_i^2 \circ T_0^n)(1) \in \left[ \frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1} \right].
\]

As \( \left[ \frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1} \right] \subseteq S_\lambda \) both

\[
(T_0 \circ T_i^m \circ T_i^2 \circ T_0^n)(1) \in \left( 0, \frac{1}{\lambda - 1} \right) \quad \text{and} \quad (T_1 \circ T_i^m \circ T_i^2 \circ T_0^n)(1) \in \left( 0, \frac{1}{\lambda - 1} \right).
\]

In fact both of these images are contained within the interval \( [T_1(\frac{1}{\lambda^2 - 1}), T_0(\frac{\lambda}{\lambda^2 - 1})] \). There exists \( m', m'' \in \mathbb{N} \) such that

\[
(T_i^m \circ T_0 \circ T_i^m \circ T_i^2 \circ T_0^n)(1) \in \left[ \frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1} \right] \quad \text{and} \quad (T_0^m \circ T_0 \circ T_0^m \circ T_i^2 \circ T_0^n)(1) \in \left[ \frac{1}{\lambda^2 - 1}, \frac{\lambda}{\lambda^2 - 1} \right].
\]

As such we can apply \( T_0 \) and \( T_1 \) to both \( (T_i^m \circ T_0 \circ T_i^m \circ T_i^2 \circ T_0^n)(1) \) and \( (T_0^m \circ T_0 \circ T_0^m \circ T_i^2 \circ T_0^n)(1) \). Again all of these images are contained in \( [T_1(\frac{1}{\lambda^2 - 1}), T_0(\frac{\lambda}{\lambda^2 - 1})] \) and we can repeat the above steps.

Moreover we can repeat this entire procedure indefinitely, with the all of the orbits of 1 never leaving \( [T_1(\frac{1}{\lambda^2 - 1}), T_0(\frac{\lambda}{\lambda^2 - 1})] \). It is clear that by repeatedly applying this procedure we generate a continuum of elements of \( \Omega_\lambda(1) \) and therefore by Lemma 2.3 a continuum of elements of \( \Sigma_\lambda(1) \). To see that each of these \( \lambda \)-expansions contain a bounded number of consecutive zeros, we highlight the fact each element of our construction maps 1 into \( [T_1(\frac{1}{\lambda^2 - 1}), T_0(\frac{\lambda}{\lambda^2 - 1})] \) after a finite number of steps, and once it is mapped into this interval it never leaves never leaves it. Since \( T_1(\frac{1}{\lambda^2 - 1}) > 0 \) we satisfy the hypothesis of Lemma 2.4 and we can conclude our result.

\[
\square
\]

Adapting the proof of Theorem 1.3 from [4], it can be shown that for \( \lambda \in (1, \frac{1+\sqrt{5}}{2}) \) the set of \( \lambda \)-expansions of 1 containing two consecutive ones and a bounded number of consecutive zeros is a set of positive Hausdorff dimension when \( \{0, 1\}^\mathbb{N} \) is endowed with the metric stated in the introduction. The value \( \log(\frac{1+\sqrt{5}}{2}) \) appearing in Theorem 4.3 is in fact optimal. As the following results shows.
Proposition 4.4. The number of $S$-gap shifts with entropy $\log\left(\frac{1+\sqrt{5}}{2}\right)$ is countably infinite. Moreover, an infinite subset of these $S$-gap shifts satisfy the specification property.

Proof. In [10] Erdős, Horváth, Joó showed that

\[ \Sigma_{\frac{1+\sqrt{5}}{2}}(1) = \left\{ ((10)\infty), ((10)^n, 1, 1, (0)\infty), ((10)^n, 0, (1)\infty) \text{ for some } n \in \mathbb{N} \right\}. \]

Where in the above $(\cdot)\infty$ denotes the infinite concatenation. This set is clearly countable, so by Proposition 4.1 we can deduce the first part of our result. To determine the second part, we observe that each expansion of the form $((10)^n, 0, (1)\infty)$ defines a unique $S$-gap shift which has the specification property. This follows from the same argument given in Proposition 4.2 and Theorem 4.3.

Proposition 4.4 in fact holds for the logarithm of any multinacci number. Multinacci numbers are defined to be the unique real solutions to equations of the form $x^n = x^{n-1} + \cdots + x + 1$ with modulus strictly greater than 1.

We now state a result which describes the situation for a Lebesgue generic $q \in (0, 1)$. In [18] Schmeling showed that for almost every $\lambda \in (1, 2)$ the orbit of 1 under the greedy map $G$ visited any interval in $[0, 1)$ with positive frequency. In fact Schmeling proved something much stronger than this, but for now we restrict ourselves to this weaker statement. This result implies that the orbit of 1 visits the switch region $S\lambda$ with positive frequency. Therefore the set $\Sigma\lambda(1)$ is always at least countably infinite for almost every $\lambda \in (1, 2)$. The following statement is a consequence of this.

Theorem 4.5. For almost every $q \in (0, 1)$ there exists a countable infinite of $S$-gap shifts which have the specification property and entropy $q$.

We do not include the details of the proof of this theorem. By Schmeling’s result we know that almost every $q \in (0, 1)$ must have a countable infinite of $S$-gap shifts with entropy $q$. Showing that we may further assert that they satisfy the specification property relies on combinatorial arguments analogous to those given in Theorem 4.3.

4.1 Univoque bases and entropies achieved by a unique $S$-gap shift

It is a consequence of Proposition 4.1 that if 1 has a unique $\lambda$-expansion then there exists a unique $S$-gap shift with entropy $\log \lambda$. If $\lambda \in (1, 2)$ is such that 1 has a unique $\lambda$-expansion then $\lambda$ is called a univoque base. We denote the set of univoque bases by $U$. The set $U$ has been studied thoroughly from the perspective of expansions in non-integer bases, see [6, 7, 12, 13] and the references therein. Two of the standout results regarding the set $U$ are the following due to Daróczy and I. Katai [6] and Komornik and Loreti [12].

Theorem 4.6 (Daróczy and I. Katai). $U$ has Hausdorff dimension 1.

$U$ has Lebesgue measure zero by Theorem 4.5.
**Theorem 4.7** (Komornik and Loreti). The smallest element of $U$ is $\lambda_{KL} \approx 1.787$, where $\lambda_{KL}$ is the unique solution to the equation
\[ \sum_{j=1}^{\infty} \frac{\omega_j}{\lambda} = 1. \]

Here $(\omega_j)_{j=0}^{\infty}$ is the Thue-Morse sequence.

The Thue-Morse sequence is defined iteratively as follows: $\omega_0 = 0$ and if $\omega_i$ is already defined for some $i \geq 0$ then $\omega_{2i} = \omega_i$ and $\omega_{2i+1} = 1 - \omega_i$. See [2] for more on the Thue-Morse sequence. In [1] it was shown that $\lambda_{KL}$ was transcendental.

Rephrasing these theorems in terms of $S$-gap shifts via Proposition 4.1, the following theorems are immediate.

**Theorem 4.8.** The set of $q \in (0, 1)$ for which there exists a unique $S$-gap shift with entropy $q$ has Hausdorff dimension 1.

**Theorem 4.9.** The smallest value of $q \in (0, 1)$ for which there exists a unique $S$-gap shift with entropy $q$ is $\log \lambda_{KL} \approx 0.580$.

Theorem 4.9 is an obvious application of Proposition 4.1 and Theorem 4.7. To prove Theorem 4.8 we have to be slightly more careful and appeal to the fact that $\log$ is a bi-Lipschitz map on $[\lambda_{KL}, 2)$.

The results we have stated above are just two of the consequences of Proposition 4.1 and the work of other authors on the set $U$. There are many more results which would follow immediately. We have restricted ourselves to Theorem 4.8 and Theorem 4.9 as a result of personal preference.
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