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Abstract

Observations and climate models suggest significant decadability within the North
Atlantic subpolar gyre (NA SPG), though observations asgspand models disagree on
the details of this variability. Therefore, it is importaontunderstand 1) the mechanisms
of simulated decadal variability, 2) which parts of simathtariability are more faithful

representations of reality, and 3) the implications fomelte predictions.

Here, we investigate the decadal variability in the NA SPGhim state-of-the-art, high
resolution (0.250cean resolution), climate model ‘HadGEMS3'. We find a detauade

with a period of 17 years that explains 30% of the annual wagan related indices.

The mode arises due to the advection of heat content an@nalel shows asymme-
tries in the timescale of phase reversal between positigenagative phases. A negative
feedback from temperature-driven density anomalies ih#iwador Sea (LS) allows for
the phase reversal. The North Atlantic Oscillation (NAOhieh exhibits the same peri-
odicity, amplifies the mode. The atmosphere-ocean coumistronger during positive
rather than negative NAO states, explaining the asymm€fithin the NA SPG, there is
potential predictability arising partly from this mode fgp to 5 years.

There are important similarities between observed andlabed variability, such as the
apparent role for the propagation of heat content anomaiiesever, observations sug-
gest interannual LS density anomalies are salinity-driv&alinity control of density
would change the temperature feedback to the south, pp4siliing real-world predic-

tive skill in the southern NA SPG with this model.

Finally, to understand the diversity of behaviours, we gs@l2 present-generation cli-
mate models. Temperature and salinity biases are foundsteragtically influence the
driver of density variability in the LS. Resolution is a goaegictor of the biases. The
dependence of variability on the background state has tapomplications for decadal

predictions.
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“Accordingly, seeing that our senses sometimes deceivé was willing to suppose
that there existed nothing really such as they presentedstand because some men
err in reasoning, and fall into paralogisms, even on the despmatters of geometry, I,
convinced that | was as open to error as any other, rejecteclas fall the reasonings |
had hitherto taken for demonstrations; and finally, when Isidaered that the very same
thoughts (presentations) which we experience when awake nualyeaéxperienced when
we are asleep, while there is at that time not one of them truappssed that all the
objects (presentations) that had ever entered into my mirehvetwake, had in them no
more truth than the illusions of my dreams. But immediat@lyruthis | observed that,
whilst | thus wished to think that all was false, it was absolutegessary that |, who

thus thought, should be somewhat; and | observed this truktink, therefore | am...

Rere Descartes (1596—-1650)
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Chapter 1

Introduction

1.1 Introduction to the introduction

This thesis presents analyses that are aimed at undersgathéi mechanisms of decadal
climate variability in the North Atlantic ocean in order telp interpret decadal climate
predictions, making use of a new high resolution couplechale model, ‘HadGEM3’
(Walters et al.2011). Therefore, this first chapter begins with the maitwafor making
decadal climate predictions in Section 1.2. We then disthissvidence for periodic
decadal variability in the North Atlantic in Section 1.3 ahe mechanisms of simulated
decadal variability in Section 1.4. In Section 1.5 we ddxethe potential benefits of the
high ocean and atmosphere resolution. Finally, we outhieekey research questions we

aim to address in Section 1.6 and the thesis structure indBekf7.

1.2 Near term/‘decadal’ climate prediction

In this first section we begin with the motivation for condngtnear term (multi-annual,
often specifically decadal) climate predictions (Sectidhll) before discussing the ori-
gins of predictability (Section 1.2.2) and the specific neeithby which predictions are
made (Section 1.2.3).
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1.2.1 The motivation for near term climate prediction

The climate is changingindoff et al, 2013); carbon dioxide levels are now higher than
at any point in almost one million years and global mean teatpee is likely higher
than at any point in the last 1400 yeaksaftmann et al. 2013). Despite this, it is still
not clear precisely how much warming smaller regions, onsttede of countries, will
encounter, and whether these regions will become wetteti@r @irtman et al, 2013).

In order to adapt to — or mitigate the effects of — climate d®rpolicy planners and
local people need reliable forecasts of how regional cienmatly evolve over the next
years to decades. For example, if water is likely to be intshgoply this might suggest
investment in strategies for the efficient use of this resewwhereas if it is more likely
there will be future large temperature extremes it may beenagpropriate to invest in
infrastructure to combat these. Key to these adaptatiomatigation strategies are the
reliability of the climate models and prediction systemsdito make these near term

predictions.

Another motivation for near term climate prediction is tethto long term climate pro-
jections (of order one century) with the same or similar ni@deéOn long timescales
there exist large uncertainties in both the overall scen@e. the future emissions of
greenhouse gases and other climate pollutants, as welt@sh@rcing from volcanoes
and changes in the solar cyclésgss et al.2010) and the reliability of climate models in
these ‘out of sample’ experiments. It may not be unreasertaldssume that models that
more accurately predict present-day variability and wagnnay also be better at esti-
mating future rates of warmingébaldi et al, 2005) as well as simulating past climate

states.

In summary, near term climate prediction may be useful fahboforming regional
adaptation/mitigation strategies, as well as improvirgfitielity of climate models (that
can then be used to investigate other climate states). Indkiesection we discuss the

origins of this predictability.
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1.2.2 Climate predictability

Given the potential utility of climate predictions we begms section with a discussion
of the fundamental origins of predictability within chaoystems (such as the climate
system) in Section 1.2.2.1. We then explore the physicakdsiof this predictability

(Section 1.2.2.2) before discussing the particular végmin which prediction systems

currently show useful skill (Section 1.2.2.3).

1.2.2.1 Fundamental origins of predictability in chaotic ystems

Chaos theory states that arbitrarily small perturbatiomisennitial conditions of a chaotic
system can lead to very different outcomes, despite themsyiseing innately determinis-
tic (Lorenz 1963). Such a feature may be expected to render these syistgwssible to
predict in the absence of perfect initial conditions (andeenor free prediction system).
Indeed, weather anomalies are generally not predictabte than a few weeks ahead and
yet we would like to know whether regions of the planet wilcbme warmer or cooler
and wetter or dryer over the coming decades (Section 1.2 byder to make useful pre-
dictions we can make use of parts of the system that vary ayelofslower) timescales
than othersi.e. that diverge from the initial state more slowly and are laggeptible to
small perturbations. Assuming these slow parts of the syéteg.the ocean) do interact
with the fast parts of the systera.. the atmosphere/weather) they should then modify
the distribution of these events.§. the climate) in some predictable way. The extent
to which the ‘slow’ impacts the ‘fast’ can be estimated by @acting initial condition
ensembles, in which small perturbations are made to thalindnditions. Taking the av-
erage over many ensemble members removes the chaotic gaetvatriability and leaves
only the predictable component (if this exists). Aftarenz(1975), this represents pre-
dictability of the first kind (initial condition) and is sepde from predictability of the
second kind (boundary conditions). Here, we focus on th&lrdondition problem but

see Section 1.2.3 for some discussion of the boundary ¢onglitoblem.

The accuracy, or diagnostic ‘skill’, of a climate predictioan be assessed against either

past real world observations, or against the climate masielfj the latter often described




4 Chapter 1. Introduction

as a perfect-model study that gives gagentialskill of the systemKirtman et al, 2013).

In either case, multiple initial conditions (start datesd ehosen and a perturbed ensem-
ble of the prediction system is initialised and allowed &ely run forwards in time. The
skill is the correlation between the ensemble mean foresasthe truth for a given vari-
able over a given spatial domain and averaged over an apgi@pime period, where a
value of 1 represents perfect skill and a value of zero remtssno skill. We now discuss
the physical origins of predictability within the climatgstem, as well as the resulting

skill in predicting certain climate variables.

1.2.2.2 Physical origins of climate predictability

The potential predictability of climate indices (in eititbe ocean or atmosphere) arises
from a variety of sources, the relative importance of whkead time dependant. For
example, for one season ahead, a combination of sea swefapertaturesRodwell et al.
1999, SSTs,), El Nio/La Nina Bell et al, 2009), Arctic sea iceMang and Christensen
2012), and the quasi-biennial oscillatidPascoe et a).2006) have been shown to provide
predictability in atmospheric pressure over the North Aila(Scaife et al.2014). On
seasonal to annual timescales, ERbliLa Niha can provide regional predictability of
some variables (see next) over most of the globe throughffesteon the large scale
atmospheric circulatior§mith et al. 2012). ElI Nio/La Nina shows variability on multi-
annual timescales, though the mere presence of large amuitial variability is not a

sufficient condition for long term predictability\(ittenberg et al.2014).

On multi-annual timescales, the potential predictabilitgreasingly arises from large
scale ocean processes, for which the thermal inertia isiangd for which there are ef-
fective mechanisms to ‘store’ anomalies from year to y@séxander and Desef 995).
Within the North Atlantic, the Atlantic Meridional Overtning Circulation (AMOC) pro-
vides a potential source of predictability on annual or Emgmescalesollins, 2002;
Robson2010). However, the potential skill in predicting AMOC clyges appears to be
model dependan@pllins et al, 2006) and so the translation to real-world skill (discasse

next) is unclear and remains controversibfei et al, 2012;Vecchi et al,. 2012).
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1.2.2.3 Resulting skill in climate variables

Some variables and some regions of the globe yield morausgiledictions than others.
In the atmosphere, global mean annual mean surface air tatape (SAT, a common
metric of ‘climate change’) shows skill for several yearsra with regional SAT in
many locations@oblas-Reyes et al2013). To begin with this skill arises from good
initialisation of the prediction models (discussed in &ettl.2.3) with the skill from the
boundary conditionse(g. greenhouse gases) increasing through tiBrarfstator and
Teng 2012). In some regions, such as the North Atlantic, SATI skihains dominated
by the initial conditions for around a decad@rénstator and Teng2012). There is
currently generally much less skill in precipitation tharSAT, though there is evidence

of possible skill in precipitation over West Afric&@etani and Mohinp2013).

In the ocean a paucity of long term observations makes asgdahe actual skill of mod-
els difficult but there is potential skill in predicting searface temperatures (SSTs) in
the North Atlantic for up to a decadelawkins et al.2011), possibly related to the large
scale AMOC. In addition, skilful predictions of SSTs in thestern Pacificileehl et al,
2014) and Indian Ocean€6rti et al,, 2012) have been shown, although the latter of these
is primarily due to external forcings (boundary conditipriSkilful predictions of future
North Atlantic SST variability would be very valuable: NbrAtlantic SST variability
has been linked to drought in the Sahel regiballand et al, 1986;Zhang and Del-
worth, 2006), Atlantic hurricane formatiorspldenberg et a).2001;Smith et al, 2010;
Xie et al, 2005), precipitation over northern Euroggufton and Hodsqr2005), and the
growth and persistence of Arctic sea ice, which could algecathe climate of northern
Europe Gcreen2013). In general, ocean heat content (OHC) is more prdaéecthan
atmospheric SAT and contributes to the skill in SAT at leades longer than one year
(Hermanson and Suttgr2010). Once again, this near term predictability arisestiyo

from the initialisation of the climate model, which is novwsdussed.
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1.2.3 Methods for initialising decadal predictions

Although much of the near term predictive skill of climate aets is due to the initial
conditions, provided by the initialisation procedure, ithigerent biases in the underlying
models mean that they cannot be relied upon to simply ingedtworld observations
and provide a skilful forecast. To reduce the impact of tHeases, there are two main
methods of initialising and post-processing the model wiytprhich essentially differ
on whether the climate model biases are removed beforeanrth# forecast simulation
(Smith et al. 2013). These are ‘full-field” and ‘anomaly’ assimilatiorethods, which

are now described.

In the first method, the ocean model is initialised with oliaBons of temperature and
salinity at a given time (with the dynamics already spun @pje to climate model biases,
these ‘full field’ temperature and salinity observations kiely different to the climate
model’s (transient) equilibrium and, as such, the subs@dgoeecast exhibits large drifts
away from the observed state back towards the model cliogydFigure 1.1, a). How-
ever, by using comparison of an assimilation simulatiorhwiiindcast simulations it is
assumed that the lead time dependant drift term can be rehfowa the forecasts to
give the bias corrected forecasts (Figure 1.1, c). In thisasbn, we assume that the
signal we are attempting to (skilfully) detect evolves ipededently to the drift, which,
given the resulting increase in skill after bias correct{Smith et al. 2013), is at least

partly true.

In the second method, the ocean model is initialised witlenkesd anomalies of temper-
ature and salinity at a given time, relative to some appadptbase statdrpbson2010).
As the climate model's mean state is already likely difféfeom that observed, and it is
only the observed variability that is being added, the fasts are not intended to return
absolute values similar to those observed (Figure 1.1, fterAhe forecasts have been
run, the difference between the observed and climate moel@hrstates can be subtracted
to give the bias corrected forecasts (Figure 1.1, d). Inghigation, we assume that the
signal and the mean state are independentthat the variability doesn’t depend on the
background state), which is again at least partly true, @eaged by the increase in skill
after the bias correctiorsfnith et al. 2013).
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Figure 1.1: lllustration of bias correction for full field (left) and anwly (right) initialisation. Thin black
curves show the observed time series of annual mean glabpkrature (from HadCRUT®&rohan et al,
2006). Coloured curves show the ensemble mean hindcaslisdifferent colours showing different start
dates. The upper panels (a, b) show absolute values (K) harldwer panels (c, d) show anomalies after
adjustment for model biases. Figure and associated cafati@m fromSmith et al.(2013). ©Springer

Science and Business Media. Used with permission.

Initialisation provides skill related to the fidelity of theodel and due to the boundary
conditions é.g.external forcings such as greenhouse gases and aermdfsplgdictabil-
ity of the second kind), as well as relating to the internaialality of the climate system
by attempting to initialise the model in the correct phasthefvariability and trusting it
to evolve correctly. For near term climateojections(projections here implies an unini-
tialised prediction that only attempts to capture the ety forced component of the
variability), the combination of model uncertainty andeimtal variability dominates the
variance in the projections (Figure 1.2a). On regionales;aduch as for the British Isles,
this is even more apparent (Figure 1.2b). It is clear thatrotual to decadal timescales,
improving the climate model’s representation of the reatlvand the initialisation of
internal variability could provide valuable increasesiiadictive skill, particularly in im-
portant regions such as the North Atlantidakkinen and Rhine004;Msadek et al.
2010;Dunstone et a).2011). However, in order to achieve these aims we must first u
derstand the multi-annual/decadal variability of the uhydieg system, which is the focus

of the next section.
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a Global, decadal mean surface air temperature b British Isles, decadal mean surface air temperature
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Figure 1.2: The relative importance of each source of uncertainty irmdatmean surface temperature
projections is shown by the fractional uncertainty (the 968ffidence level divided by the mean pre-
diction) for (a) the global mean, relative to the warmingnfréhe 1971-2000 mean, and (b) the British
Isles mean, relative to the warming from the 1971-2000 mddue importance of model uncertainty is
clearly visible for all policy-relevant timescales. Intet variability grows in importance for the smaller
region. Scenario uncertainty only becomes important atirdatadal lead times. The dashed lines in (a)
indicate reductions in internal variability, and hencalaeincertainty, that may be possible through proper
initialization of the predictions through assimilationafean observation§nith et al. 2007). Figure and
associated caption taken frafawkins and Sutto(2009). ©American Meteorological Society. Used with

permission.

1.3 The evidence for periodic decadal variability in the

North Atlantic

In this section we review the observational (Section 1.ar&) model (Section 1.3.3)
evidence for periodic decadal variability in and aroundloeth Atlantic subpolar gyre.
However, in order to put these reviews into context, we begih a brief description of

the region.

1.3.1 The North Atlantic subpolar gyre

Given the potential predictability of the North Atlanticlsaolar gyre (NA SPGHakkinen
and Rhines2004;Wouters et al.2013), and it's importance in particular for European

climate €.g. Sutton and HodspR2005), we focus the majority of our analysis on this




Chapter 1. Introduction 9

region. The NA SPG is a region between approximateiN4&nd 80N in the North At-
lantic, roughly split in two by the Greenland-Iceland-3aot (GIS) ridge at 69N that
separates the Arctic and Nordic Seas north of this from thesatal Atlantic to the south
(Figure 1.3). In terms of the large scale circulation, thgioe is characterised by the
mean cyclonic circulation that brings warm and salty watemfthe subtropical Atlantic
northwards, cooling as it traverses the basin, before sin&nd returning south as North
Atlantic Deep Water (NADW). This general meridional overtig circulation (MOC,
or AMOC for Atlantic MOC) is another key feature of the regiordas often the primary,
explicit focus of studies of the NA SPG. Indeed, the regioaften decomposed into a
streamfunction in the meridional-depth plane (the AMOC) argtreamfunction in the
horizontal plane (the gyre.g. Dong and Suttqi2001), although to what extent this geo-
metric decomposition is representative of the large stederiohaline circulation (THC)
at these latitudes is not cleaBi@stoch et al. 2008a;Zhang 2010;Kwon and Frankig-
noul, 2014). In addition, the region feels strongly the influentéhe atmosphere, lying
as it does beneath the North Atlantic Oscillation (NAO, theex of which is defined as
the pressure difference between the Azores and Icelandyhvidr the dominant mode
of wintertime atmospheric variability in the regioH(rrell et al., 2003). This complex
interplay of drivers are what allow the NA SPG to exhibit pioent decadal variability,

evidence for which is now discussed.

1.3.2 Instrumental and proxy evidence for (bi)decadal variability

Instrumental climate records within the NA SPG show decadahbility in the forma-
tion of NADW (Mauritzen et al. 2012) and in the strength of the NA SPG itsélury
and McCartney2001;Rhein et al. 2011;Roessler et al.2015). In addition, there has
been well documented multi-annual/decadal variabilittha heat content of the NA
SPG Robson et a).2012) and potentially even in circulation indices suchh@sAMOC
(Smeed et al2014). This ‘decadal’ variability, here defined as varigpon timescales
of 10-30 years, is distinct from longer timescale multiattad (~30 years) variability
that may also exist in the NA SP&G¢hlesinger and Ramankutty©94). However, this

multi-decadal variability — increasingly sensitive to ¢org/scenario uncertainty in cli-
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Svglpards1N
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0%y ' ~20°W

Figure 1.3: . Location map. Panel shows the high latitude North Atlantiihh schematic surface current
regime. Figure and associated caption taken f@@uilmann et al.(2012). Shading represents the depth
of the ocean. Selected acronyms: SPG: Subpolar gyre, NStidcNBeas, LS: Labrador Sea, NAC: North
Atlantic Current, EGC: East Greenland Current, LC: Labra@arrent.(©Elsevier. Used with permission.

mate projectionsdf. Section 1.2.3 and Figure 1.2) rather than uncertaintyedltd the
model or internal variability — is not the focus of this th&siOn decadal timescales,
the relative contributions of internal variability and extally forced variability €.g.the
drivers of the 1960s cooling in the North AtlantiBaines and Folland2007; Hodson
et al, 2014) has implications for the spectral characteristicge variability — with
self-sustaining internal variability likely to lead to speal peaks $noussi 1998) and
externally forced variability likely to lead to episodic tiansient changes (unless the
external forcing has its own periodicitg,g. the 11 year solar cycle or possibly anthro-

pogenic or volcanic aerosol®ttera et al, 2010;Booth et al, 2012).

Direct instrumental records in and around the NA SPG are hoot $0 resolve reliably
such spectral behaviouKénnedy et a).2011). However, palaeo-proxy records have
been shown to exhibit significant decadal variability, bgkbbally (Mann et al, 1995)
and more recently using high temporal resolution palaeaipsoaround the NA SPG
(Sicre et al, 2008;Chylek et al. 2012). Sicre et al.(2008) used alkenones (37 Carbon
atom organic molecules with either two or three Carbon-Cadmuble bonds, the ratio
of which is proportional to the temperature) from arounddnd to estimate sea surface
temperatures (Figure 1.4) over the past 4500 years. Sepaf@hylek et al(2012) used

Oxygen isotope ratios (which are affected by temperaturesdisas other environmental
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Figure 1.4: . Alkenone derived sea surface temperature (SST) estiraershe past 4500 years in the
MD99-2275 core. The calibration establishedRmahl et al.(1988) was used to conve(ﬂg? into SSTs.
Black diamonds indicate tephra layers identified and uséditd the age model. The red curve represents
the 10-point running mean of the data. Figure and associzption taken fronfSicre et al.(2008).

(©Elsevier. Used with permission.

factors) from Greenland ice cores to estimate the temperatuprecipitation over the
past 660 years. Both of these NA SPG records specify pertgdigth a timescale of
around 20 years, hereafter referred to as ‘bidecadal’. titiad to these palaeoclimate
proxies, another source of indirect evidence for decad&bgity in the NA SPG comes

from numerical models, discussed next.

1.3.3 Model evidence for decadal variability

As with paleoclimate proxies, and even direct observat{@esitus et al.2009), (unini-
tialised) numerical models of the climate must only be cded in light of their caveats,
such as their inability to resolve potentially importanasal scalesPenduff et al.2010).
Nonetheless, the sheer number of climate models means dssiljle to investigate
whether these independent simulations (although to whahekhey are truly indepen-

dent is an open questioKnutti et al, 2013) give consistent results. The periodicity in
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simulated mechanisms of variability (in climate model g#sdor which the NA SPG
was a major focus) is documented in Figure 1.5 (along witkodietails that we describe
in forthcoming sections). As can be seen, periodicitiesofiad 20 years are very com-
mon in climate model simulations of this region. Indeed, ated byFrankcombe et al.
(2010), simulations of the North Atlantic tend to descrilagiability on either short (20
year/bidecadal) timescales, possibly related to the NA@rmer ¢-70 year) timescales,
related to advection from faraway sourcdsir(gclaus et aJ.2005; Hawkins and Sut-
ton, 2007;Park and Latif, 2008;Menary et al, 2012). The specific mechanisms of this

bidecadal variability are discussed in the next section.

1.4 Origins and mechanisms of simulated decadal vari-

ability

In this section we discuss the mechanisms/processes byhwaclels can simulate
decadal variability in the NA SPG. Given the paucity of direbservations within the
NA SPG, studies such as these are a useful tool to probe @bteral world mechanisms
of variability. This section is schematically summarisadrigure 1.5. We begin with
the simplest intuitive model of a red noise ocean responidirggwhite noise atmosphere
(Section 1.4.1) before specifically reviewing the role & HAO in driving ocean vari-
ability via momentum and/or buoyancy fluxes (Section 1.4@ subsections therein).
We then move on to the potential role of ocean advection ierdghing the timescale of
the variability (Section 1.4.4) before discussing the pgmesole of wave processes (Sec-
tion 1.4.5) and summarising alternative drivers of NA SP@alality (Section 1.4.6).
We conclude this section with a review of the drivers of LalmraSea density variability

across the climate models (Section 1.4.7).

1.4.1 North Atlantic Ocean response to atmospheric noise

SinceHasselmann(1976), one paradigm for explaining decadal variabilitythe NA

SPG has been that of an ocean integrating up white-noisehgstic) forcing from the
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Study Period |Mech-
(years) |anism
1 |Delworth ‘93 50 Ocean
2 [Timmermann 35 Coupled
‘98
3 |Grotzner '98 17 Coupled
Lab Sea 4 |visbeck ‘98 12-16 |Ocean*
5 |Watanabe ‘99 ~10 [Ocean*
T:35(6) 791012 (13) 14 16 (18) 6 |Dong 01
: Rossby Waves
SRR < y 7 |Eden 01 12-18 | Coupled
<€ 3561416 8 |Holland 01 20 Ocean
9 |Eden 03 16 Ocean*
10 |Dai 05 24 Ocean
11 |Dong ‘05 25 QOcean
12 |Alvarez-Garcia 24 Ocean*
08
Mean circulation 13 | Danabasoglu 21
12410(9) 11 (12) 1517 (18) ‘08
14 |Frankcombe ‘10 [ 20-30 [Ocean
15 [Born ‘12 15-20 |Ocean
i » 16 | Sevellec '13 24 |Ocean
*In these studies a positive —
Deep water paths  feedback is described between |17 |Escudier 13 20 |Ocean
7(9) (12) (18) the NAO and SSTs which [18 |Kwon 14 . 20 . Ocean®
amplifies the mode regime 1

Figure 1.5: A summary of some of the literature on simulated decadahisdity in the North Atlantic
subpolar gyre (NA SPG), with a particular emphasis on studikich found self-sustaining cyclical be-
haviour. Key regions of the NA SPG are marked. The figure lddeight) denotes the studies which we
have attempted to synthesise and an associated numegadifiet. Where these studies report a signif-
icant peak in the power spectrum on decadal timescalesstinisted as well as whether the mechanism
is primarily ocean-only or inherently coupled. Studies vehthe atmosphere is postulated to amplify —
but not explicitly propagate — the signal are marked with steidsk. For each study the feedback or pro-
cess which is reported as crucial in setting the timescaiegiked on the map using a simple numbering
system. These comprise: 1) Feedbacks relating to the detep pathways and their interaction with the
northward flowing western boundary current, 2) Rossby wavedmetimes ‘geostrophic self advection’)
transit times across the NA SPG, 3) the mean advection time$or anomalies to propagate into the NA
SPG from the tropics, or for small anomalies to integrate wgr time. Lastly, using the same numerical
key, the studies are split into which of temperature or #glis reported to control decadal timescale den-
sity changes in the Labrador Sea. In all case, studies irkbtm@appear in more than one category. This
represents a drastic simplification of each of these stadidshe reader is referred to the original works for
further details. In particular, the reported feedbackipss that sets the overall timescale to some degree

also subjectively reflects the precise focus of the pasicsiudy.
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atmosphere Frankignoul et al.(1997) forced an idealised ocean basin representative of
the Atlantic with stochastic wind stress forcing and fouhdttthe dominant timescale
was related to the basin transit time of long baroclinic Rgsgaves, although this ide-
alised work compared more favourably with coupled coupledate models when con-
sidering the subtropics rather than the subpolar regioaterlwork with coupled models
also highlighted the potential for the Atlantic Ocean, amgarticular the AMOC, to re-
spond to stochastic forcing with large decadal variabfltglland et al, 2001;Kwon and
Frankignoul 2012), for example by preferentially transmitting atmtoesgc variability to

the ocean during times of deep convecti@og and Sutton2005;Born and Mignot
2012).

In an ocean-only modeDelworth and Greatbatct{2000) found that the AMOC re-
sponded preferentially to the longer timescate2Q year) component of the forcing,
rather than necessarily integrating up the high frequepnayponent. SimilarlyHolland

et al. (2001) showed decadal periodicity in their simulated AMO€ldted to changes
in Arctic ice export) but found that the ocean was generailgensitive to the origin of
the stochasticity and that low frequency forcing had a laeféect. Indeed, whether
the ocean integrates up atmospheric forcing or prefelgnaanplifies particular peri-
ods remains unclear. In the latter study, the presence offisignt periodicity was due
to a negative feedback on density provided by increasingthe@sport associated with
a stronger AMOC, and indeed a negative feedback is usuallyirezjin order for an
otherwise white or red power spectrum to exhibit a sharptsplepgeak at a preferred
timescale $noussi1998). One possible exception to this is if the temporaibcisas-
tic forcing has sub-basin scale variability and the (adveftcean has a deep enough
mixed layer for advection to dominate over thermal dampimgsuch a situation, ‘spa-
tial resonance’ could result in significant periodici§afavanan and McWilliam4.997,
1998) although the preference for long timescale forcingpime models¥elworth and
Greatbatch 2000;Holland et al, 2001) and the inability of forced ocean-only models to
reproduce the periodicityPierce 2001;Mecking et al. 2014) suggests this mechanism

is not of first order importance. Nonetheless, consistetit tie requirements of the

lindeed, this paradigm has recently been used to explairetaimgescale variability over the whole
North Atlantic Clement et a|.2015).
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model of Saravanan and McWilliamg998) often simulated white-noise forcing of the
ocean is stochastic in time but spatially has the patterheoNAO (Delworth and Great-
batch 2000;Mecking et al. 2014). As such, we next discuss the effect of specifically

NAO-related forcing on the ocean.

1.4.2 North Atlantic Ocean response to the NAO

When considering the direct effect of the NAO on the North Afila Ocean we sepa-
rate our discussion into momentum (wind) forcing (Sectioh2.1) and buoyancy (heat
and freshwater) forcing (Section 1.4.2.2). Outside of teepdconvection regions of the
North Atlantic such as the Labrador Sea (see Section 1 Hde7ftect of momentum and
buoyancy forcings are often found to add lineaBabanes et al.2008;Biastoch et al.
2008a). Climate model studies in which the NAO is postulateglay a role in the

simulated ocean decadal variability are noted on Figuréfih&l column).

1.4.2.1 Wind forcing

The response of a low resolution ocean model to wind foroamgimiscent of that asso-
ciated with NAO variability was investigated tdsbeck et al(1998) who found that the
sign of the NA SPG temperature response depended on thetdladannual or decadal)
of the forcing. Subsequent work found that wind stress fya@ould explain fast (an-
nual) response times, with buoyancy fluxes implicated igériimescale responses (see
next sectionEden and Willebrand2001). The timescale of the response to wind forcing
may be related to the mechanism by which the wind interadts thve ocean, with short
timescale (less than 3 years) responses due to an Ekmamsesand long timescale
(more than 3 years) responses due to the heaving of isopyandl subsequent adjust-
ment Cabanes et al2008). Similarly, using companion forward and adjointaxtenod-
els to find the mechanisms by which optimal observations maby affect the AMOC,
Kohl (2005) found wind forcing affected the AMOC in three distin@ys: The first two
(Ekman transport and Ekman pumping, relating to zonallggrated wind stress and

wind stress curl respectively) were not as important ashtind;twind driven coastal up-
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welling/downwelling heaving isopycnals and resulting largshore currents known as
“coastal upwelling jets”. Buoyancy forcing was found to bewoincreasingly important

on multi-annual timescales. Nonetheless, wind forcingtesl to the NAO and the sub-
sequent excitation of Rossby waves can contribute to mattital timescale variability

(Polo et al, 2014, see also Section 1.4.5).

1.4.2.2 Buoyancy forcing

The role of buoyancy fluxes in driving NA SPG variability haseln investigated in tar-
geted ocean-only experimeniden and Willebrang2001), diagnosed in coupled model
studies Timmermann et al.1998) and inferred from observational analysgearty and
McCartney 2001). Buoyancy fluxes generally explain variability ondentimescales to
wind forcing Eden and Willebrand2001;Polo et al, 2014). Whilst in coupled model
studies, the relative roles of heat and freshwater/sglinitbuoyancy forcing remain
model dependent(g. Dai et al, 2005;Dong and Sutton2005, see Section 1.4.7), in
ocean-only experiments it is generally the case that hesgdlare the most important
buoyancy flux Eden and Willebrand2001;Alvarez-Garcia et al.2008;Mecking et al.
2014;Polo et al, 2014). For exampleiden and Willebrand2001) suggested a simple
NAO-AMOC feedback mechanism in which anomalously negdtieat fluxes over the
NA SPG associated with a positive NAO reduces temperatarései SPG thereby in-
creasing density and strengthening the AMOC. The subsdgustrang AMOC brings

more warm water northwards, reversing the cycle.

An important role for heat fluxes is also found in observaicanalyses, such as that
of Curry and McCartney(2001) who investigated Potential Energy Anomalies (PEAS,
an oceanic analogy to the NAO) at two sites approximatelyhatcentre of the subpo-
lar and subtropical gyres. On multi-annual/decadal tirakescthey found that the PEA
and overturning were thermally driven insofar as tempeestahanged twice as much as
salinities in the sinking regions (after scaling by the thakand haline expansion coef-
ficients). A 10-year running sum of the NAO index correlatathwhe transport index
from the PEAs indicating that the ocean integrates up thespimeric signal. A similar

running sum of Labrador Sea heat fluxes can also explain AM&t{ahility in a coupled
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model Ortega et al, 2011). Although events such as ‘Great Salinity Anomal{&sck-
son et al, 1988) suggest a potential role for freshwater/salinitxdhi(not necessarily
related to the NAO), they may only play a damping role in haat firiven variability
(Curry and McCartney2001), although it should be noted that coupled climateetsod
can display decadal variability broadly consistent witthb@SA events (in terms of the
size of freshwater anomalies and their propagation patiaryd an important role for

temperature variabilityM/ohlleben and Weavet995; Timmermann et g/1998).

1.4.3 NAO response to the North Atlantic Ocean

We have highlighted the way in which the atmosphere/NAO aare dvariability in the
NA SPG, but it is also possible for the ocean to drive varighih the atmospherel{m-
mermann et aJ.1998;Eden and Willebrand2001;Gastineau et a).2013), and indeed
this must be the case for a coupled mode of variability totgkisthe absence of innate
long timescale variability in the atmosphere). Invesima using uncoupled ocean or
atmosphere simulations forced with appropriate boundangitions, have shown both
that 1) historical ocean SST variability can mostly be rated from atmospheric heat
fluxes alone Battisti et al, 1995), and 2) that historical NAO variability can be ret¢eeh
from SSTs Rodwell et al. 1999)i.e. both that the atmosphere drives ocean variabil-
ity, and the ocean apparently drives atmosphere varigbifit models. Over the NA
SPG, the atmospheric response may be a combination of fpir@m the local SSTs as
well as those in the tropical AtlantiS(tton et al. 2000), which provide some of the
skill in seasonal forecasts of the NAO up to a season ah®eaifé et al. 2014). The
ocean can drive the atmosphere via small-scale SST framtgidfuce local wind anoma-
lies (Lindzen and Nigaml987;Minobe et al, 2008), or via latent/sensible heating over
larger spatial scalefRpdwell et al. 1999) possibly even involving communication with
the stratospherédmrani et al, 2014), but the precise mechanisms and their relative im-
portance are still unclear. Nonetheless, much of the interal variability in the NAO
appears to be intrinsic to the atmosphere rather than doyé¢he oceanBretherton and
Battisti, 2000).
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1.4.4 Ocean advection

Often related to buoyancy forcing of the NA SPG, ocean adwettas been shown to be
an important regulator of the timescale of NA SPG variapilit climate models Del-
worth et al, 1993; Timmermann et al.1998;Dai et al., 2005;Dong and Sutton2005;
Born and Mignot 2012;Escudier et al.2013), in reanalyses of the real worlddbson
et al, 2012), and potentially in observatior$sutton and Allen1997). Heat and freshwa-

ter transport is often split into that due to mean and anousadirculationse.g.

OHT = pc, (/UT+/U’T+/@T’+/U’T’) dA (1.1)

which describes the ocean heat transport (OHT) through alimensional section4),
wherep is a constant reference density,is the specific heat capacity of seawateand
T are the circulation speed normal to the section and potdetigperature on the sec-
tion, and overbars and primes represent time means and desmwespectively. When
analysing variability in OHT, variability irvT is zero and’1”, which represents corre-
lated changes in circulation and temperature, is oftenldordarge enough area®png

and Sutton2005).

An alternative way to partition the OHT is to separate it ititat due to horizontal (gyre)
and vertical (AMOC) componentddghns et al.2011),e.g.

0
OHTwoc =pe, | V(D) (1.2)

—H

0 (B
OHTyy. = pcp/ / v drdz (1.3)
—aJw

whereV is the zonally integrated circulationg. the transport profile), angle brackets
and asterisks represent zonal means and anomalied;atldx represent vertical and
zonal integrals over the full depth (deptH, to the surface) and basin (West to East)

respectively.

Although it is difficult to estimate these components frons@ivations (except at some

specific latitudes with trans-basin arrayshns et al.2011) they can be calculated in cou-
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pled climate models. BotBelworth et al.(1993) andDong and Suttor§2005) showed
that, within the NA SPG, simulated advection of heat or frester anomalies into the
sinking regions was due to gyre changes but the AMOC was oaeld in related vari-
ability in the subtropical gyreQfong and Sutton2005). Note that in the NA SPG, the
gyre circulation may be more representative of the THC thamteridional circulation
(AMOC, Biastoch et al.2008a;Zhang 2010). The relative contributions of mean and
anomalous circulation may depend on the specific regionmtie NA SPG, with mean
circulation important throughout and anomalous circolatiypothesised to be important
primarily for zonal flows Dong and Sutton2001), although this is likely resolution and
model dependentWatanabe et al(1999) found that different background mean states
meant that simulated NA SPG heat content variability wasenpoone to the effects of
anomalous circulation than may be the case in reality. Mottel which advection by
the mean or anomalous circulation and the subsequent atatimnuof heat/freshwater
anomalies are postulated to set the timescale of the vhtyadie noted on Figure 1.5

(numbers — see caption).

1.4.5 Wave processes

Despite the benefits of high complexity in coupled climatedeis, which makes them
a ‘best guess’ for understanding real world multi-annweadatial variability, the impor-
tance of particular processes can be hard to elucidate xaar@e, wave processes, such
as first mode baroclinic Rossby waves within the NA SPG, cae kawilar propagation
timescales as ocean advectidatanabe et a].1999). In these circumstances, simpli-
fied/idealised ocean models that allow analytical sol#ioan be useful to discern the

precise drivers of changédhnson and MarshglR002;Sevellec and Fedorqw2013).

The contributions of Rossby and Kelvin waves to the propagaif AMOC signals was
investigated in an idealised oceanJphnson and Marsha(2002). They used a simple
ocean model with smooth topography and no background aitioul to investigate the
ocean’s response to volume flux forcing. ignoring the specifics of deep water forma-
tion and how this is driven. They found that the response isfshmple ocean to posi-

tive/negative volume flux anomalies was symmetric (thounghresponse to temperature
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or salinity anomalies might not be expected to be) and tletithchanisms and spatial
extent of the ocean response varied with the period of th@rfgr The mechanism in-
volved southward propagation of Kelvin waves along the emsboundary towards the
equator followed by eastward propagation along the equ&absequently the Kelvin
waves propagated poleward along the eastern boundariesthnhiemispheres, all the
while radiating Rossby waves into the ocean interior. Thesrésponse in the interior
ocean in the opposite hemisphere was controlled by Rossbgsnaawd, as the speed of
these depends on the latitude, lower frequency forcingdcpehetrate signals further
into the opposite hemisphere (in essence the equator axtetbav pass filter). Signals
of Rossby wave propagation can often also be detected in marplex coupled climate
models, although it is not clear that their existence ingpéa important role in driving
decadal variability Eden and Greatbat¢2003;MacMartin et al, 2013). Nonetheless,
models for which Rossby or other trans-basin wave propagdtioch as ‘geostrophic
self-advection'Sevellec and Fedorg\2013) is invoked as an important mechanism set-

ting the timescale of variability are noted on Figure 1.5n(vers — see caption).

In a slightly more complex moddtevrier et al.(2007) showed that the presence of a sim-
ulated Gulf Stream did not inhibit the propagation of Kelwaves, as hypothesised by
Johnson and Marshall2002). Support for boundary wave propagation in obsewuati
could also be found in coherent sea surface height (SSHalsigmound the North At-
lantic (Hughes and Mereditt2006). In this contexiRoussenov et a{2008) investigated
the connection between boundary wave communication andM@C in an isopycnal
ocean model with a realistic domain and on the multi-andeakdal timescales impor-
tant for climate. They found that fine scalee( not smoothly varying) topography acted
to inhibit wave communication, probably through scattgriAs such, coarse resolution
in a model may be expected to dampen the variability of the AM®ee Sections 1.5
and 2.3). Finally, in contrast tdohnson and Marshal2002), western boundary cur-
rent anomalies were found in the opposite hemisphere wihayear of the northern
hemisphere forcing,.e. much sooner. These may have been a response to barotropic
(rather than baroclinic) Rossby waves rapidly propagatiomfthe northern to southern

hemisphere.




Chapter 1. Introduction 21

1.4.6 Alternative/non-local sources of variability

As well as surface forcing, the deep ocean may play a rolegolaéng near surface
ocean variability. Complementary to the investigations af&propagatiorZhang and
Vallis (2007) investigated the reasons behind model temperatasedin the North At-
lantic, and the potential role of vorticity dynamics, andifid biases were vastly de-
creased if the model correctly simulated the Northern Rataton Gyre (NRG), which
helps to separate the Gulf Stream from the coast of North AmeCorrect representa-
tion of the NRG relies on the interaction between the souttilawing Deep Western
Boundary Current (DWBC) and the northward flowing, surface Gué&n. The flow
of the DWBC down the continental slope generates positivacityrtvhich helps form
the NRG. As such, deep flows could exert some control on suffaes. Further evi-
dence of this can be seen in an observational framework asstagistical model (a linear
inverse model, LIM), and highlights how perturbations te tteep ocean can affect the
predictability of the upper oceaZ@nng 2012). Studies in which climate models have
highlighted a role for interaction with the deep circulatias a possible regulator of the

variability are noted on Figure 1.5 (numbers — see caption).

The processes we have outlined above are all local to the NAI&R it is possible that
processes outside of the NA SPG may drive variability withiwithin the ocean, sim-
ulated variability driven via advection from faraway scessuch as the tropicMénary

et al, 2012;Park and Latif, 2008) or the Arctic Jungclaus et a).2005;Hawkins and
Sutton 2007) often has a much longer timescale. However, in thestiere, there is
potential for subtropical Atlantic forcing of NAO varialiyf (Sutton et al.2000), as well
as forcing via the tropical Pacifitlperling et al, 2001), both of which could then impact
the NA SPG (as described in Section 1.4.2). In addition, ibyg@i¢al Pacific is also a re-
gion of significant multi-annual variability and it has beshrown that ocean-atmosphere
interaction via El Nino/La Nifia (Trenberth 1997) may also drive temperature changes in
the NA SPG regionlfieson and Scaif&009).
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1.4.7 The role of the Labrador Sea

In most studies of multi-annual/decadal variability in td& SPG the sinking regions,
in which high density surface waters sink/convect leadmgeéep water formation, are
found to be important for the subsequent evolution of the AB/&hd by extension the
variability within the NA SPG (Figure 1.5). The most impartainking region in the
main NA SPG is the Labrador Sea, as well as the Irminger bagimeaentrance to the
Labrador Sea, where upper North Atlantic deep water (UNADSpimed Toole et al,
2011). There is also deep water formation north of Icelaad filows out of the Nordic
Seas and into the Labrador Sea, becoming lower North Atatgep water (LNADW,
Toole et al, 2011). In models, the interaction of deep water formed enNordic Seas
and the main NA SPG, via the overflow sills, is poorly simuttéxcept at ultra-high
(*/12°) resolution Chang et al, 2009).

Whether the density variability in these key sinking regiendriven by either temper-
ature or salinity effects can be estimated by decomposimgiyechanges into those
due to temperature and those due to saliriglvorth et al, 1993). IndeedPelworth

et al. (1993) defined an index of the large scale variability in thertN Atlantic and
separately regressed this against density changes thatduerto temperature and den-
sity changes that were due to salinity and found that sglinds the dominant driver
(Figure 1.6). However, this is not the case in all climate sisdwhich disagree on
whether multi-annual/decadal temperature or salinityatality is most important for
multi-annual/decadal density variability in the Labra&ea (Figure 1.5, numbers — see
caption). Given that warm/saline anomalies in the NA SP@rofto-vary, and that they
have opposing effects on density, this suggests that thé&festation of NA SPG vari-

ability within climate models may be somewhat sensitivdh@particular density driver.

In these sections we have aimed to describe the key processd#ged in simulated
mechanisms of decadal variability in the NA SPG. There ararty many potential man-
ifestations of this variability and to what extent any ofrthare a more realistic repre-
sentation of the real world is still uncleasf( Figure 1.5). The numerical models are a
discretised version of reality and so the potential benefitproving the resolution of

this discretisation is discussed next.
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Figure 1.6: Regression coefficients between various quantities antintteeseries of the THC index. The
heavy, solid line ¥') denotes the regression coefficients of the THC index watlfifthus representing a
“typical” fluctuation). The thin, solid line’) represents the regression coefficients between dengity an
the THC index. The thick, dashed ling{) denotes the regression coefficients for the density cleange
attributable solely to changes in salinity versus the TH@&in while the thin, dashed ling/f) represents
the regression coefficients for the density changes at#iiibel solely to changes in temperature versus the
THC index. The regression coefficients fof, (py and (7. were averaged vertically and horizontally
over the sinking region. The ‘THC index’ represents the mmaxh of the overturning streamfunction in
the North Atlantic. This method of decomposing density gemhas often been repeated and is used in
this thesis (Figure 2.10b). Figure and associated capgikentfromDelworth et al.(1993). ©American

Meteorological Society. Used with permission.
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1.5 Potential benefits of increased model resolution

As analysing decadal variability requires many decadasicies of integration these pre-
vious studies generally use low resolution coupled models$ pcean resolution;2° at-
mosphere resolution) or higher resolution ocean-only nsod#owever, there are reasons
to suppose that improved atmospheric resolution coulcttffee amplitude of decadal
variability (Danabasoglu2008), whilstimproved ocean resolution — and associapé r
resentation of the variability within the Gulf Stream andetboundary current®enduff
et al, 2010) — may also affect the precise timescales of multuatidecadal variability
(Grotzner et al. 1998;Gelderloos et al.2011;Hodson and Suttqr2012). Higher hor-
izontal resolution may improve stratification and thusraltave speeds{jrtman et al,
2012), which could also be affected by vertical resolutidigher resolution topography
may also be expected to affect the efficacy of wave processesmpared to idealised
ocean models with smoothed/no topograpRgssenov et al2008;Zhang and Vallis

2007) and improve deep water pathwagpé¢nce et al2011).

At high ocean resolution eddies become permitted and thewived (Figure 1.7) and
eddy induced mixing can be left explicit, rather than par@meed (or the parameterisa-
tion significantly turned down), which may impact on the miigghe and variability of
ocean heat and freshwater transpo¥siKov et al, 2008; Tréguier et al, 2014). As a
case in point, ultra-high resolution within the Agulhasioeghas been shown to affect
the variability of the simulated low-latitude Atlantic averning due to the shedding of
large mesoscale eddies known as ‘Agulhas ringsagtoch et al. 2008b). In addition,
reducing the need for parameterisation of eddies may atfiecability of the model to
respond appropriately to ‘out-of-sample’ experimentshsas large scale atmospheric
circulation changes under future climate changallberg and Gnanadesikar2006).
Stronger sea surface temperature gradients, associdtedigher ocean resolution, may
also improve the strength of atmosphere-ocean coupBrayShaw et al.2008;Minobe

et al, 2008;Kirtman et al, 2012). In short, there are many reasons to suppose improved
ocean and atmosphere resolution may change the detailswofased variability in the
NA SPG. The model we use (‘(HadGEM3alters et al. 2011) has an ocean resolution

of 0.25, an atmosphere resolution of N216 (92km at the equator),saddscribed in
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Figure 1.7: Zonally-averaged zonal (dashed) and meridional (plaispltgion of the four model grids
(km, log scale). The meridional resolution is enhanced tieaequator in the 2and ¥ models. Dots
indicate the zonally-averaged first Rosshy radidbelton et al. 1998). Figure and associated caption

taken from Penduff et al.2010). Used under Creative Commons Attribution Licen€e 3.

Section 2.3.

1.6 Key research questions

In light of the material presented here, we now define the &sgarch questions that we

aim to address in this thesis. These are:

1. What decadal variability exists in the NA SPG in HadGEM3, and hav does
this evolve in both space and timeGiven the plethora of previous lower resolu-
tion modelling studies that find many different manifestasi of decadal variability
in the NA SPG, and the enhanced resolution of HadGEMS3, wediiaiyse whether
HadGEMa3 represents either a step-change in the simulatedansms of decadal
variability, a refinement of these, or merely the same meash@more precisely

resolved.

2. To what extent is the decadal variability consistent with aailable observa-
tions? Although there is a paucity of high quality long term obséivas within
the North Atlantic there is nevertheless much analyticalgran the observations

that are available, which can be fully realised when combingh a detailed un-
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derstanding of simulated variability. We conduct a criteamparison of simulated

and observed variability to evaluate the plausibility oftigailar decadal variability.

3. Does this variability provide potential skill for decadal predictions? Having
established the plausibility of various elements of the ma@tsm of decadal vari-
ability, we investigate to what extent they lead to increasepotential skill in

decadal predictions with this model.

4. Is there any systematic explanation for the diversity of simlated decadal vari-
ability within the NA SPG, as shown in Figure 1.5?Recent multi-model archiv-
ing initiatives €.g. the fifth coupled model intercomparison project, CMIP5) have
provided a powerful resource to investigate inter-mod#&tm@nships in a more
consistent and controlled way than comparing reportedtsefom studies with
different aims. As such, although analysis of the decadahlbiity in HadGEM3
and its utility in predicting the real world is itself a woytlyoal, we also aim to elu-
cidate some of the potential causes of this multi-modelapeand the implications

for decadal predictions.

1.7 Thesis structure

In this thesis, we diagnose the drivers of NA SPG variabihitg state-of-the-art coupled
climate model that represents a rare combination of higbluéen (in both ocean and at-
mosphere) and the multi-century length integration regliio analyse decadal timescale
modes (Chapter 2). We ask: Does high resolution, and theiagsdprocesses it allows,
affect the nature of simulated decadal variability? We tbetically compare this simu-
lated mode of variability with instrumental observationghe North Atlantic in Chapter
3.

Most analyses of decadal variability in the North Atlantiave used the approach of
lagged regression analysis to attempt to disentangle angeffect — in which pos-
itive and negative phases are assumed symmetric. In Chapterribte that there are

signs of some asymmetry in the timescales of our proposedhanéam, depending on
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the phase of the oscillation. These asymmetries are igatstl in Chapter 4. Further
testing of the robustness of our mechanism is conducted ipt€h&, in which we test
the predictability of various phases of our proposed meishamising initial-condition

ensembles.

Having thoroughly tested the mechanism of decadal vaitplnil HadGEM3 we extend
our analysis to other models using the CMIP5 archive in Chdjptelere, we address the
question of whether there is a link between mean state basgshe representation of
decadal variability, which would go some way to explain thdewariety of diagnosed

mechanismsaf. Figure 1.5).

Finally, the main conclusions of the thesis are summaris&thiapter 7, with recommen-
dations for the development of decadal prediction systemisadservational networks

and a brief discussion of possible future work.







Chapter 2

The mechanism of North Atlantic
Internal decadal variability simulated
In HAdGEM3

2.1 Introduction

To begin to understand whether increased atmosphere aad ogsolution may affect
the mechanisms of decadal variability we must first diagtiesge mechanisms in a high
resolution model. This chapter aims to elucidate the orafidecadal variability in the
climate model ‘HadGEM3'. The model's mean state and valitstare characterised in
Section 2.2 before diagnosing the mechanism of bidecadglbiity in Section 2.4. A
discussion of the proposed mechanism is directed in Se2tlbbefore chapter conclu-
sions are presented in Section 2.6. This chapter is repeadoa similar form ilfMenary

et al. (2015a).©American Meteorological Society. Used with permission.
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2.2 Characterising the model

2.3 The model: HadGEM3

We examine a prototype of the Met Office Hadley Centre’s st&titre-art coupled ocean-
atmosphere-land-ice global environment model, HadGEM&R ykars of near present-
day control simulation have been run at high resolution. &tmosphere component
is the Met Office Unified Model version 7.TMalters et al. 2011). It has a horizontal
resolution of N216 (92km at the equator) and 85 levels in #rical with a model top
at 85km with at least 30 levels in or above the stratosphele® dcean is resolved on
the NEMO tripolar grid (0.25 75 depth levels, version 3.Rjadec(2008)), with a pole
under Antarctica and poles either side of the Arctic Oceahsia and North America to
resolve the Arctic Ocean. The ocean in HadGEM3 was inigdlisom rest at December
1st using the 2004—-2008 time mean ENBg(eby and Huddlestqr2007) December-
time climatology and subsequently allowed to freely evalith repeating 1978 external
forcings in the atmosphere. For further details of the modefiguration and other sim-

ulations se&Valters et al(2011).

HadGEM3 is a precursor to the model used in the Met Office glsbasonal forecast,
GloSea5acLachlan et al.2015), which will also be similar to the new decadal predic-
tion model. However, there are some differences betweer#sEM3 and GloSea5
models, as GloSea5 underwent additional developmentithdddiadGEM3 control was
running. Most importantly for the present study of the NA SB@e more diffuse ther-
mocline in the HadGEMS3 ocean (NEMO version 3.2) as compardaloSea5 (NEMO
version 3.4, see discussion in Section 2Megann et al.2014). Despite this, the NA
SPG biases in upper ocean temperature and salinity (cothpaiEN4), are small com-
pared to many other coupled climate models used to study NA&#Riability (Escudier
et al, 2013;Wang et al. 2014, see Section 2.3.1). Further details of global méaie-s
biases within the atmosphere and ocean in HadGEM3 can bel fiouwalters et al.
(2011).

We use observed data from the EN4 objective analgio( et al, 2013) which provides
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infilled, optimally interpolated fields of temperature a@adirsity on a 1xt grid from 1900

to present-day. EN4 is an updated version of EN3, with imgdoguality control and
error estimates, but was not available when the climate hveakinitialised. We use the
period 1900-2013 to construct a simple climatology for carrgon with HadGEM3 and
note that the biases in HadGEMS3 are large enough (see S&c8dr) that the method
used to construct the EN4 climatology is unlikely to be oftfoder importance. Unlike
the HadGEM3 model, which is run with interannually constantings appropriate for
the year 1978, this observational data also includes tleetsfiof all other natural and

anthropogenic forcings.

We now examine the NA mean state biases and signal of decabiity in HadGEM3
in some more detail as a precursor to investigating the nmesims of variability which

exist on top of these biases.

2.3.1 NA SPG Mean state

Mean state biases in top 500m depth averaged temperatus@8)(Tsalinities (S500),
and densitiesg500) in the NA SPG are less thai8°C, £0.4PSU, and-0.1kg/n¥ in the
interior NA SPG, with larger +4C, +0.6PSU, and-0.2kg/n? biases in the boundary cur-
rent regions (Figure 2.1). The temperature and salinitgdsiaare close to being density
compensating in the NA SPG but in the subtropical gyre (nefalcus of this study) tem-
perature biases dominate resulting in lighter waters. Hoenalously cold region in the
western SPG, often attributed to the simulated Gulf Streaimgatoo zonal Kwon et al,
2010), is not as large as in many coupled climate mod&tsife et al.2011). Warm
anomalies exist all along the NA SPG northern boundary atsreThese anomalies are
associated with reduced ice distribution around southeee@and and in the Labrador
Sea (not shown). Within the NA SPG, deep convection, as agtunfrom the annual
standard deviation in March mixed layer depths using theethiayer estimate dfara

et al. (2000), is located in the Labrador Sea and Irminger Current.

The simulated Atlantic meridional overturning circulatiGAMOC) streamfunction in the

model is shallow compared to recent observations (Fig@a) 2The zero streamfunction
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Figure 2.1: Top 500m depth averaged temperature (T500, a) salinityQ(SBQ) and density (500, c)
biases in HadGEM3 (computed from full model time series) parad to EN4. Grey shading is used for
regions shallower than 500m. d) Standard deviation in Manoted layer depthsKara et al, 2000), to

highlight where deep convection occurs
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line in the model sits at a depth of 2-3km with the maximum tweing occurring
at a depth of approximately 1km. The deeper overturning cefiresenting Antarctic
Bottom Water (AABW) and Lower North Atlantic Deep Water (LNADWa$ a strength
of around 3 Sverdrups (Sv = 4®3/s), whereas the shallower AMOC cell, representing
the western boundary current and Upper North Atlantic DegpeVW(UNADW) has a

mean strength of 17Sv for the last 200 years of the simulation

At 26°N it is possible to directly compare the streamfunction i tmodel to the RAPID
(Cunningham et al.2007) observations. The depth of the RAPID overturning maxi
mum is marked with a cross and is approximately 200m deeperiththe simulations,
which at these depths represents a single model grid célkinertical. The depth of the
RAPID zero streamfunction line is around 4km, much deeper siraulated. This is not
uncommon in models and may be partly an artefact of comptitegimulated overturn-
ing using the full 3-dimensional velocitieR@berts et al.2013), although some models
do represent a much deeper upper céllgger and Danabasogl@012). Indeed, using
a ‘RAPID-style’ calculation, afteRoberts et al(2013) (with a depth of no motion at
4740m) yields a zero streamfunction depth approximately 50m deeper than using
the full 3-dimensional velocities; the structure and Vaitity of the streamfunction shal-
lower than this are essentially unchanged. Finally, the R&®arotropic streamfunction
and associated time series are also shown (Figure 2.2, b)amdi droadly compare well

to observational estimates and high resolution modeksguier et al, 2005).

Although the depth (1000m) and strength (17Sv) of the marinofithe upper AMOC
cell are consistent with observations, the simulated dnvaugability in this index is
weaker than observed. The simulated annual mean AMOC sneation at 26.5N and
1000m depth has a standard deviation of 1.2Sv (0.9Sv if fasedded), compared to an
annual standard deviation of 2.3Sv from the 10 years of RARI dvailable (Figure
2.2c). Additionally, the simulated index begins at a lowuweakand then takes several
centuries to spin-up to a more stable state more favourairhparable to the observed
mean. Although this represents an improvement in this iradeke NA circulation, the
spin-up of the overturning circulation also results in asr@ase in northward heat and salt
transport within the Atlantic Ocean, causing the NA SPG tft dway from its initialised

state to a warmer and saltier state, seen in Figure 2.1
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Figure 2.2: a) Time mean Atlantic overturning streamfunction in HadGEMhe contour interval is 2Sv

and the zero-line is marked with a grey contour. At 26l%5he profile from the RAPID arrayGunningham

et al, 2007) is overlaid on the same colour/contour scale. Théhdefgthe maximum in the RAPID profile

is marked with a cross. Note that the latitudes north ¢fNtare approximate (within) due to the

increasingly curved nature of the model grid towards the twathern poles. b) Time mean NA SPG

barotropic streamfunction in HadGEM3. Contour intervall@Sv. c) Time series of the overturning

streamfunction at 26", and 1000m in HadGEM3 (red). Also shown are the time mean anda mean

standard deviation from the 10 years of RAPID data (black)Tiche series of the minimum (multiplied
by -1) of the barotropic streamfunction in the NA SPG in HadGE
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The simulated AMOC index also shows some evidence of matiual/decadal variabil-
ity, particularly at the more northerly latitudes of the NRS (not shown) in addition to
26N, as in other modelZhang 2010). The maximum correlation between the simulated
AMOC indices at 26.9N\ and 50N occurs when the 50 index leads by 1 year (correla-
tion of 0.63), suggesting the lower latitude variabilityésponding to variability further
north in the NA SPG. The lag-zero correlation of the AMOC §jport, calculated after
Bingham et al(2007), is shown in Figure 2.3 and highlights the separdietmween the
South Atlantic, mid latitude Atlantic, and the NA SPG. Irgstingly, the North Atlantic
coherence pattern is more similar to that seen in the lonsslugon HadCM3 model
(1.25) than higher resolution OCCAM model (0.28Bingham et al. 2007) but in all
cases there is clear separation between the subtropicalibpdlar gyres. We now move

on to examine the decadal variability of the NA SPG in moraitlet

2.3.2 Signal of decadal variability

The time-mean T500 simulated in HadGEM3 is shown in Figuda along with con-
tours at 6 and 10 degrees to mark the general shape of the NA/ASB&nparison with
observations (EN4) again shows the general warm bias of F&RG, particularly to-
wards the edges of the gyre. A power spectrum for T500 avdrager the whole region
reveals a significant peak at a period of 16 to 17 years (FiguHe). This periodicity
exists whether using the entire simulation or alternagivemoving the first 200 years
(not shown), suggesting it is not merely an adjustment mac@nd so we use the entire
time series to maximise the available data. Additionahg periodicity is not unique to
any of the four individual subregions within the NA SPG (dedhegions in Figure 2.4a);
all show a significant peak at 16 to 17 years, as well as thenMxtantic Current (NAC)
region (Figure 2.5). Indeed, in HadGEM3 many other largdesoaean indices in the
NA SPG also reveal peaks in their power spectra at periodé aeihtl 17 years, such as
SSTs, depth averaged salinities, the AMOC atNg®r the strength of the NA SPG itself
(as defined by the barotropic streamfuncticinFigure 2.2).

In addition to these ocean indices, the NAO index also shasisgicity at 16 to 17 years

in its otherwise much whiter spectrum (Figure 2.4c). Thisuggestive of a link from




Chapter 2. The mechanism of North Atlantic internal decadabwility simulated in

36 HadGEM3
b T == -
6or . ‘ ‘
40 - |
|
3 20" .
2 |
S
- [
il
0
g |
-20 ~
- Il ‘ Il Il ‘ Il Il ‘ ]
-20 0 20 40 60
Latitude
N T

-1 0 0.2 04 06 0.8 1

Figure 2.3: The cross-correlation between the simulated depth averd@®—-1000m) zonal mean trans-
port in the Atlantic as a function of latitude. Data have bdetrended. Black lines denote the latitude of

the equator and where the Gulf Stream separates from theafddsrth America.

ocean to atmosphere in the region of the NA in which the oceanrmpart some of its
long term memory on to the atmosphere. Such a feedback miglketieral be expected to
be weaker than similar atmosphere to ocean processes,latetir® the strength of the
ocean circulation and SST gradienkofiaka and Xig2003), and thus detection of this
feedback is perhaps at least in part due to the increaseal sigmoise ratio resulting from
the length of the control simulation (though we note thigiis short compared to many
previous studies with lower resolution models). The me@tandrivers behind this 17
year mode in the ocean and atmosphere, and the reasons fartioallar timescale, are
investigated in the next section; initially charactergsthe variability in the NA SPG as

a whole before targeted analysis of the processes in diffeegions.
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Figure 2.4: a) Time mean top 500m depth averaged temperature (T500)d&HBK3. Contours at®C
and 10C are also marked (black) to show the shape of the gyre andofoparison with equivalent
contours from EN4 (grey). Areas in white are shallower th@frb. The dashed grey box denotes the
four quadrants and fifth overall region for which power speaf T500 were produced. The Irminger
Current region (red box) and Gulf Stream/North Atlantic eat region (blue box) analysed in the text are
also marked. The dashed black line stretching south frorsthed Banks denotes the transect location for
dynamic height analysis in Figure 2.12. b) The T500 powecspm for the whole subpolar gyre region
(combination of all four quadrants). An estimate of sigrifice is given by the 5-95% confidence intervals
for a red noise process with the same mean and standardidevigeriods of 16—17 years are highlighted
with the blue shading. c¢) As (b) but for the NAO index, definedlze difference between simulated sea
level pressures over the Azores and Iceland. Time serieBna@ly detrended prior to calculating the

power spectra.




Chapter 2. The mechanism of North Atlantic internal decadabwility simulated in

38 HadGEM3
Box #1
1.000 g A it 7 1.000¢
r é § r
0.100 ‘;‘r / 0.100
0.010; Z 1 0.010
0.001 ... D o o 0.001

1.000¢ 1.000¢

0.100

0.100

0.010+ 0.010+

0.001 0.001

1.000

= Power spectrum

0.100;
: w17 year period

= 90% confidence limits

0.010, for AR(1) process

0.001

Figure 2.5: The top 500m depth averaged temperature power spectraefdrdimaller boxes encompassed
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2.4 Mechanism of decadal variability in the NA SPG

We now diagnose the mechanism of decadal variability withexNA SPG, beginning
with a heat budget for the region before investigating hawgerature anomalies propa-

gate around the gyre.

2.4.1 Heat budget

To begin to understand the variability of T500 in HadGEMS attmidget of the NA SPG
is diagnosed. The basin-wide, full depth NA SPG heat budgshown in Figure 2.6 for
the latitude range 53—-7R. Due to the lack of availability of the correct ocean diagfits

at high enough output frequency (precluded by the expenstoahg high resolution
atmosphere and ocean data), the heat budget of the NA SP@Galoasse perfectlydf.

red and black lines in Figure 2.6a). However, the error idigitde, less than 1% of
the net surface fluxes of the region. Sensitivity tests wiadlreutput diagnostics were
computed online and stored revealed that horizontal isogiydiffusion was the most
important missing heat flux. The heat budget of the NEMO ocg&urther complicated
by the use of a linear free surface with variable volume wisith on top of the fixed
volume ocean grid cells and a heat flux between the two. Ftrdudetails of the precise

formulation of the heat budget within the NEMO ocean modelMadec(2008).

The heat budget (ocean heat conten#{(C) rate of change) of the NA SPG can first
be broken down into advectivé)(,,) and surface fluxest;.,r), which add together

to give the net heat flumto the volume. There are also additional smaller heat fluxes
from the ice to ocean, between the linear free surface and éigean volume, and from

geothermal heating of the abyssal ocean, particularlyernvtbinity of the mid Atlantic

ridge, Qice, Q free, aNAQ,., respectively:

dOHC
dt

= Qadv + Qsm‘f + Qice + eree + Qgeo (21)

The advective fluxes can be further broken down into fluxesfitee north Q H7'N) and
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Figure 2.6: The full depth heat budget of the NA SPG (5323 volume plotted using 9 year running
means for clarity and to highlight decadal variability. Rigs is into the specified region. a) Individual
components of the heat budget as denoted in the legend. l@ridmealous heat budget (referenced against
years 22-42) to highlight the trends in latent heat fluxesahective heat fluxes through the southern
boundary. Note that the heat content cha@, (black) and sum of heat fluxes (red) do not match prior
to the year 100 as instantaneous ocean temperatures (us&lnutate%) were stored with intermittent

frequency and don't necessarily represent the same timgowis the other heat fluxes during this time.

south QHT'S, positive northward) whilst the surface fluxes can be bral@mn into the

shortwave (solar), longwave, latent, and sensible heaggtux

Qudw = OHTS — OHTN (2.2)

qurf - QSW + QLW + Qlat + Qsens (23)

Inspection of these terms reveals thatl 7S dominates the variability in advective heat
fluxes: Using annual data, the standard deviatioR 8f7'S is 28PW, compared to 17PW
for OHTN. The variability inOHTS is split between vertical ‘ AMOC’ (Chapter 1,
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Equation 1.2) and horizontal ‘gyre’ (Equation 1.3) heang@ort variability at these lati-
tudes (annual correlation betweext! 'S andO HT sy0c¢ is 0.74, and betwee@ HT'S
andOHT,,. is 0.88). The surface fluxes (directed into the ocean) areirhied by
shortwave (solar) heating of the NA SPG, whereas longwatent, and sensible heat

fluxes represent net heat loss from the NA SPG.

To investigate the relative magnitudes of their variapildnd any trends, the mean of
each of the key heat fluxes over the years 22-42 is removedréRj6b). Rather than
remove the full time mean, removing the mean from just théogdesoon after the model
was initialised serves to additionally show how the heaghtiverge. Net advective heat
fluxes into the region are increasing throughout the pekiathnced largely by increasing
surface heat flux loss, but with some residual heating of hé&&RG. The advective heat
flux trend is dominated by the increase in heat flux from thelsowhich is due to the
strengthening AMOC (Figure 2.2c), with much of this heat hia latent heat loss as
well as longwave emission. The rate of net warming is highmetste first century, which
is also why the net heat flux appears to be below zero for thairetar of the timei.e.

the net warming rate is slower in the subsequent years.

There is considerable variability in the net heat flux inte A SPG, the majority of
which appears to be attributable to the advective heat flingasthe south, which results
in decadal timescale heat content changes within the NA &6ual and decadal cor-
relations between the total heat flux and net advective flare$.75 and 0.69, whereas
the same for the total heat flux and net surface fluxes are 0&® 29 (the regression
gradients scale similarly) suggesting that particulanlydecadal timescales advective
heat fluxes dominate the variability. Once within the NA SR@y do these heat content

anomalies evolve?

2.4.2 Spatial characteristics of decadal variability

In order to investigate the spatial characteristics of thatltontent variability, lagged
regressions were performed of NA SPG T500 on to SST spatiaélyaged over the NA

SPG (Figure 2.7, second column). T500 anomalies can be sepagating around the
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NA SPG: eastwards along the southern boundary whilst sprgato the interior with a
timescale of around 4—6 years (notably slower than implietthb mean circulation speed
in this region); westwards along the northern edge but sofithe Greenland, Iceland,
Norwegian (GIN) Seas; into the central Labrador Sea as agogign anomalies form in
the Gulf Stream region. A similar evolution of anomalies abks® found when regressing
T500 on to T500 spatial averages over the eastern SPG, NA@ey Labrador Sea (not
shown). Features such as the Reykjanes Ridge can be seeinditieetflow. Although
not shown here, there is little evidence of significant ant®wohthe signal diverting into
the GIN Seas in the far northern part of the SPG. The heat sbatemalies reach the
Labrador Sea from the eastern SPG within a couple of yearsdwatral more years are
required for the anomalies to spread into the interior SP&Xh& heat content anomalies
in the Labrador Sea build up so does a cold anomaly in the Gred&a81/NAC region. The

opposite phase of the cycle now begins.

The underlying essence of the cycle is captured by regige3$A0 indices in the north-
ern and southern edges of the NA SPG against each other éR2g8). This shows the
southern edge of the NA SPG leading the northern edgetyr years and subsequently
lagging changes in the northern edgeb¥ years with opposite sign, yielding a half pe-
riod of 8-9 years and a full period of 16—18 years (constchlmeze to be even by the use
of annual data). The range in periodicities is further iasexl by 2 years if a third loca-
tion in the eastern SPG is added to the regression model{oaty, forcing the signal to
go via the eastern SPG, suggesting that the spread in titeessaerhaps related to the
superposition of various advective pathways. This decadale is generally confined
to the top 500m-1km with the exception of the central Labr&a where it extends to
around 2km (Figure 2.9). Decadal variability in the band3@years, encompassing the
spectral peak at 17 years, explain$5% of the annual variability in T500 within the NA
SPG, with this value rising to-30% in the centre of the gyre.

The lagged regression analysis leads to two key questianstlyFwhat is controlling

the apparent propagation of the heat content anomaliestimd)ahe Gulf Stream ex-
tension/NAC, and b) the northern boundary currents/Irmiri@arent? Secondly, what
is the negative feedback that forms the opposite sign anjoimahe NAC, resulting in a

cyclical mechanism and a spectral peak in NA SPG tempestuie investigate these
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to remove interannual variability and the trend using a ppasd filter of 5-70 years.
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Figure 2.8: The lagged correlation between the Irminger Current andhNatlantic Current top 500m
depth averaged temperatures (T500). Regions are as marlkgdure 2.4a. Time series have been de-
trended and smoothed with a 5 year running mean to highlighdécadal correlations by removing annual
variability and the long term drift. An estimate of the sifitaince is provided by the 95% (red) and 99%
(blue) confidence intervals estimated by creating 40,0088a®m time series with the same mean, standard

deviation, and applied filtering.

guestions, we first break down the advective heat budgetomwponents related to the

mean and anomalous circulation/temperatures.

2.4.3 Decomposition of the advective heat budget

PreviouslyDong and Suttoit2001), showed the advective heat budget for a region in ap-
proximate long term equilibrium could be estimated by cdesng perturbations around

a long term mean as:

q(t) =q+d(t) (2.4)
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whereq(t) is some quantity varying in time,is its time mean, and (¢) is the anomaly in
q at each timet. For the case of the net advective heat transport conveggegylacing
q with bothv (velocity) andT" (temperature) and dropping ti® on the right hand side

for clarity gives:

OHT(t) = pc, / <17T + ' T + 0T + U/T> dA (2.5)

wherep is density,c, is the heat capacity of seawatef, is a constant (the mean heat
transport when multiplied byc,), v"T" is the heat transport due to co-variances in circu-
lation and temperature (and is usually but not always sroallarge enough areas)7”

is the heat transport by the mean circulatiofi, is the heat transport by the anomalous
circulation, andl A indicates integrating over all faces (horizontal and eatjienclosing
the volume. This is the same as Equation 1.1 except we nowcekpintegrate around

a closed volume.

However, as previously mentioned, there is a trend in the NP& Semperatures in
HadGEM3, and so the breakdown of the heat budget is made roanplicated. For
the case of a known trend in one or more of these parameataystémperature) the’
term will not just represent the annual/decadal anomalyniilialso have a component
due to the trend with the relative contributionsgovarying in size depending on the
magnitude of the trend compared to the magnitude of the biitya Thus ¢ must be

detrended prior to combining the terms togetleey,

q(t) = qo + it +¢'(t) (2.6)

whereq, is the intercepty; is the linear trend multiplied by time, andq’ is the pertur-
bation from this trend. Setting= 0 at the midpoint of the linearly trending time series
results ingy also representing the mean (previouglyThis results in the OHT becoming
an equation of nine terms (as we detreras well due to the trend in the AMOC, Figure
2.2¢):
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OHT(t) = pe, / (U()T() + voTht + voT" + v1tTy

+ U1T1t2 + UltT/ + U/T() -+ U/Tlt -+ U/T/> dA (27)

where the terms inside the integral on the right hand sideeasely refer to: 1) The

time mean OHT, 2) the interaction between the temperatareltand the mean circula-
tion, 3) the OHT due to anomalous temperature advected byéaa circulation, 4) the

interaction between the mean temperature and the trendculaiion, 5) the interaction

between the trends in both circulation and temperaturehé)rteraction between the
trend in circulation and the anomalous temperatures, 7PtH& due to mean temper-
ature advected by the anomalous circulation, 8) the interabetween the anomalous
circulation and the trend in temperatures, and 9) the OHTtdw®-variances in circu-

lation and temperature. Analysis of these components ie@enon-zero contribution

from the trend-related terms to the advective heat budgethiity, but these are much

smaller than (less than half) the mean and anomalous di@ulgerms (7" andv'Tj)

and so we focus on these latter circulation terms.

2.4.4 Heat content anomalies in the NAC region

To determine what controls the heat content changes on thieeso boundary of the NA
SPG, the heat budget of the NAC region is examined in moraldétaegion was cho-
sen where simulated zonal currents are much stronger thadiomal or vertical currents
(See Figure 2.4a, blue box). This simplifies the later inegadion of the decomposition
of advective heat fluxes into circulation and temperaturemanents. As noted in Section
2.4.1, it is not possible to close the heat budget precisdlich becomes more apparent
for smaller subregions. Table 2.1 shows the time mean aigiegecbmponents and net
surface heat fluxes for the NAC top 500m. Note that the choigeference tempera-
ture becomes irrelevant when considering the net transpartigh all faces combined
but not when considering open sectioslfauer and Beszczynskahr, 2009). The

most important advective heat fluxes are from the east ant] associated with the mean

volume transport through the region from east to west. Theésective heat fluxes are
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NAC Irminger Current
East advection -1660 493
West advection 1753 -392
North advection 33 0
South advection -83.1 -23.7
Net vertical advection 7.5 -63.9
Net convergence 51.4 15.2
Surface -49.8 -16.9
A: Sum of advection and 1.6 -1.7
surface (net sum)
B: Ocean heat content 0.1 0.1
change (net actual)
Correlation A:B (Monthly, | 0.96, 0.93, 0.98 0.96, 0.94, 0.95
Annual, Decadal)

Table 2.1: Time mean simulated heat fluxes into the North Atlantic OQur(®&lAC) and Irminger Current

regions (TW, referenced t&° Q).

approximately balanced by the surface heat fluxes but theo$tine two is not identical
to the actual heat content change implied by the in-situ ezatpres. This is likely due
to missing diagnostics (See Section 2.4.1) and the use ofhilyameans when comput-
ing vT', rather than at each model time step. However, although tenmare slightly
different, the variability in both time series is well cdated on all timescales at monthly
or longer sampling (Table 2.1). Thus, in the ensuing anglysthe variability, we treat

the budget as sufficiently closed for our purposes.

The annual and decadal timescale correlations (regregsamiients, W=Watts) between
the advective heat fluxes and the net heat content changbs INAC are 0.82 (0.92
Waonc/Waa) and 0.54 (0.40N g0/ Waaw) respectively, as compared to 0.43 (0.92
Waone/Weurp) @and 0.20 (0.20V40mc/ W f) for the correlation between surface heat
fluxes and the net heat content change (for annual and detatdahe 95% significance
levels, assuming a two-tailed t-test, are 0.12 and 0.37entisely). Thus much of the

annual and decadal variability in the heat content changései Gulf Stream is associ-




Chapter 2. The mechanism of North Atlantic internal decadabwility simulated in

HadGEM3 49
Monthly Annual Decadal
NAC v, T” 139 43 31
NAC v'Tj 149 44 33
NAC v'T” 58 16 11
Irminger Currenty,7” 13.1 4.0 3.2
Irminger Current/'T;, 6.7 3.6 2.7
Irminger Current/T” 4.0 1.1 1.0

Table 2.2: Standard deviations of advective heat flux components iNtréeh Atlantic Current (NAC) and

Irminger Current at various timescales (TW).

ated with advective heat fluxes but there is a role for surfaces to modulate these
changes, even on decadal timescales. Of the advective tees fithe remaining ques-
tion is whether these are due to the anomalous circulatian@malous temperature. See

Section 2.4.3 for the full heat transport breakdown.

For the NAC region it can be seen that slightly more of the ative heat flux variability
arises from anomalous circulation advecting the mean tesiyre ('7;, Table 2.2) than
terms involving anomalous temperaturegi(’, v'T"). Although the magnitudes are sim-
ilar between/'T, andv, T’ components, the relationship with the net ocean heat toahsp
(OHT, i.e. vT) is not, withv'T, having a higher correlation with OHT. Correlations (re-
gression gradients in brackets) betweéfry and OHT are 0.29, 0.36, and 0.42 (0.82, 2.4,
2.9Wour /W) on monthly, annual, and decadal timescales respecta@hgpared to
0.00, -0.16, and -0.23 (0.01, -1.1, -Néour/W,,1) for vgT" (95% significance levels,
assuming a two-tailed t-test and accounting for some ngssata, are 0.03, 0.12, and
0.37 respectively). This holds throughout the westerndialie southern edge of the NA
SPG (not shown), and is associated with a strong backgrampdrature gradient. Thus

v'Ty appears to be the dominant advective heat flux in the NAC negioall timescales.
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2.4.5 Heat content anomalies in the Irminger Current region

The same breakdown of heat content changes into a partiegiem was applied to the
Irminger Current at the entrance to the Labrador Sea (Figur&, 2ed box). Similarly
to the NAC region, this was chosen where horizontal circoretvas well defined in a
particular direction and much larger than all orthogoneduations. The breakdown of
heat fluxes into surface, advective, and advective subcoaris is shown in Table 2.1,
right column. Similarly to the Gulf Stream region, the netfaoe and net advective heat
fluxes approximately balance but do not fully explain thedily calculated heat content
change. However, as before, the correlation between theétima surface and advective
components and the flux implied by the actual heat conternigsh&s very good on all

timescales and so we again treat the budget as sufficieodga!

For the individual fluxes, on annual timescales, the coticigregression gradient) be-
tween the advective heat fluxes and net heat content chaa@&®i(0.56V 4o e/ Waaw),
again marginally greater than the correlation betweerasarheat fluxes and net heat
content changes at 0.47 (0.82i0 ¢/ Wurr). On decadal timescales these drop to 0.21
(0.08) and 0.19 (0.09) for advective and surface fluxes ctsdy. Despite these low
decadal correlations, there is still a very large corretabetween their sum and the ac-
tual net heat content change (Table 2.1), suggesting thtttese decadal timescales no
single component of the heat budget can be considered thltioig influence. This is
also indicated by the strong anti-correlation between etilxeeand surface heat fluxes of

-0.87 on decadal timescales.

In contrast to the Gulf Stream region, for the Irminger Cutrdie most important ad-
vective heat flux is that due to the mean circulation advgciinomalous temperature
(voT”, Table 2.2)2,T" has slightly greater variability on all timescales théfy, and also
shows larger correlations (and regression gradients) twélactual OHT changes on all
timescales. Correlations between OHT apd’ for monthly, annual, and decadal vari-
ability are 0.83, 0.34, and 0.29 (0.83, 0.66, 083,;,1/W,,1+) respectively, whereas
correlations between OHT andl;, are much smaller at 0.19, -0.1, and -0.14 (0.10, -
0.18, -0.24W 51 /W, ,; for monthly, annual, and decadal data, the 95% significance

levels, assuming a two-tailed t-test and accounting foresomssing data, are 0.03, 0.12,
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and 0.37 respectively). In our Irminger Current box the zanatents are an order of
magnitude larger than in all other directions, and so we ssigat it is the zonal mean
circulation which is playing an important role in moving heantent anomalies from

east to west on the northern edge of the NA SPG.

In summary, the heat budget for the NA SPG as a whole has bagnalied and it has
been seen that advective heat fluxes play an important roldeocadal timescales, but
that the relative contributions of circulation and temper@ anomalies to the OHT are
region specific. We now investigate the remaining questfamhat controls the negative

feedback between Labrador Sea and NAC temperature angmalie

2.4.6 Negative feedback between Labrador Sea and Gulf Stream

The anomalous temperatures in the Labrador Sea, whichlatedéo the increased heat
flux into the region, affect deep water formation in this oegiAs noted in Section 1.3.3,
an assessment of related studies suggests an approxireatelsplit between tempera-
ture and salinity control of the Labrador Sea density chamgkated to increased deep
water formation on decadal timescales. Followidgjworth et al.(1993) we decompose
the simulated density changes in the Labrador Sea into thosgo temperature and
those due to salinity (Figure 2.10a). This analysis suggésit in HadGEM3 simulated
density changes in the Labrador Sea are due to temperatiwesd density changes (an-
nual correlation with actual density: 0.64), rather thalimég induced density changes
(annual correlation with actual density: 0.06). A laggedrelation analysis confirms
that on both annual and decadal timescales density changésnaperature-controlled
(Figure 2.10b). In the wider context of the proposed medmrof decadal variability
these temperature anomalies are related to OHT anomal@mstinthe Irminger Current

region.

In the Labrador Sea, on these decadal timescales, the tetadensity signal is man-
ifest throughout the whole water column. The deeper sigmetiveen 1-1.5km depth,
spreads southwards along the particular deep water pashofvdlge model. Model simu-

lated deep water pathways show much inter-model diversitiyasie notoriously difficult
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Figure 2.10: a) 5-year smoothed Labrador Sea (50\8D55-62N) top 500m mean density (calculated
using annual mean temperature and salinity, black) andibations from temperature (by keeping salinity
at the time mean in the density equation of state, blue) ad &alinity (by keeping temperature at the
time mean in the density equation of state, red). Temperatnd salinity both linearly detrended prior to
computing density. b) Lagged correlation of temperatadiced (blue) and salinity-induced (red) density
against actual density for detrended data, either unsraddtitashed) or smoothed with a 5-year running

mean (solid, as in (a)). Temperature/salinity-inducedsitgheads at negative lags.

to validate Epence et gl.2011). In HadGEMS3 these pathways involve a combination
of the fast deep western boundary current and slower imtpathways (Figure 2.11).
Young water is formed in the Labrador Sea (Figure 2.11, arkwispreads eastwards
and southwards along the deep western boundary curreniréFj11, b and c). The
core of relatively young deep water can be seen transitimguneath the older north-
ward flowing water (Figure 2.11, d). These deep advectivevpays are relatively slow
compared to the timescale of the simulated variability imithe NA SPG and are more
likely to modulate longer timescale variability in the No/tlantic extending outside of
the SPG €.g. Jungclaus et gl2005;Menary et al, 2012). Instead, we hypothesise that
simulated dense water formation in the Labrador Sea in HAd&e&ontributes to circu-
lation anomalies in the NAC region via the creation of an aalmus north-south density

gradient, and as such acts as a negative feedback on to NAeBRigatures.

To examine this hypothesis we calculate a composite differén the density in a cross
section through the NAC which lags the density upstream enLifbrador Sea (Figure
2.12a). To the north the connection between surface andwiatep is revealed with the

signal sinking below the surface as it progresses soutlsvartie north-south density
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Figure 2.11: NA SPG ‘age of water’ tracer simulated in HadGEM3 where ageaier is defined as the
time since the water was last in a surface grid cell. It is enpénted by resetting all surface grid cell
ages to zero at the beginning of each model time step andhiecrting the age of non-surface cells by the
length of the time step (in this case 20 minutes). Subsely® age tracer evolves as any other passive
tracer. Thus the tracer represents the grid cell mean adeeofiater. The tracer was applied at model
year 268 and had been running for 213 years at the time thisfigas created. Panels a, b, c: The age of
water at depths of 500m, 1000m, and 2600m respectively.|Baffée age of water in a cross section at

approximately 42E (due to the curved grid lines), as marked by the line in (a).
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a) Density b) Dynamic height ¢) Geostrophic current d) No-NAO geostrophic
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Figure 2.12: Transect south from the Grand Banks through the North Ada@urrent at 47.5W, as
shown in Figure 2.4a. Density (referenced to Om) compogitegh minus low densities in the Labrador
Sea, computed by averaging all cases where Labrador Sea&ohean density (computed over the region
47-55W, 56-6T, 0—1000m) was at least one standard deviation larger tleginlie mean, and subtracting
the average of all cases where density was at least one sflageldaation less than the time mean. Cross
sections lag by 1 year the Labrador Sea index. b) As (a) bufyfoamic height composites (relative to
1500m). c) As (a) but for the geostrophic circulation (rekato 1500m). d) As (c) but first removing the
NAO signal from the density field afté?olo et al.(2014), see text. Cross-sectional time mean density is
indicated by the black contours. All data have been detreadel 5-year smoothed. Data insignificant at

the 99% level for a two-tailed t-test has been masked.

gradient is associated with a change in the local dynamght¢Figure 2.12b). Despite
the negative density anomaly in the south it can be seen thaga part of the dynamic

height anomaly is controlled by the northern, positive dgraomaly.

As the signal of anomalous density spills out of the Labre8ea this dynamic height
gradient increases and is balanced by anomalous sheargeadls&ophic velocities (Fig-
ure 2.12c). The mean geostrophic velocity anomaly betweerstrface and 500m for
the pictured transect is 0.9cm/s, increasing to 1.2cm/hiatop 200m only. Thus, anin-
crease in density in the Labrador Sea, associated with axgdalthis region, is followed

by a strengthening of the circulation in the NAC, and thus angase in northward OHT
into the NA SPG (with likely also some additional contrilmutifrom«’7” as the anoma-
lous circulation acts on anomalously warm, low densityacefwatercf. Figure 2.12a).

This acts as a negative feedback on the NA SPG temperaturesioMy discuss the at-

mospheric contribution to these ocean feedbacks.




Chapter 2. The mechanism of North Atlantic internal decadabwility simulated in
HadGEM3 S5

2.4.7 The role of the atmosphere

Although the proposed mechanism of decadal (17 year) vatyadh HadGEM3 has been
described mostly in terms of ocean dynamics there are regigrere the atmosphere

directly forces, or acts as a positive feedback on, the ocaaability.

For example, the negative feedback dipole between LabBemand NAC temperatures
is reminiscent of the Ekman response to NAO forcing. To gbatite instantaneous.é.
zero lag) impact of the NAO we attempt to isolate its signalikirly to the analysis of
Polo et al.(2014). Specifically, the annual mean 3-dimensional ocemsity field was
regressed onto the wintertime NAO index (both unfiltered shown). The direct impact
of the NAO was then removed from the density field by scalireg régression pattern
by the NAO index and removing the pattern from the densityagheime point before
re-calculating the composites. Removing the instantanBé@s-related signal weakens
the density/dynamic height and thus geostrophic curresiamse calculated in Section
2.4.6 (Figure 2.12d), hence suggesting that some of theopeapnegative feedback in
the ocean is forced by the atmosphere and not merely an arggiprocess. On annual
timescales the magnitude of the current response, as adduh Section 2.4.6 and de-
picted in Figure 2.12c, is reduced by 45% but on longer, deldadescales the reduction
is less stark (13% reduction). This analysis assumes thahftantaneous impact of the
NAO is annually independent and can be linearly separatedwhat extent the NAO
and ocean temperatures/densities can be seen as one-wiyg flsom atmosphere to
ocean, and to what extent it is actually a coupled feedbiaekspme of the NAO signal
is itself forced by the ocean, implied by the spectral peathenNAO power spectrum
Figure 2.4c), is discussed below. However, the reducticanimmalous circulation re-
sponse when removing the NAO suggests that atmospheriadditte NAO may act to

reinforce this ocean feedback.

In the northern NA SPG we have previously shown a role for n@ehvection in moving

heat content anomalies westwards via the mean circulaBeation 2.4.5). At the same
time, surface heat fluxes were also shown to be non-negigilol Figure 2.7 the SST,
T500, SHF, Sea Surface Salinity (SSS), Mean Sea Level Ree@&$LP), and Sea ice

are regressed at various lags against NA SPG mean SSTs. ThasShtected into
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the ocean and at lag=0,+2 is having a cooling effect in theeea$SPG and a warming
effect in the western SPG, i.e. it is effectively moving heaitent anomalies from east
to west. This is likely related to the concomitant strongggative NAO anomaly in

the MSLP field at the same lags. The actual magnitude of the @iEibution to the

Irminger Current OHC change is similar to the contributiammfradvective fluxes but, as
noted in Section 2.4.5, both are individually quite pooryrelated with the OHC change
on multi-annual timescales. This is consistent with a meigma whereby the ocean
integrates up the interannually independent forcing frbenatmosphere/NAO resulting

in decadal timescale variability in ocean heat content.

In the eastern SPG, the SSTs are anti-correlated with the INAEX, seen both at the
lag=0 regression and with the opposite phase at lag=-6. eT8&3's are likely a com-
bination of the direct forcing of both 1) the NAO via SHFs ambmalous Ekman and
gyre circulation Hakkinen and Rhine004;Sarafanov et a).2008) and 2) the advec-
tive heat flux associated with the diagnosed mechanism afd#wariability. However,

the simulated NAO shows a spectral peak at 17 years similarhcean indices within

the NA SPG. It would appear most likely that this atmospher&nory must come from
the ocean but unfortunately long enough atmosphere-omdgraxents with this model

are not available to further test this hypothesis.

The anomalous NAO-related SHFs show the same sign changédatrethe Labrador
Sea and Gulf Stream/NAC but over the Gulf Stream/NAC are@fitiong sign to explain
the heat content changes (both at the surface and throughdedst the top 500m of
the water column). This is consistent with advective heateuplaying a much more
dominant role in the heat budget of the NAC region (see Se&id.4) than the Irminger
Current/Labrador Sea region (Section 2.4.5). However, &sdnat the beginning of
this section, in the NAC region there is a significant portadrthe ocean geostrophic
circulation (and associated heat transport) responsdwvisitself related to the NAOC.
Figures 2.12c and 2.12d). In short, it is impossible to catghy separate the effects of

either the atmosphere or ocean without further experiments

SSS evolves similarly to SST in the NA SPG although the ldrgesnges are associated
with movement of the ice edge in the GIN Seas (Figure 2.7).elmegal in the NA SPG,
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positive salinity anomalies co-vary with positive tempara anomalies in both space and
time (mostly density compensating), again suggestingaafosladvective fluxes. NAO-
related surface freshwater fluxes are also proposed to belypksecondary importance
due to the fact that simulated SSS anomaly magnitudes aepémdient of the amplitude
of the NAO.

Similarly to other large scale variables within the NA SPG& edge changes exhibit
decadal variability with a spectral peak at a period of 17ry€aot shown). However,
unlike in similar work with the IPSL modeHscudier et al.2013) these changes do not
appear to lead variability in either the East Greenland @aroe deep water formation
in the Labrador Sea; we suggest that in our simulations ige @thanges are primar-
ily a passive response to the temperature dominated decadability within the NA
SPG, perhaps again via the NADdser et al. 2000), rather than a direct driver of this

variability.

2.4.8 Summary of the proposed mechanism

The mechanism of decadal (17 year) variability simulatedhim NA SPG T500 and
SSTs is summarised in Figure 2.13. Positive circulatiomaal®s in the southern part
of the SPG move heat eastwards and northwards into the @& with a timescale
of around 5 years (orange). These heat content anomaligberdransported by the
mean circulation around the northern edge of the SPG witmasttale of around 2
years (red). In the Labrador Sea these anomalies affectabdity of the water col-

umn. These negative density anomalies, associated witlteelddeep water formation,
spill out from the Labrador Sea into the SPG, deepening gbeln the region north of
the Gulf Stream these negative density anomalies affestdhi@-south density gradient
and induce geostrophic circulation anomalies weakeniag\WhC. The weaker circula-
tion reduces ocean heat transport and acts to cool the NA Ble€)( The phase of the

oscillation is thus reversed.

The postulated role of the atmosphere is also noted (blaskethlines in Figure 2.13):

As temperature anomalies build up in the eastern SPG thesptmce acts to strengthen
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Figure 2.13: A schematic of the proposed mechanism. The various prosé@sgifferent regions, the
timescales, and the postulated role of the atmosphere desasbed in the text. Dashed grey lines denote
the approximate location of NA SPG and subtropical gyres Withymetry of particular interest marked
brown. Regions dominated by circulation anomalies (oraagd temperature anomalies (red), and where
the negative feedback is suggested to occur (blue) are adeeh Additionally, black dashed lines denote

regions where the atmosphere is postulated to play a rota@mf or feeding back on ocean anomalies.

these anomalies. When the east of the NA SPG is anomalousiy warcold SHFs
also act to move the ocean heat content anomaly westwardsly,Lia the region of
the Labrador Sea/Gulf Stream temperature (density) dip@eéNAO is associated with
around 13% of the ocean-circulation feedbadk Figure 2.12d).

We now discuss the implications of our work and similaritbefween it and previous

studies.
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2.5 Discussion

In the context of the literature summary in Section 1.3.3] #re schematic illustration
presented in Figure 1.5, our simulations broadly fall interaperature-dominated regime
in the Labrador Sea in which the mechanism could be descabé&0cean*’i.e. A posi-
tive feedback between the NAO and SSTs may be amplifying théemThe timescale is
set in part by mean circulation speeds in the northern SP@itlut transition to anoma-
lous circulation in the southern SPG — although it is not clieam the simulations

precisely where this transition occurs.

The simulated timescales between changes in the LabradoM#2¢€ and eastern SPG
have been attributed to advective processes. Howeverpanding this are wave pro-
cesses which are also weakly detectable within the modedly&rs of the deep density
field (1500-3000m) reveals signals characteristic of baun@vaves propagating from
the Labrador Sea to the equator; propagating along the @gteathe eastern bound-
ary; subsequently propagating north and south along thereasoundary, all the while
radiating Rossby waves westwards (Figure 2.14). The ewolus very similar to that
found in the idealised model diohnson and Marshall2002) and yield a lag between
the Labrador Sea and eastern SPG of 5 years, broadly similaat due to the proposed
advective feedback. Although detectable, these wave Isigaquire heavy filtering of
the deep density field whilst the proposed mechanism exiaislynn the top 1km (Fig-
ure 2.9). Additionally, recent work has shown that, whiléedtable and associated with
decadal variability, Rossby waves may not necessarily bgrefisiant driver of this vari-
ability (MacMartin et al, 2013). We can only conclude that wave processes may play
an additional role in our simulated variability but the megde of this is unclear. We
also note that the relatively diffuse thermocline in HadGEMIegann et al.2014) may
act to dampen these wave procesge®i{zner et al. 1998) as compared to the updated
seasonal forecast model, GloSea5 (which will be similaheortew Met Office decadal

prediction model).

Despite the lagged regression analysis used in this stadyit&ubiquity within studies

of decadal variability within climate models, there are sdmnts from the present work
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Figure 2.14: A map of the lag in months of the maximum correlation with dgnat the marked location

in the Irminger Current. Densities are the depth averagedmi 1500-3000m aftétodson and Sutton
(2012). Data have been bandpass filtered to remove perissldHan 3 years and greater than 40 years.
Wave signals propagate around the boundary of the Labraggri@ginning ad, and down the west coast
of the North Atlantic viaB to the equator a€, with an arrival time at the equator of 15 months. From
the west coast of the equator the signal is next seen on theaast aD, arriving there after 43 months
implying a pan-equatorial journey time of 28 months. Subisedly, the signal propagates poleward in the
direction ofE andEg, all the while radiating Rossby Waves into the ocean intdfig; andFg). Grey
and black contours mark the distance from the eastern boytitit a first-mode baroclinic Rossby Wave
would be estimated to travel after 5 and 6 years respectigelgn the simulated thermocline depth (far
shallower than 3000m; these lines mark the general exteRbegby Wave penetration) and the signal’'s

initial arrival time on the eastern boundary of the Atlargtdhat latitude.
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that the proposed mechanism may be asymmetric. This asysnmananifest in the
timescales of various phases of the cycle being also depeadahe sign of the anomaly;
l.e. the same processes are at work in opposite phases of the msnHaut may evolve
with different timescales. Some evidence for this can b& sed-igure 2.7 in which
all the fields reverse sign over 6-8 years, implying a pecibdiof 12-16 years, and
yet the spectral peak occurs at the upper end of this at 16 y@ar. If we construct
lagged composites of the T500 (or SST) field based on thedtpfb 10% of phases
of the SST index we find a reversal timescale of 9 years fotigwa high SST phase,
but a reversal time of 7 years following a low SST phase (notwst). This asymmetrical
timescale doesn’'t appear to be directly due to the effectaf tiansport by the anomalous
circulation in the southern SPG (th&, see Section 2.4.4) as the lags between the NAC
and eastern SPG result in the same timescale in high and lageph It is important to
note though that constructing composites, which only usé @0the total data, reduces

the effective number of degrees of freedom.

Additionally, atmosphere-only sensitivity experimerded Chapter 4) suggest a stronger
coupling in the NA SPG between anomalously positive NAOatieg SSTs than anoma-
lously negative NAO/positive SSTs. This atmospheric asgtnynalso appears evident
in the coupled simulation when compositing MSLP based oh/low phases of the SST
index. Although both MSLP patterns, composited againsitipgesSSTs (Figure 2.15a)
and negative SSTs (Figure 2.15b), show a pattern broadijesita the NAO, the mag-
nitude and precise structure are clearly different, wittrangier NAO signal associated
with the negative SST composite (Figure 2.15b). This asytmniee examined further in
Chapter 4.

It is difficult to prove the mode of variability reported haseinconsistent with observa-
tional data due to the paucity of observational records&™NA SPG, particularly in the
northern half, and the presence of confounding additioralsient forcings in the ob-
servational record. However, palaeo proxies from the NA SB@yest there is 20 year
variability in some indices in the regiosicre et al, 2008;Chylek et al.2012), although
it must be noted that there is disagreement on the spectaghcteristics of all proxies
(Mann et al, 1995). The specific elements of our proposed mechanisnm@lioas cir-
culation OHT in the southern part of the NA SPG, mean cireaie®HT in the northern
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Figure 2.15: Mean sea level pressure (MSLP) composites created usirgathe SST index as in Figure
2.7 to highlight the asymmetry between positive and neggplvases of the proposed mechanism. a)
Composite created using the highest 10% of SST anomaliess lfg) but for the lowest 10% of SST

anomalies.

part, a negative feedback between Labrador Sea and NAC tatapes) are also broadly
consistent with the observational literature. For examiblere are some similarities to
the anti-correlated relationship between Labrador Sed\#@ temperatures/transports
seen in observation€(rry and McCartney2001). This observational work also high-
lights the significant role of the NAO in this relationshipvasll as the dominant role for
temperature (as opposed to salinity) in driving these chan@Ve note that as a result
of the northern NA SPG warm bias in HadGEM3 there is less ichénmean, which
may detrimentally affect the ability of ice/freshwater #sdo affect the decadal variabil-
ity. In models where the NA SPG mean state bias is cold, feddbiavolving ice and

freshwater fluxes have been shown to be crucial to the diaghdscadal variabilitys-
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cudier et al, 2013). To what extent the simulated decadal variabilityassistent with

observational data is discussed further in Chapter 3.

2.5.1 Comparison with other models

Similar to our findings, recent ultra-high resolutidri¢° horizontal resolution) eddy re-
solving ocean-only model studies show that much of the OHQ time eastern NA SPG
occurs in the near surface (but below the Ekman layer) atgig in the subtropics (25%
of virtual floats at 500m, compared to less than 10% at 50m 60d0Burkholder and
Lozier, 2011, 2014). In addition, the role of anomalous circulatiansporting the mean
temperature gradient in the southern part of the NA SPG isdatlly supported by these
ocean-only simulations, which find that the mean circutai® unable to explain the
slow timescale by which temperature anomalies move fronstitiropics to the eastern
SPG. Important for decadal variability in our simulatiome advective heat fluxes from
the southern edge of the NA SPG due to the anomalous circaléti’;). The heat flux
across the southern boundary correlates well with bothehigcal ‘AMOC’ and horizon-
tal ‘gyre’ heat transports. However, the standard dewvmainothe annual mean AMOC
at 26.5N from 10 years of RAPID data is approximately double the ahstandard
deviation in HadGEMS3. Thus, if the proposed mechanism sxisteality then it could
be expected to have a larger amplitude or faster timescal@mor critical comparison

against observational data is provided in the next chagtieagter 3).

The mechanism we have presented has a timescale of 17 yieaitar 0 the 20 years
found in the IPSL-CM5A-LR model recently investigated Bs¢udier et al.2013, here-
after E13). However, a similar timescale does not imply e mechanism: see for
example an identical 17 year timescale but different meishameported byBorn and
Mignot (2012). The present study reports a mode of variability whemperature dom-
inates the density budget, whereas E13 report a mode in ifeshwater/salinity fluxes
have an important role. Indeed, salinity advection withia PG has been proposed as a
cause of bistability in the SP@6rn et al, 2013), albeit on longer timescales. It is intu-
itive that whether the density budget is dominated by temtpee or salinity would affect

whether a strengthening northward circulation acted asséiy® or negative feedback




Chapter 2. The mechanism of North Atlantic internal decadabwility simulated in

64 HadGEM3

Mean state Density change for one s.d. Density change for one
change in temperature s.d. change in salinity

EN4 + HadGEM3 bias 0.027 0.014

EN4 + IPSL bias 0.010 0.014

EN4 (original) 0.023 0.014

Table 2.3: Characteristic magnitudes of density changes (Ky/m different simulated/estimated T/S
regimes. As there is limited raw data from EN4 to reliablyiraste decadal variability in the Irminger
Current, and to simplify the experimental design and imtgiion, we use HadGEM3 estimates of the

decadal variability in temperature and salinity in all ;cased. = Standard deviation.

— but why are NA SPG density changes differently controllethie two models?

One hypothesis is that the nature of the biases (comparefdserations) affect the
variability as the non-linear equation of state for denbiégomes increasingly salinity
dominated at cooler temperatures. To estimate this effectasnpute the density change
in the Irminger Current region, mechanistically importanboth studies, for a one stan-
dard deviation change in temperature and salinity (whesfing the other of salinity or
temperature at climatological values) in both HadGEM3 d&redPSL-CM5A-LR model
as well as an observational estimate from EN4 (Table 2.3HddGEM3, such a tem-
perature change has double the impact on density than aelasglinity. This is not
the case in the IPSL model where salinity changes are foubd taore important. The
EN4 data suggest that the real world may be in a temperatunéndted regime, similar
to HadGEMS3. This points to there being some relationshigvbeh the NA SPG mean
state biases of a given model and the subsequently diagmeselanisms of decadal
variability. Note that this cursory analysis merely conggamean states and variability,
and does not explicitly investigate whether density valitghs temperature- or salinity-
controlled. Nevertheless, one implication of this wouldet decadal prediction studies
using anomaly-assimilation methods, in which the meare dia@ses are implicitly as-
sumed to be independent of the variability, would need tevaduate the validity of this

assumptionRobson2010). We will investigate this further in Chapter 6.
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2.6 Chapter conclusions

We have analysed a decadal mode of variability in the Nortanic subpolar gyre (NA
SPG) in a 460 year control simulation with a version of thehhigsolution coupled
climate model HadGEM3.

e The mode of variability exists primarily in the top 1km andaives the propaga-
tion of heat content anomalies around the NA SPG with a pwitgdf around 17

years.

e Simulated decadal variability (between 10 to 30 years) eNA SPG explains
more than 15% of the annual mean variance in top 500m depthge@ tempera-
tures. This rises to-30% of the variance within the interior NA SPG and Labrador
Sea. Some of the processes/feedbacks we have identified laveignal to noise
ratio, which reinforces the case for continuing to invedbimg control simulations

even with high resolution, computationally expensive,med climate models.

e The simulated NA SPG heat budget is dominated by advecttieer than surface,
heat fluxes on decadal timescales, with advection from th&apics playing the
primary role. For the specific regions of interest, namegyltiminger Current and
North Atlantic Current (NAC), advective fluxes were also fouodiominate. The
large depth extent of the mode is also consistent with an itapbrole for advec-
tion (Saravanan and McWilliam4.998), as has also been shown for the analogous

Kuroshio extension@iu and Kelly 1993).

e The role of mean or anomalous circulation in transportingt lkentent anomalies
was found to vary with region: Anomalous circulation domeththe variability in
the NAC with mean circulation, and hence temperature anesyalominant in the

Irminger Current region.

e A negative feedback, required for the mechanism to reswtspectral peak, oc-
curs between the Labrador Sea and NAC. Here, density anansglik out of the
Labrador Sea resulting in a dynamic height gradient actessIAC/Labrador Sea

which induces vertical shear in the geostrophic currentesé current anomalies
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result in heat transport anomalies which reverse the cytie.density changes are

temperature, rather than salinity, driven.

e Variability in the NAO directly contributes to various stegjof the mechanism as
well as showing signs of responding to ocean variability. Beng the North
Atlantic Oscillation (NAO) signal from the negative feedkaetween Labrador
Sea and NAC temperatures/densities (see Section 2.4.\Kpskmout 45% of the
geostrophic current speed feedback is related to the NAGounad timescales but
that on decadal timescales the ocean feedback still doesin&he atmosphere also
acts to reinforce temperature anomalies in the eastern NA&fel aid their west-
ward propagation in the northern SPG. The proposed mechasisummarised in
Figure 2.13.

e Whether density changes are temperature or salinity ctéedreffects where, and
how, negative feedbacks can occur. This may also be exptecédidct the particu-
lar mechanism simulated in the model. This could have ingmbitmplications for
decadal prediction studies that use the method of anonsaiyndation and predic-
tion, in which the future evolution of the model is assumedéondependent of

the mean state — an assumption which we suggest may not ke vali

A modified version of the model presented here will be usedaasgd the Met Office
decadal prediction system and analyses such as we havetgeseéll be important in
developing and evaluating such systems. Given the reltiprbetween resolution and
the improved realisation of particular processes, as wgath@an state biases, further high
resolution coupled model studies would be valuable inrigstthether these results are

model-specific.

How robust various elements of this mechanism of decadahitity are will be dis-
cussed in Chapters 4 and 5. However, in the next chapter weriitisally compare the

mechanism to available observations within the NA SPG.




Chapter 3

Confronting the mechanism of
simulated decadal variability with

real-world observations

3.1 Introduction

In the previous chapter the mechanism of decadal varigiithin the North Atlantic
subpolar gyre (NA SPG) was diagnosed within HadGEM3. We nibgngpt to test the
validity of this mechanism against available observatioindie NA SPG. Our goal is to
do more than merely test the magnitude of the biases in theehmedan state, which
has already been done elsewhahélters et al. 2011). Although this is useful for un-
derstanding the base climate of a model, and provides gcédas to the ‘plausibility’
of the variability within a particular model, it does not giigo the specific mechanisms
of that variability (although we note that this does have sartility for understanding
mechanisms of variability when undertaken in a multi-mddehework, see Chapter 6).
As such, in Section 3.2 we begin with a brief review of the péigity and variability
observed in the NA SPG and describe the key datasets thatlixese/in our analysis. In
Section 3.3 we investigate the surface evolution of obskvegiables in the NA SPG be-

fore investigating the depth structure in more detail int®ac3.4. We test key elements

67
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of the mechanism of variability simulated in HadGEM3 in $&tt3.5 before discussing

our results in Section 3.6. Finally, conclusions are preskim Section 3.7.

3.2 Review of relevant observations

3.2.1 \Variability in palaeo and direct observations

In Chapter 1 we discussed some of the direct and indirect wdis@ns of the mean state
and variability of the North Atlantic region, as well as mawfythe simulations that aim
to reconstruct and understand that variability. Aside franrmerical models, much of the
information about the periodicity of variability in and anad the North Atlantic subpolar
gyre (NA SPG) originates from palaeo reconstructiadsifn et al, 1995) with palaeo
records only recently able to resolve temporal variabditysub-decadal timescal&i¢re
et al, 2008;Chylek et al. 2012). However, despite recent efforfshfmed et al.2013),
the spatial patterns of this variability and any depth dtmecin the ocean are still not

estimable from the palaeo archive.

Direct/instrumental observations of temperature in thetiNdtlantic have been made
for many centuries, with Benjamin Franklin reported to haveden measurements on
voyages between Europe and America as early as IHichgrdson1980). A relatively
well sampled record of surface temperatures in the sulaisogond southern half of the
subpolar gyre exists for the last 160 yedfsiinedy et a).2011). However, observations
in the northern edge of the NA SPG are well sampled for perbafsthe last 70 years
(Kennedy et a).2011) and observations of surface salinity or subsurkcgérature and
salinity (in the top 2000m) in the NA SPG are poorly sampletil @ least 1960 Good
et al, 2013). Observations at depths below this are still sparsleis day, as are direct
estimates of circulation indice€(inningham et al2007), which is particularly alarming
given the recently detected trend in the AMOSn{eed et al.2014) and its potential
relationship to variability in the NA SPGRpbson et a).2014). Despite the observational
paucity in temperature and salinity in the NA SPG comparetthéorest of the Atlantic

Ocean, the high signal to noise ratio in this region makepiirae candidate for detecting
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significant decadal (or even longer) variabilitfgkkinen and Rhine2004) — here we
approximately define decadal variability as timescale0ef3D years and multi-decadal
variability as timescales 30 years although in the literature there is consideraldelap

of these terms.

Large multi-decadal variations in the mean sea surfaceeaesmyre (SST) in the subtrop-
ical and subpolar North Atlantic have been observed ovelasstecentury, often referred
to as the Atlantic Multidecadal Oscillation (AMGchlesinger and Ramankutty994).
However, it is not clear to what extent these are forced $sgi@moth et al, 2012;Zhang
et al, 2013) and whether they are simultaneously representatitiee same variabil-
ity in the NA subpolar and subtropical regiorténight et al, 2005;Zhang et al, 2013;
Hakkinen et al.2015). Within the NA SPG, using records since 1960, sigobaitaulti-
decadal variability have been observed in upper North Atasieep water (UNADW)
whilst lower North Atlantic deep water (LNADW) has exhibitadong term trend¥lau-
ritzen et al, 2012).

On shorter, decadal timescales, multiple analyses haeel tlo¢ relationship between the
strength of the North Atlantic Oscillation (NAO) and a profoy the strength of the NA
SPG Curry and McCartney2001;Rhein et al. 2011;Roessler et al.2015). The NA
SPG strength is postulated to have declined in the past dedddkkinen and Rhings
2004), possibly related to decadal variability in the sftbnof the Atlantic meridional
overturning circulation (AMOC) with opposing signals in tearface and subsurface
temperaturesZghang 2008). Indeed, there is often an anticorrelation betwegface
and subsurface temperature anomalies, as well as betwe&Pand subtropical tem-
perature anomalied @zier et al, 2008). Model studies suggest these may be internally
(rather than externally) forcedfiang and Vallis2007) as well as due to advective (rather

than surface) processéd/ifliams et al, 2014).

In summary, there is clear evidence of decadal (and muttadal) variability in the NA
SPG, particularly in ocean temperatures, and with a depibtste that has implications
for the processes involved. In order to quantitatively thstsimulated mechanism of

decadal variability in HadGEM3 we first source and descrielaservational dataset.
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3.2.2 The EN4 dataset

The ‘EN4’ optimally-interpolated objective analyses po®/gridded T/S data throughout
the global oceans based on quality controlled temperatutesalinity profiles Good
et al, 2013). EN4 represents an improvement upon the previossoveEN3 (ngleby
and Huddleston2007) owing to the provision of uncertainty estimateswztivia a novel
‘observation influence’ approacbg@nlon et al, 2012). This approach involves using a
recursive filter to iteratively estimate the optimal valdetlee interpolated data, hence
‘optimal interpolation’. The number of iterations has beecreased from 10 to 50 in

this version of EN4 to enable closer convergence.

Data are provided as monthly means on a°lgfd with 42 vertical levels. The data
are infilled, using statistically determined three-dimenal decorrelation lengthscales
and persistence of anomalies in time. The horizontal caxiags are modelled using two
second-order autoregressive functions, with lengthsaal&00km and 400km. Within
four degrees of the equator the first of these lengthscalgeases exponentially to
1500km. \Vertical covariances are estimated using lengtescof 100m and 200m.
The persistence of anomalies in time is modelled month bytmand combines the
present monthly climatology with the previous monthly me@aomaly (from climatol-
ogy), scaled by a factor of 0.9 resulting in an e-folding tmh®.5 months. Further details
can be found irGood et al.(2013).

The data span the period January 1900 to the present daguglitthere are no obser-
vations within the interior NA SPG prior to August 1908) wahag of 2 months to real
time!. Unless otherwise stated, in the subsequent analysis bmeaa data is used up to

and including the year 2014.

Before analysing the depth structure in EN4 (Section 3.45 gtudent to check where, in
the 1900-2015 record, there are subsurface observatiauger3.1a counts the number
of subsurface (below 200m) temperature and salinity olasiemns per month within the

important Labrador Sea region. Although the infilled recetatches back to 1900,

there are few years before 1925 with any subsurface obgamgan this region at all.

1Data freely available from http://www.metoffice.gov.usitfobs/en4/ (August 2015)
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Figure 3.1: a) The number of independent (as estimated from the qualityral procedure within EN4,

Good et al, 2013) observations per month in EN4 within the Labrador, $efined as the region 45—

60°W, 55-65N between 200m and 6000m. b) As (a) but just for the winter im@nDecember, January,
February.

Indeed, analysing just the winter months, when deep coioreniost commonly occurs
(Yashayaev2007) reveals that prior to 1960 there were at best onlydénbservations
and even some subsequent years with no wintertime obsamgadit all,e.g. the early

1990s (Figure 3.1b).

3.2.3 Other datasets

In Section 3.3.1 we initially compare the variability in mearface fields from a variety of
observational datasets. For SST, sea surface salinity) (868&top 500m depth averaged
temperature (T500) we use EN&@od et al, 2013). For December-February inclusive
(DJF) wintertime mean sea level pressure (MSLP) we use HB@Ela near-real-time
update of HadSLP2Ylan and Ansell2006) that provides 5x%5ridded fields of land and
marine pressure observations for the period 1850-2004ataddo 2014 in the present

analysis with use of HadSLP2r). For sea-ice fraction we ugdISIST Rayner et al.
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2003) that provides 1xigridded fields of monthly mean sea ice concentrations for the
period 1870 to present day with a lag of 1 month to real timéfiéllds are converted to

annual means (except wintertime MSLP) for the common per@fiD—2014.

3.3 Comparing the surface evolution of NA SPG vari-

ability in the model and observations

3.3.1 The spatio-temporal evolution of surface fields

In this section we attempt to recreate a key figure from our@tad3 analysis (Chapter
2, Figure 2.7) using observational data and an index of NA g&@bility. In Chapter 2
we used a basinwide SST index for the model simulations,wdomprise more than 400
years of data without annually varying external forcingsr the observations, we use a
depth averaged index over the top 500m (Figure 3.2). Thisdsiise the observed SST
record is made up a series of large amplitude multi-decauaiges that are potentially
externally forcedBooth et al, 2012;Menary and Scaife2014;Swingedouw et gl2015)
and may be subject to more global influence than T500. Testitigthe model (not

shown) suggests this has little effect on the lagged rediakipps seen in the simulations.

The time series of NA SPG T500 is shown in Figure 3.2 and higitdi the rapid warming
in the 1990s, discussed in detail Bpbson et al(2012) and also later in this section.
Removing the regression against global mean SST since 1330t have a dramatic
effect on the NA SPG T500 index (Figure 3.2, red) but doesaedhe linear trend in
the period since 1960 (see the orange line during this peridtdernatively, removing
the regression against global mean SST from 1960-2000 kasptbosite effect on the
linear trend in NA SPG T500 during this time (Figure 3.2, Blu€he sensitivity of the

subsequent regression maps to these choices will be destuss

Figure 3.3 shows the regression slopes between an indexGdf B&tween 45—-6Bl in
the North Atlantic, estimated using EN4 data, and varioliofields at a variety of

lags. At a lag of zero years (fourth row) the T500 index is ¢steat with anomalously
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Figure 3.2: Time series of North Atlantic subpolar (45-6%) top 500m depth averaged temperature
(T500) from EN4 (black). An estimate of the component asgedi with global mean climate change is
made by regressing T500 against the global mean SST (fron) &N#this component (orange, displayed
with arbitrary mean) is subsequently removed from the TH@d@x as well as all the fields used in Figures
3.3 and 3.4. The final T500 index (red) is subsequently regrkagainst a variety of similarly processed
spatial fields in Figure 3.3. The full period 1900-2014 iscuseFigure 3.3 and the shorter period 1960—
2000 (blue, highlighted with grey shading) is used in Figdire with the climate change signal recomputed

and removed for this shorter period.

warm conditions at the surface and throughout at least thé®m of the water col-
umn (Figure 3.3, first two columns). Concomitant with this maanomaly is a salinity
anomaly (third column) that does not appear to be due to ieedtion (brine rejection)
as ice concentrations are also anomalously negative atinmes(fifth column). These
warm/saline anomalies are consistent with a joint (advegtrigin, though also con-
sistent with merely temperature-induced evaporation duced mixing with fresher,
subsurface water. The warm conditions are also consistighttie atmospheric pres-
sure patternKlatau et al, 2003), which resembles a negative North Atlantic Osadfat

(NAO) pattern and implies a reduction in wind-driven coglin

In the years leading up to this maximal warm anomaly in the NG Figure 3.3, first
three rows) surface warming begins in the Nordic Seas bd&eceming focussed most
heavily on the Labrador Sea (Figure 3.3, first column) whiistT500 warming appears
to growin situin the NA SPG (Figure 3.3, second column). Similar to the S&hzalies,
the SSS anomalies are largest in the Nordic Seas and Lalfsadoalthough unlike the
SST anomalies they remain larger in the Nordic Seas thanadabrSea. Throughout

this time, the atmosphere inverts from an initially neuNalO phase (Figure 3.3, fourth
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Figure 3.3: Regressions over the period 1900-2014 between North Atlsmbpolar (45—63\) top 500m
depth averaged temperature (T500, from EN4) and, fromdefght: sea surface temperature (SST, from
EN4), T500, sea surface salinity (SSS, from EN4), wintegtimean sea level pressure (DJF MSLP, from
HadSLP2r), and ice fraction (from HadISST). From top to it the T500 index lags then leads the
fields from -6 to +6 years. To attempt to remove the climatengbasignal, all fields are first detrended
by removing the local regression against a global mean S&xirStippling denotes regions insignificant
at the 90% level using a two-tailed t-test for correlatioesneen random variables with the same mean,
standard deviation, and lag=1 autocorrelation as the wgali.@. testing the null hypothesis that both the

T500 index and each of the fields merely exhibit damped gersis.
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column, first two rows) to its lag=0 negative NAO phase altfftoboth the MSLP and ice

cover at these lags are not significantly correlated withT#h@0 index.

Figure 3.3 has been designed to be comparable to the same ¢igrated using more
than 400 years of simulated data with HadGEM3 (Figure 2. Qhapter 2 with some
exceptions: Firstly, in the present figure, the index usetksth averaged temperature
(T500) as opposed to SST, for the reasons given at the bagiithis section but we
note that creating the simulated version of the figure usbfg0idata does not appreciably
affect the patterns for HadGEMS3 (not shown). Secondly,aagrfheat flux observations
were far too sparse in time or space to be meaningfully ireduich our observational
comparison. We avoid using reanalysis products that usardigal ocean/atmosphere
models in order to avoid potentially contaminating the obse signal with the model
dynamics that we are trying to test. Finally, note that incaltes the scale used for
the observed regression slopes in Figure 3.3 is doubledh#té simulated variables in
Figure 2.7, which is related to the use of a T500 index rathan SST index (consistent
with the scaling between T500 and SST indices in HadGEM3shoivn).

There are some key similarities and differences betweertvibesets of figures. The
NAO signal reverses from broadly positive to negative irhgimulations and observa-
tions between lag=-6 and lag=0. Similarly, ice extents mlthbrador Sea also reverse
from anomalously positive to negative during this time. Hwer, surface and near sur-
face temperature anomalies, which appear to propagaténetdA SPG and reverse the
sign of the anomaly in HadGEM3 (Figure 2.7, first two columas$ein situ, without
appearing to propagate, in the observations (EN4) and dewitith sign between lag=-6
and lag=0. Similarly, following the maximum at lag=0, thesebved anomalies merely
appear to gradually decay (Figure 3.3, first two columnd) iftd sixth rows) whereas
in HadGEMS3 opposing anomalies can once again be seen pitogag#o the region
(Figure 2.7, first two columns, fifth and sixth rows). Finallye pattern of all anomalies
at lag=-6 and lag=+6 has gone full circle and is becominglamm HadGEM3 (Figure
2.7, first and last rows), indicative of the decadal periibgigvhereas this is not the case

in EN4 (Figure 3.3, first and last rows).

Despite removing the global climate change signal from theeovational indices (by




Chapter 3. Confronting the mechanism of simulated decadebibty with real-world
76 observations

removing the local regression against the global mean S&Tagged relationships be-
tween T500 and the other indices do show some sensitivithg@tecise period used.
To attempt to compare our analyses of the available obsengatvith previous work
(Robson et a).2012) we recreate Figure 3.3 for the shorter period 19600-ZBigure
3.4). As noted irRobson et al(2012), the direct correlation between T500 and the NAO
appears to break down after the year 2000 and, as previoasdg mmere and ifRobson

et al.(2012), observations of North Atlantic ocean variablessarmaewhat sparse prior to
1960 — indeed many reanalysis products do not extend mudnefuiback in time than
this (e.g. Uppala et al.2005). Similar to the full period, at lag=0 the NA SPG is warm
and under negative NAO conditions (Figure 3.4, fourth rokpwever, unlike for the
full period, this state appears to have arisen from a cool IR& Sinder positive NAO
conditions at lags of -4 to -6 years (Figure 3.4, top two rows)h some signs that the

warm anomalies propagate into the NA SPG from the south.

The phase reversal in Figure 3.4 (top to bottom) is condist@gh the analysis oRob-
son et al.(2012) who found a shift from a positive NAO/cool NA SPG in tiiecade
1986-1995 to a negative NAO/warm NA SPG in the decade 19%%-2h addition,
the anomaly propagation from the southern edge of the NA SRghie 3.4, first two
columns) is again consistent with the analysifobson et al(2012) who found a pos-
sible role for the circulation (AMOC) in producing these waamomalies. Subsampling
the observations this way also gives better agreement gthitnulations: both the lag=-
6 to lag=0 phase reversal and the possible role for heatwba@®maly propagation can
be seen in the simulated case (Figure 2.7). As such, it isleat whether the apparent
disparity between simulations and observations — covehadull period 1900-2014 —
is related to the effects of severe data paucity (which redatimatology where there is
missing data) or whether this reflects a more subtle distindtetween ‘average’ decadal

variability and specific decadal events in the late twehtoentury.

Additionally, regressing the observed MSLP against an S&Ex (rather than T500
index, not shown) over the period 1960-2000 yields instepdsitive NAO associated
with a warm NA SPG with the negative NAO shifted to a lag of -ange(.e. preceding
the positive NAO). This is again consistent with the analydiRobson et al(2012) in

which an extended period of an anomalously positive phasleeoNAO, followed by a
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Figure 3.4: As in Figure 3.3 but only computing regressions for the kti®60—2000, for comparison with
Robson et al(2012). Regressions between North Atlantic subpolar (85N top 500m depth averaged
temperature (T500, from EN4) and, from left to right: sedae temperature (SST, from EN4), T500, sea
surface salinity (SSS, from EN4), wintertime mean sea Ipvessure (DJF MSLP, from HadSLP2r), and
ice fraction (from HadISST). From top to bottom, the T500drdags the fields from -6 to O years. To
attempt to remove the climate change signal, all fields asedatrended by removing the local regression
against a global mean SST index. Stippling denotes regimigrificant at the 90% level using a two-
tailed t-test for correlations between random variabldh tie same mean, standard deviation, and lag=1
autocorrelation as the real data. testing the null hypothesis that both the T500 index and ed&c¢he

fields merely exhibit damped persistence.
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strongly negative phase, was associated with a rapid waraiithe NA SPG. This result
does call in to question our use of a T500 index (rather thanhig&ex) in Figure 3.3 but,
as previously noted, the model (to which we compare) is isiga to this choice. Once

again this may reflect a distinction between average andfgpeecadal variability.

In summary, the key similarities between simulations anseolmtions are the lag=0
relationships between the T500 index and various surfatisfaes well as the possible
role for advection of heat content anomalies and the phaszsa of the NAO when

using only observations for the period 1960-2000. Howeabere are also potentially
important differences including the unclear origins oftretent anomalies when using
the full period 1900-2014 and the sensitivity of the obseéraationships to the use
of either surface or depth averaged temperature indices whimg the shorter period
1960-2000. It is not clear to what extent many of these diffees could be explained
by the confounding influences of data paucity, the represieahess of particular decadal
events, and the presence of transient external forcingirtyéwhich masks the internal
variability). In the next section we begin to address thiscbysidering only the most

well observed dataset: SSTs.

3.3.2 Testing the simulated variability in regions of high observation

density

The previous analysis comparing the surface evolution abua fields attempted to
maximise the number of available years by allowing the usdaté infilling, which
is approached in different ways for the different data sats\ariables but essentially
amounts to reverting to climatology over a given length antiimescale. As such, the
regressions shown in Figure 3.3 may only represent a redsudeskt of years, compared
to the potentially 114 total years used. We now attempt toaccfor incomplete spa-
tial and temporal coverage by 1) inquiring where there agentbst observations of SST
within the NA SPG, subsequently 2) characterising the sateal decadal variability by
relationships between those locations before 3) applyiegsame analysis to the (now

more well sampled) observations.
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Figure 3.5: The number of individual years within the HadSST3 sea serfamperature datasédnnedy
et al, 2011) that have at least 10 months with which to create analnmean. Data are provided on a

regular 5x3 grid and span the period 1850-2014 inclusive.

The spatial coverage of SST data within the HadSST3 dat&eeinedy et a).2011)
is shown in Figure 3.5 and highlights the North Atlantic azktively well observed
basin. The data are provided pre-binned on to & $5&§ular grid Kennedy et a).2011)
and, within the North Atlantic, most of the subtropical andthern edge of the subpolar
gyre have more than a century of annual means (where we héiwedlan annual mean
as containing a minimum of 10 sampled months). Howevergetigea large disparity
between the southern and northern edges of the subpolarwighethe northern edge
approximately half as well sampled as the southern edge.i3 bi particular concern for
attempting to directly test the mechanism of simulated dalceariability in HadGEM3,
which relies on ocean advection and feedbacks within th@lpsampled region (see
Chapter 2 and Section 2.4.5).

In the analysis of the mechanism of decadal variability id&8&EM3 (Chapter 2) we
noted the long timescales (several years) for near surfBs@0) signals to propagate
around the NA SPG, as well as the shorter timescales (aroyear) between anoma-
lously positive northern NA SPG signals and anomalouslyatiegg southern NA SPG
signals (Figure 2.8). We now recreate that figure using oese8STs from HadSST3,
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and slightly modifying our index locations to be the mostivgaimpled regions (crosses
in Figure 3.5). Changing the index locations also affectsthmilated timescales and so

we recompute these using the observationally constraoeadions.

The time series of the observed SSTs in the two index locaaoa shown in Figure 3.6a,
and Figure 3.6b and highlight the large multi-decadal \mlits in observed SSTs in the
North Atlantic region. The subsequent lagged correlatietwen the two indices is
shown in Figure 3.6¢. The nature of the lagged relationsbgsahot appear too sensitive
to the precise grid point locations chosen. The timescalsi¢mals to transfer between
the NAC region and north east subpolar gyre (NE SPG) regisorieewhat shorter than in
the original estimate with HadGEM3, which the model suggestiue to the shorter path
used here as well as the use of SSTs rather than depth avéeagaeratures. Estimating
the same lagged correlation using the simulated data yéefiisescale of 2 years, which

is broadly similar to the 2—3 years implied by the peak catrehs in Figure 3.6c.

The timescale for simulated inverse anomalies to form ilNAE lagging the NE SPG is
not clear from the observed correlations, and shows noatidic of a minimum around
lag=-6 years, compared to HadGEMS3 (filtering to remove u=ie30 years yields qual-
itatively similar results, not shown). The observed catiehs do show a minimum at
around lag=-15 years, which would imply an overall timesaafl 34 years, consistent
with the multi-decadal variability seen in the SST indicEgy(re 3.6a, b). This would
also imply different processes at play in the observed tequyssibly externally forced,
to enable a longer timescale relationship and could suggesiuced role for the simu-
lated negative feedback between the Labrador Sea and NAChugha relatively quick
process in the model taking at most only a few years. A reduckedfor the simulated
negative feedback in reality is also consistent with latexlysis of the key processes of
variability in the NA SPG (see Section 3.5.1). The timessalesignal propagation are

investigated further in Section 3.5.2.

Given the data paucity, even in the relatively well obselS&d record, it clearly remains
difficult to apply the same lagged regression analysis ptsly used successfully with
simulated data. That is, in the observed record, the degifdesedom in the combined

horizontal and temporal axes are still low. To address thesnow extend our analysis
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Figure 3.6: a) HadSST3 sea surface temperature (SST) time series indittke Atlantic Current (NAC)
region, as indicated by the black cross in Figure 3.5 for libéhraw data (black) and detrended data
(red). Data are anomalies relative to the period 1961-18@@redy et a).2011). b) as (a) but for the
North East subpolar gyre (NE SPG) region, as indicated byedecross in Figure 3.5. ¢) The lagged
correlation between detrended SSTs in the NAC and NE SP@negivith NAC leading at positive lags
(red). Significance levels (green) are estimated using at&ed t-test and assuming individual years
are independent. Similarly computed times of maximum angimim lagged correlation simulated in
HadGEMS3 are also highlighted (blue lines). The effect oftstg one or both of the north-eastern or
south-western box by one five degree grid point meridionadlgonally is estimated by recomputing the

correlation with every possible combination of paired tomas (81 possibilities, grey lines).
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to the depth structure of variability within the NA SPG angestigate to what extent

surface and deeper signals are coherent in space and time.

3.4 Comparing the depth evolution of NA SPG variabil-

ity in the model and observations

To analyse the depth structure of variability within the NR&, we show the temporal
correlations between a near surface layer between 100-2@rh that it is below the Ek-
man layer) and approximately 250m thick layers in both ENd ldadGEM3 (where we
have sub-sampled HadGEM3 into 54 year sections compa@Blid4 and subsequently
computed the ensemble mean values, Figure 3.7). This aimsi¢aate the depth ex-
tent of the near surface (but not directly wind-driven) &hiriity that is more likely to be
due to advective ocean processes. In this respect theseatesiof the depth coherence
are different to merely estimating the mixed layer depthe, latter being more likely to
reveal a signal of surface forcing (though in regions ofipatarly strong/frequent con-
vection such as the Labrador Sea they are likely to be weletaied). For example, the
wintertime mixed layer depths outside of the Labrador Sealaepest in the eastern NA
SPG in both EN4 and HadGEM3 (Figure 2.1d for HadGEM3), whetba coherence
analysis suggests the strongest depth coherence in therwd&# SPG. In order to min-
imise the effects of the infilling methodology we use only pgegiod 1960-2014 in the

subsequent analysis with EN4 data.

As can be seen, both EN4 and HadGEMS3 show similar coherentteeitop 2 layers
(Figure 3.7, top row) with high correlations throughout tha SPG. At layers 3 and
4 (between approximately 500-1000m, Figure 3.7, second tlogre are some differ-
ences, with EN4 highlighting stronger coherence south@®DBnmark Straits, whereas
HadGEMa3 finds both this region and the Labrador Sea to becpéatly depth coherent.
Additionally, in HadGEMS, the depth extent of the NAC can bers as the track extend-
ing from the south west to north east, which is not as readdiple in EN4. This may
be linked to the relative importance of oceanic advectiahigregion in HadGEM3 (see

Chapter 2 and Section 2.4.4) and perhaps suggests this eidgche less prominent in
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Figure 3.7: a) The correlation between layer average temperature dataEN4 (layer bounds noted

above panels) and a depth layer between 100-200m. Layegmeeare approximately 250m thick but the

original grid cell boundaries are used instead of interjidain the vertical. b) As (a) but for HadGEMS3.

EN4 is linearly detrended over the 54 year period and HadGEIB-pass filtered to remove periods

greater than 108 year®. assuming the linear trend removed from EN4 represents geatd of at least

54 years. Stippling denotes regions insignificant at the 88841 using a two-tailed t-test for correlations
between random variables with the same mean, standardidayiand lag=1 autocorrelation as the real

datai.e. testing the null hypothesis that both the 100-200m layeexrehd each of the lower 250m thick

layers merely exhibit damped persistence.
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reality. At even greater depths, between 1000—-2000m (€igut, third and fourth rows)
the NAC track is still visible in HadGEMS3, but in EN4 this regi is now increasingly
anticorrelated with the near surface variability. Furthiee east-west dipole that can be
seen in EN4 (Figure 3.7, fourth row) is skewed in favour ofifies western correlations
in HadGEMS, perhaps suggesting that the spatial extenténéle of Labrador Sea water
appears to be reduced in EN4 compared to HadGEMS3 (see S8diand Appendix A).

Figure 3.7 uses detrended annual data. Smoothing the ddita winning mean of, for
example, 10 years to highlight multi-decadal variabiliiglds a qualitatively similar
picture in both EN4 and HadGEMS3 (not shown). This is becahseannual variabil-
ity is dominated by the multi-decadal signaf.(the time series from 1960 onwards in
Figure 3.2). Removing the multi-decadal variability (to sa the interannual signal)
has the effect of reducing the depth extent of the Labradars&mal in both EN4 and
HadGEM3 and generally reducing the depth extent of all \aliig in EN4 (not shown).
In general, the patterns of interannual and multi-decaalalility are broadly similar in
HadGEM3, which is not the case in EN4. This difference in ENg&lyrbe indicative of
different processes existing at these different timescg@lerhaps also related to whether
the forcing is internal or external (note that HadGEM3 hasnerannually varying ex-
ternal forcings), but could also reflect the short time sausged in EN4 that clearly cannot

resolve many individual multi-decadal variations.

The depth at which the correlation with near surface vdlitslfalls below a defined
threshold is shown in Figure 3.8, which represents a comdewmsrsion of Figure 3.7.
Although this removes information about the spatial ext#hhegative correlations at
deeper levels, it does highlight several other key featufes example, the Labrador
Sea and Irminger Current regions can be seen to have simipéin deherence in both
HadGEM3 and EN4 despite the actual correlation values gépdreing lower in EN4
(Figure 3.7). In addition, the NAC track can be clearly seeiladGEM3 as a region
of strong depth coherence, down to around 1250m, compar@®Qm in EN4. In
HadGEMS3 this region is separated from the northern SPG é&xatefhe east and west
coasts. This is consistent with subsurface signals prdpagaround the NA SPG in
HadGEM3 and subsequently feeding back on the circulatiahenNAC region in the

west (see Chapter 2). In EN4, although the connections in &st and east coasts of the
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Figure 3.8: a) The depth at which the correlation between the 100—-209en &nd other 250m thick layers
(shown in Figure 3.7) falls below the arbitrary level of r3t EN4 (a), and HadGEM3 (b)

NA SPG exist, there is a much weaker depth coherence witkilN&C, possibly point-
ing to a reduced role for advection of heat content anomalidss region. Once again,
removing the multi-decadal variability has the effect afueing the maximum depths of

significant correlations in both EN4 and HadGEMS.

In summary, a comparison of the depth coherence of varighilithin the NA SPG
between EN4 and HadGEM3 suggests a broadly similar streigtuterms of the promi-
nence of the Labrador Sea and northern NA SPG. However, #iereome differences,
such as the reduced depth extent of the NAC coherence in ENidhwnay be key to
the processes and amplitude of variability in HadGEM3 aspamed to EN4. We now
examine these key processes in some more detail, beginitimgh& simulated negative
feedback between the Labrador Sea and NAC (Section 3.5f@jebmvestigating the
timescales of propagation around the NA SPG (Section 3.5.2)
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3.5 Observational analysis of key simulated processes

3.5.1 Negative feedback between Labrador Sea and NAC

To investigate the negative feedback between Labrador &£&lAC temperatures that
was simulated in HadGEMS3 we compute spatial maps of thedoiMaterannual density
changes (Figure 3.9). The data we use are horizontallynvagutgip 500m depth averaged
temperature and salinity in EN4, from the relatively welkebved period of 1960-2014.
This analysis follows the methodology Belworth et al.(1993) and decomposes density
changes into those due to temperature and those due tdyshirtime-meaning salinity

or temperature in the density equation of state respegt{#gjuation 3.1).

pr =p(T,S,p), ps=pT,S,p) (3.1)

Having computed temperature-induced density changesheveregress density against
these temperature-induced density changes to estimategression slope between the
two i.e. for a given density change, how much of this change is duerpéeature

variability (Equation 3.2)?

PTcontrol — regr[p, PT]: PScontrol = Tegr[pa PS] (32)

We do the same for salinity-induced density changes, ansesuiently subtract the two
regression slopes to estimate the magnitude of temperatwadinity control of density

changes (Equation 3.3).

PTorScontrol = PTcontrol — PScontrol (33)

A value of pr.,scontro >0 indicates density changes that are temperature contyeliéu
Prorscontrol <0 INdicating salinity-controlled density changes. The éinsation of the
non-linear density equation of state, using depth averégagerature and salinity, ex-

plains >99% of the variance in depth averaged density in the NA SPGtih EN4 and
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Figure 3.9: prorscontrol, @S described in the text, for the top 500m in EN4 for the pkti®60-2014 (a),
for the period 1995-2014 (b), and HadGEM3 (c). The Labradari®gion in EN4 is marked and analysed
in Figure 3.10. Both EN4 and HadGEM3 are linearly detrendwal po computingororscontroi -

HadGEM3 (not shown) and is thus able to provide a framewonkvestigate the drivers

of interannual density variability.

Within the NA SPG, in both EN4 and HadGEM3, top 500m interaairdensity vari-
ability in the eastern half of the basin can be considerecetteinperature controlled,
although this is more strongly the case in HadGEM3 (Figuge)3than in EN4 (Fig-
ure 3.9a). In contrast, within the Labrador Sea region, #resity variability is driven by
salinity variability in EN4 (Figure 3.9a) but remains temgieire-controlled in HadGEM3
(Figure 3.9¢). Given that, in both EN4 and HadGEM3, intetatmnomalies in temper-
ature and salinity co-vary in the NA SPG such that warm an@msare generally also
more saline (not shown), this suggests that a given anomahei Labrador Sea region
would be expected to have opposing effects on density ieeEN4 or HadGEM3e.g.
A warm/saline anomaly would be expected to decrease deinsipdGEM3 (because
density changes are controlled by temperature, and inogessmperature reduces den-
sity) but increase density in EN4 (because density chamgesoatrolled by salinity, and
increasing salinity increases density). However, we ssigge@me caution in interpret-

ing the limited EN4 variability and note that assimilatiohabserved anomalies into a
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dynamical ocean model suggests a prominent role for ternpera controlling density
variability (Robson 2010) and that hydrographic analyses suggest recent dab&ea
density variability may be more complex than merely whethisrtemperature or salin-
ity controlled (rashayaev2007). The sensitivity to the exact period is also impligd b
the near-zero values ot s.ontro IN the Labrador Sea for the most well observed period
1995-2014 (Figure 3.9b).

To investigate the specific contributions of temperature sadinity to observed density
changes in the Labrador Sea, in Figure 3.10a we plot timesefidensity ), density
due to temperature changes-], and density due to salinity changes ). The linear
sum of the components can be seen to be a good estimate oftlaéraan-linear density
anomaly. Throughout the period 1960-2014, the relativeritrtions of temperature
and salinity to density variability are not the same, highting the potential difficulty
in choosing a representative period. For example, theragye density anomalies that
are sometimes salinity driven with little temperature cemgation €.9.1962), and other

times largepr andps anomalies that are broadly compensatieg(1984).

To quantify the contributions of temperature and salimguced density changes through
time, we plot the correlation of 20 year subsections of tha @aigure 3.10b). Similar
to the regression maps presented in Figure 3.9a, for mokeqidriod the largest corre-
lations are between density apg, contrary to the relationship simulated in HadGEM3.
However, for the most recent 20 yearg( 1995-2014, as in Figure 3.9b) interannual
density variability appears to be more driven by tempeeathianges, with higher corre-
lations between density ang. The simulated relationships (indicated by the shading in
Figure 3.10b) are more consistent with this recent peribds mot clear to what extent
the observed density variability, and drivers thereof fenee exhibiting internal variabil-
ity/noise (the correlation window is only 20 years long saldaseverely alias longer pe-
riod variability, should it exist — see Section 3.3.2) or thavextent the apparent switch
from salinity to temperature-controlled density varié@pirepresents a secular/climate
change. Further analysis on this topic is outside the scbpg@investigation into the
mechanisms of simulated decadal variability, but would betwhile in the future. Ad-

ditional analysis in a multi-model context is presented imfter 6.
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Figure 3.10: a) Time series of the volume averaged density anomaly (ctedfuom linearly detrended
volume averaged temperature and salinity) in the Labradar(52—63N, 45-65W, top 500m, as marked
in Figure 3.9) for the actual density,(black), for density due to temperature changes blue), and for
density due to salinity changesq(, red). Also plotted is the sum @i andpg (orange). b) Correlations
between density andr (blue) andps (red) using a moving 20 year window, plotted at the final yBaior

to 1980 a reduced window length is used (dashed). The 95%sarfghe same correlations in HadGEM3

(using an identical 20 year moving window) are highlightethwed and blue shading.

In both HadGEM3 and EN4, T500s in the Labrador Sea and NAMnegie anticorre-
lated (not shown), seemingly consistent with a situatioerghy warm anomalies in the
Labrador Sea could induce cool anomalies in the NAC (ChaptBe&tion 2.4.6). How-
ever, the disparity in the driver of Labrador Sea densitynges between HadGEM3 and
observations (the last 20 years notwithstanding) has aaptins for the feedback iden-
tified in HadGEM3 and whether it acts as a positive or negatifleence. Consequently,
the anticorrelation of Labrador Sea and NAC T500s in EN4 arbgps more likely due
to a local response to the NAQVigbeck et al.1998) rather than an ocean feedback. In
HadGEM3, positive (negative) temperature anomalies irL#iwador Sea induce nega-

tive (positive) temperature anomalies in the NAC via a weakeg (strengthening) of the
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meridional density gradient (which is temperature cotgland associated geostrophic
balance. In EN4, if the same process exists, it would resydbsitive (negative) temper-
ature anomalies in the Labrador Sea inducing positive fhegdemperature anomalies
in the NAC, as the associated Labrador Sea salinity anomabesd have the effect of
strengthening (weakening) the meridional temperaturdigna (which is salinity con-
trolled), i.e. there would be a positive feedback. We analyse this feedhather in a

multi-model context in Chapter 6.

3.5.2 Propagation timescales in the southern half of the NA SPG

In Section 3.3.2 we attempted to compute observed laggaticeships between lo-
cations in the NA SPG using SSTs. Although a similar methogiplshowed utility

when analysing the multi-century simulation with HadGEM3ppeared to show lim-
ited scope when given the shorter time series—and increseteaf forcings present—
in the observed record. To address this, we instead cadcthiatimplied propagation
timescales in both EN4 and HadGEM3 by essentially calauetie extent of the spatial

coherence of depth averaged temperature anomalies (RAdLie

For example, taking the EN4 dataset for the period 1960-20&4egin by defining an
initial index region, which is the area averaged top 250ntldeperaged temperature in
the south western corner of the NA SPG (412W541-45N, marked region in Figure
3.11). We then correlate the (linearly detrended) timeesanf this index with time series
of top 250m temperature in all locations in the NA SPG at a fagne year (.e. one
year later), and find regions where the correlation is grehtn r=0.3 (the correlation
required for significance at the 95% level for a two-tailedgt with 54 years of data and
assuming independence). Having done this, we calculatad¢aa longitude and latitude
of the NA SPG points that meet this criteria and define a newceoxred at this location,
with zonal and meridional extents &f2° from the centre. We then proceed to use this
new location as our index region and begin the process agaich iteration or ‘pass’ is
marked on the map. We do this both for the layer 0—-250m (Figuk&a) and the layer
250-500m (Figure 3.11b), once for the 54 year time series £bl4 and 75 times using
54 year long sections of the HadGEM3 simulation to estimagesimulated variability
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around the mean pathway. This method has the joint benefisilising much more

of the available data to constrain our result than merelyirfimmdhe lagged correlation
between two distant pointefl Figure 3.6) as well as minimising the loss of degrees
of freedom due to the lead time (fixed at 1 year). As the timescae infer from this
analysis are a function of the correlation cutoff value thagpnot be directly compared
to the timescales estimated from correlations betweendhthern and northern edges
of the gyre €f. Figure 2.8 and Figure 3.6) but, as we have used time serieenfical
lengths in EN4 and HadGEMS, these results can be meaniggftércompared, with the

spread in the HadGEM3 ensemble also providing an estimate sampling uncertainty.

Within the 0—-250m layer, in both EN4 and HadGEM3, the progiaggathway follows
the mean circulation pathways within the NA SPG. The pathdexyved from the EN4
data (Figure 3.11a, black line) is slightly outside the g pathways simulated by
HadGEMS, and to the south and east of the ensemble mean fraGEM3. In addi-
tion, in HadGEM3 the signal arrives in the eastern NA SPGuada33W, 55°N within

a single iteration whilst this takes approximately 4 itemas in EN4. This suggests the
near surface propagation timescales in HadGEM3 are fédstprim reality. Given that the
strength of the circulation, measured by the barotropieastfunction, is broadly con-
sistent with available observations (see model validatiddhapter 2, Section 2.3.1) this
implies that processes other than merely the current speeidha@ortant for the slower
signal propagation in EN4, which the model cannot propertyutate €.g. eddies), or
does not properly simulate. For example, the signal prapagan reality could be in-
hibited by damping either from surface fluxesd. related to more/less NAO variability
in reality), due to interaction with deeper flows in the ocearfrom a greater/lesser role

for heat storage within the ocean.

To investigate the role of the deeper circulation in aidiiggal propagation we also plot
the pathways for a layer between 250-500m (Figure 3.11HjatlGEM3 the ensemble
mean pathway is the same as for the shallower layer and tlescedes are also broadly
consistent, though there is increased spread across temblessmembers. This is some-
what dissimilar to EN4, in which the signal initially trageslowly eastwards, before

halting around 3, 44°N.
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Figure 3.11: The inferred signal propagation timescales in 250m thiokpterature layers between 0—250m

(a) and 250-500m (b), estimated from one year lagged ctime$a as described in the text. The pathways

are shown for EN4 (black), the HadGEM3 ensemble memberg)(gaad the HadGEM3 ensemble mean

(white). The first pass is at a box centred at\VW3 43’N with a zonal and meridional extent &f2°.

Subsequent iterations are as marked in the figure legendauméximum of 7 iterations. In the background

are the time mean depth averaged temperature in EN4 (cpkmudsHadGEM3 (contours) for the layer O—
250m (a) and the layer 250-500m (b).
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Although there are differences in the top 500m depth aversgmperature profiles be-
tween HadGEMS3 and EN4 (See Figure 2.1a for the difference)ldbations of the
temperature gradients are broadly similar between the figufe 3.11, background
colours/contours) and don'’t appear to explain either tiferéint timescales or pathways
by which signals propagate from the NAC region into and adaine NA SPG. However,
we suggest that the timescale for signal propagation in ENKHea 0—250m layer and the
subsequent lack of an advective pathway in the deeper 250a-%yer are self consis-
tent, with effective damping (or lack of reinforcement, quared to HadGEMS3) from
this deeper layer slowing down the signal propagation irugiyeer layer of EN4. This is
also consistent with the analysis of the depth coherencealsisface signals in EN4 and
HadGEM3, in which EN4 had a much shallower coherence tharHaMB (Figure 3.8,
note that the specific depths are a function of the arbitraoyoe of a correlation cutoff).
To bring together our assessment of the veracity of the keggases in HadGEM3 we

now investigate the evolution of the depth structure.

3.5.3 Evolution of the depth structure

In the previous sections we analysed whether it was plaaghlalt the negative feedback
between Labrador Sea and NAC T500s existed in reality (@e8t5.1), and whether the
timescales of signal propagation around the NA SPG weréylikebe similar (Section
3.5.2). In this final section, we attempt to bring these tbgeby investigating depth
profile composites in one part of the NA SPG based on signifidapartures from a
particular index in another part of the NA SPG and how thesdilps change in time

(Figure 3.12).

Figure 3.12b shows the difference in temperature profilesafed in the blue marked
region) between profiles that lag by three years or are ingohith a temperature index
(based on volume averaged temperatures over the top 500me ired marked region,
see figure caption), in both EN4 and HadGEM3. That is, theyvshow the structure
of a temperature profile in the NAC changes following an iaseein the volume mean
temperature in the eastern NA SPG. As can be seen, follommayaing of the eastern

NA SPG, the temperature profile throughout the top 500m inGEd3 becomes cooler,
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Figure 3.12: a) Time mean (period 1960-2014) top 500m depth averagedetatopes (T500) in the
North Atlantic subpolar gyre (NA SPG) region from EN4. b) arydDepth profile lagged composites in
HadGEM3 and EN4, area averaged at the titled locations. ©seitgs profiles are created by taking the
difference between high and low instances (greater tharstamelard deviation from the mean) of a T500
index, which is volume averaged over the alternate regi@nPanel b (red) is based on an index in the blue
marked region. The difference between lag=3 and lag=0 ceitgsoare then taken to construct the final
lagged composite. As such, the lagged composites highihghgffect of the 3 years of temporal evolution
of the temperature anomalies and are symmetric about hidjloanphases (due to the initial ‘high’ minus
‘low’ differencing). EN4 is linearly detrended over the 5dar period and HadGEM3 high-pass filtered to
remove periods greater than 108 yeiagsassuming the linear trend removed from EN4 represents a half
period of at least 54 years. Lags of 3 years are used to bakaglekghting the temporal evolution of the

signal with increasing noise at greater lags, particulgnign the short EN4 time series.

with subsequent warming at depth (Figure 3.12b, dashedjs ddoling of the upper
part of the water column is indicative of the negative feellidaetween temperatures in
the Labrador Sea (and upstream in the eastern NA SPG) anctatures in the NAC
(see Section 2.4.6). However, such a signal is not seen in EBNvhich warming of the
eastern NA SPG is followed by even greater warming of the Né@gian throughout the
water column (Figure 3.12b, solid). This result is congisteith our previous analysis
of the negative feedback in EN4 (Section 3.5.1) in which, tuéenterannual density
changes being driven by salinity rather than temperatusnaren (and saline) anomaly in

the Labrador Sea would be expected to exert a positive fegdiratemperatures in the

NAC.
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Conversely, we next construct profiles in the eastern NA SRGed upon an index of
temperatures in the NAC region (Figure 3.12c). These hyghlhow the structure of a
temperature profile in the eastern NA SPG becomes warmerabercinree years after
an increase in the mean temperature in the NAC region. In HAMIE; the eastern NA
SPG becomes increasingly warm following warming in the NA@hwhe warming ex-
hibiting a maximum at around 200m depth (Figure 3.12c, ddshe EN4, this warming
is also evident, though much reduced (Figure 3.12c, soldice again, this is consis-
tent with our previous analysis, in which we found that terapg&re anomalies could be
more clearly seen propagating around the NA SPG in HadGEMRS ith EN4 (Section
3.5.2). The greater subsurface extent evident in HadGEMBhekp the signal to remain

undamped for longer.

In summary, the negative feedback simulated in HadGEM3aspalikely to have ex-
isted in exactly the same form in reality due to the differdriyers of density variability
in the Labrador Sea, with the possible exception of the nmexstnt decades. In addition,
the propagation timescales of near surface signals, whielama important part of the
mechanism of simulated decadal variability in HadGEM3,ase likely to be modified
in reality, possibly due to the slightly different depthustiure in HadGEM3 than in EN4.
In light of these findings we now discuss our results, begignvith a discussion of the

rationale behind our approaches and further discussidmeafdie of the Labrador Sea.

3.6 Discussion

We begin this section by briefly highlighting the difficuliien applying the same analysis
techniques to observations as to models before discussingesults for the simulated
and observed Labrador Sea region in some more detail. Wesdisle relative strengths
of statistical €.g. EN4) and dynamical analysis products and the potential fliera
increased model resolution before concluding with somemexnendations for future

observational networks.

In Section 3.3 we attempted to analyse a suite of obsenaltibmtasets using a simi-

lar framework to that which we applied to the simulations (@ka2). Although these
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datasets use sophisticated methods to attempt to dealpaitiaky and temporally sparse
observations, without prior knowledge of the relative citmttions of internal and exter-

nal forcings to the observed variability it is not possiladully determine to what extent

model-observation disparities are due to model deficisn@iden our model simula-

tions do not include any estimate of transient externalifgs). The strength of these
simulations however is the statistical power that resuttsifmore than 400 years of sim-
ulation. As noted by the comparison of Figures 3.3 and 3ay also be the case that
average decadal variability (observed or simulated) mayaocessarily evolve similarly

to specific, large decadal events. Further work on this topidd involve a case study
approach to find simulated analogues to observed eventssaedsatheir nature and im-
portance/frequency in more detail, similar to the apprassdd byRobson et al(2012)

using a model reanalysis.

In many investigations into simulated decadal variabilitythe NA SPG, the Labrador
Sea has been found to play an active role in this variabitge(Chapter 1 and Figure
1.5) including in HadGEM3 (Chapter 2) where the Labrador Sea riegion of partic-
ularly strong mixed layer depth variability (and by infecen convection, Figure 2.1d).
To investigate the relative importance of deep water formmethe Labrador Sea and
in the Nordic Seas (another important deep water (precufsaonation site) we have
performed additional tracer release experiments thastigege the downstream evolu-
tion of water formed in these two regions, detailed in Appe#d These experiments
suggest that North Atlantic Deep Water (NADW) formed in thébtaador Sea (Upper
NADW) and Nordic Seas (Lower NADW) is indistinguishable in thedel, whereas in
reality the depth maxima of these two water masses are seddrpapproximately 1km
(Toole et al, 2011). As such, it is possible that the model overemphasiserole of the

Labrador Sea in its decadal variability.

In addition to the simulated prominence of Labrador Sea nvdte model also suggests
a deeper extent of coherent signals within the NAC (Sectidr, 3vhich may be the
cause of the larger depth range in which advective signalseen to propagate around
the NA SPG in HadGEM3 compared to EN4 (Section 3.5.2). Thig b&adue to the
overly diffuse thermocline in HadGEM3Megann et al. 2014) that results in a more

permeable barrier between near surface and deeper watBesNAC. Further increases
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in resolution to ‘eddy resolving’ scales may also reducedyath extent of the coherence
in the model by reducing the average depth of high latitudesthiayers Qschlies 2002,

see discussion below of resolution effects). These are xamples of how model mean
state biases can potentially affect the simulation of \wlity, and so cannot be merely
“subtracted off” the final solution or removed by conductaralyses in anomaly-space.

This will be discussed in more detail in a multi-model coniexChapter 6.

In addition, also relevant to the discussion of the relatiop between mean state biases
and modes of variability are the implied dominant driverslefsity variability and their
non-stationary nature in EN4. One of the key differencesvben the simulations and
observations is the time mean difference in the driver oframtnual density variabil-
ity (Figure 3.9), in which the simulations suggest tempaetrives density variability
throughout the NA SPG whereas in EN4 this switches to beiatiriven in the Labrador
Sea region. As previously discussed, neglecting otheerdiffces, this would imply a
positive (rather than negative) feedback between Labr@darand NAC temperatures in
EN4. Despite this, further analysis suggests that the damuiriver of Labrador Sea den-
sity variability in EN4 may not be stationary, with recentddes implying a temperature
dominated regime. However, this result should be inteegr@tith some caution, partly
because the correlation window width is necessarily nari@dvyears) and may alias
longer term variability. Nonetheless, if the present refahip is maintained, it would
suggest that the variability simulated by HadGEM3 may bexomore likely/prominent
in the real world in the future — in the absence of confoundiagability driven by ex-
ternal forcings, the relative magnitude of which is uncleamoted above. Further model
simulations with realistic external forcings would helpaddress this issue but we note
that, even if forced simulations in the same model frameweeke available, it would

not be trivial to quantify the externally forced sign&fénkcombe et a].2015).

In our analysis of the real world we have made significant dsthe latest Objective
Analysis EN4 dataset3ood et al, 2013, described in Section 3.2.2) from the Met Of-
fice Hadley Centre rather than alternative reanalysis datasech as, for example, the
Simple Ocean Data Assimilation reanalysis (SOQAarton and Giesg2008), or the lat-
est Operational Reanalysis System (ORAB4dlmaseda et al2013). The fundamental

difference between the Objective Analysis of EN4 and theaaalyses is that the Objec-
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tive Analyses provides its analysis using fixed spatial @miporal decorrelation scales
(statistical), whereas the model reanalyses use a dynbogiean model (physical). The
guestion is then to what extent the physical approach carobsidered more reliable
than the statistical one, given the imperfect nature ofeleanalysesgarton and Giesge
2008;Balmaseda et g12013), and which of the different physical models should$ed
(Kroger et al, 2012). To sidestep these issues our approach has been tioetesodel
against the Objective Analysis in the regions (in time aracsp where there are enough
direct observations to be most confident in the observedakigim addition, we note
that boundary currents are important for the NA SPG decaal@bility in HadGEM3
(See Chapter 2 and Section 2.4.5), which are not well resdiydtie resolution ¥1°)

of current ocean reanalyses. However, this will also be #se avith EN4, which uses

decorrelation length scales 56300km.

Although it is difficult to isolate the precise mechanismsvidyich increased ocean or
atmosphere resolution may have altered our results — withparallel set of low reso-
lution simulations within the same model framework — thene specific features of the
simulated decadal variability that are likely to be affectyy enhanced resolution. For
example, our proposed mechanism of NA SPG decadal vatiabilggests a prominent
role for boundary currents, which may be improved by higlesplution Grotzner et al.
1998;Gelderloos et al.2011). Additionally, the increased atmospheric resotufwhich
represents the main computational burden for the coupletkihaay affect the innate
atmospheric variability over the North AtlantiMatsueda et a).2009), while the role of
the atmosphere may also be modulated by the improved ocsalutien Scaife et al.
2011). Recent work comparing,10.25, and' /,,° resolution simulations with the same
underlying model suggest that, in the NA SPG, 0.&5a significant improvement over
1°, but that there are still further improvements to be had ahdwugher resolution\ar-
zocchi et al. 2015). In short, although the variability simulated in &6M3 does not
appear to be identical to that which exists in reality, themereasons — such as its rep-
resentation of the location of key dense water formatiogssiind the boundary currents
that supply these — to suppose it may be closer to emulatangetl world than previous

modelling work using lower resolution (in both the ocean atrdosphere) models.

Finally, we note that, while the observational density ofperature and salinity obser-
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vations in the North Atlantic is growing3ood et al, 2013), there are still significant
gaps in the observation network. Perhaps the most signifafahese are high quality
observations of surface heat fluxes between the ocean amndgitere (notably missing
in Figure 3.3). Reanalysis products are not yet able to fgligimulate surface heat
fluxes Josey 2001) and yet the variability in these heat fluxes is cruoiahderstanding
the coupling between the atmosphere and oc&anel et al, 2013). Aside from direct
heat flux observations, greater knowledge of the transpbrtsass, heat, and freshwater
in the northern edge of NA SPG would be helpful in order to ahterise the magni-
tude of variability, particularly in the heat content andies that are important in the
simulations with HadGEM3. The recently begun Overturnimghie Subpolar North At-
lantic Program (OSNAB may help to address these issues. Lastly, merely susgaimen
present day observational density is of critical imporeaand we note that, even in the

late twentieth century, this was not guarantegfdKigure 3.1b).

3.7 Chapter conclusions

We have compared the simulated mode of decadal varialsilityd North Atlantic subpo-
lar gyre (NA SPG) in HadGEMS3 (described in Chapter 2) agaibhstovational analyses

of surface fields and subsurface ocean fields in this region.

e The interannual evolution of sea surface temperature ($8d@)mean sea level
pressure (MSLP) fields is broadly similar between HadGEMSBEIN4, with warm
temperatures in the NA SPG associated with negative Nordna¢ Oscillation
(NAO) anomalies (Section 3.3.1). However, using the fuligea 1900-2014, the
implied propagation of anomalies in either SST or top 500ptlleaveraged tem-
perature (T500) fields is not as clear in EN4 as in HadGEM3.

e Using the shorter period 1960-2000 (to be consistent wehatralysis oRobson
et al, 2012) yields qualitatively different evolution of obsedsocean/atmosphere

anomalies (Section 3.3.1), compared to the (significanthyrarinfilled) period

2http://www.o-snap.org/ (October 2015)
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1900-2014. This evolution is more consistent with that leitéd by the simu-
lations with HadGEMS. It is not clear whether this represagither 1) the relative
increase in noise when using a much shorter time series, éated reduction in
the damping effect of heavily infilled data, or 3) a more nwhdistinction be-
tween ‘average’ decadal variability (which may only explaismall amount of the
variance, and could be internally forced) and particulazad@l ‘events’ (which
may episodically explain large amounts of variance and neagxternally forced
Robson et a).2012).

e Data paucity, even in the most well observed variables ss&&3's, inhibits direct
comparison of lagged relationships between differenttiona in the NA SPG
(Section 3.3.2). This is further complicated by the unknawagnitude of the
contribution of externally forced variability in the obsed record, and to what

extent this will result in similar or different ocean feedhka.

¢ Analysis of the depth coherence of interannual variabiliihin the NA SPG sug-
gests a shallower extent in reality than in HadGEMS3, paldity in the North
Atlantic Current (NAC) region (Section 3.4). The larger extenrHadGEM3 may
help to explain the increased efficacy of signal propagationind the NA SPG.

e Consistent with the above, the propagation pathways of teatyre anomalies
around the NA SPG appear to occur over a shallower depth rangél4 than
in HadGEM3 (Section 3.5.2). The timescales of this signappgation are also
longer in EN4 (though specific lags cannot be attributed Sssgtion 3.5.2).

e The feedbaclprocesdetween Labrador Sea and NAC temperatures (as simulated
in HadGEM3, Chapter 2) may exist in reality but does not appede negative
(Section 3.5.1)i.e. it acts as a positive feedback in reality but a negative faekib
in HAdGEMa3. Specifically, in the Labrador Sea, the dominained of interannual
density variability is different in EN4 (salinity) than inddGEM3 (temperature)
consistent with the sign of lagged relationships betwegihdaveraged tempera-
tures in the eastern NA SPG and NAC region (negative in Had@HMsitive in
EN4, see Section 3.5.3).

¢ Despite the above statement, it is not clear that in redlgyimterannual driver of
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Labrador Sea density variability is stationary (Sectiob.B. In recent decades,
the relative contributions of temperature and salinityhis tlensity variability ap-
pear to have inverted, with the most recent two decades ingpby larger role for
temperature-driven variability in EN4, similar to the silaions. It is not clear
whether this represents a transient or permanent rolesavend warrants further

investigation.

e Some of the disparities between model and observations mattiibutable to the
overly prominent role of Labrador Sea water in the NA SPG inl@&M3, which
is overly extensive and homogenises upper and lower Nordnat deep water
(Section 3.6).

The most crucial difference between HadGEM3 and obsemnstim terms of the ve-
racity of the simulated decadal variability in HadGEMS3, he tabsence in observations
of the simulatedhegativefeedback between Labrador Sea and NAC temperatures in the
observed record. This feedback, and the conditions in wihitlay exist, is investigated
further as part of the multi-model analysis in Chapter 6. egpis crucial difference,
various other elements of the simulated variability, suctha evolution of surface fields
and the propagation of anomalies around the NA SPG, aretdbtedn reality, albeit with
different temporal or spatial structures. Having underdtthese differences it may still
be possible to combine simulated variability in the modeb(wersion thereotMacLach-
lan et al, 2015) with this knowledge to make useful decadal predistioy, for example,
post-processing prediction simulations to account for ehatbservation discrepancies,
or by giving certain simulated predictions more/less catiwe depending on the pro-
cesses by which those predictions arise. This will be dsadigurther in the context of
an initial condition ensemble in Chapter 5. However, in the shapter we further inves-

tigate the asymmetry between phases of the simulated misohahdecadal variability.







Chapter 4

Asymmetry in the simulated variability

4.1 Introduction

In Chapter 2 it was noted that the timescales of opposing phafshe proposed mech-
anism of bidecadal variability in the North Atlantic subaolgyre (NA SPG) may be
different. The timescale of reversal following anomalgulsigh NA SPG sea surface
temperatures (SSTs) is around 9 years, somewhat longethiibaimescale of reversal
following anomalously low NA SPG SSTs at around 7 years. Addally, Figure 2.15
highlights the different mean sea level pressure (MSLRepad associated with anoma-
lously positive or negative SSTs in the NA SPG in the coupletukation, suggesting
possibly different characteristics of atmosphere-ocataractions in opposing phases of
the variability. In this chapter, we present further evickenf asymmetry in the coupled
simulation in Section 4.2 before describing targeted dplembiexperiments to test the
possible causes of this asymmetry in Section 4.3. We digtessimilarities between
these coupled and uncoupled results in Section 4.4 befagehconclusions in Section

4.5.
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4.2 Evidence of asymmetry in the coupled control

In this section we describe the method we use to diagnosemasymin the coupled
model (Section 4.2.1) before presenting evidence of dpatid temporal asymmetries
in MSLP composites (Section 4.2.2) and other fields (Secti@r3) and discussing the

possible causes of this in the coupled control simulati@t{in 4.2.4).

4.2.1 Method: composite analysis

In Chapter 2 we presented (lagged) linear regression asabisiilar to many previous
studies of climate variabilityof. Chapter 1 and schematic Figure 1.5). However, this
method of analysis, which uses all of the available data twimae the number of de-
grees of freedom (DoF), forces the subsequent results tgrbmetric,i.e. the negative
phase of any oscillation is, by construction, the inverséhefpositive phase. For the
case where a system evolves differently (that is, asymaoadiy) in positive or negative
phases, these differences/asymmetries will be averagegassibly resulting in spuri-
ous diagnoses of the spatial or temporal evolution of thelkdity. This could occur

if either the dependent or explanatory variables are nomalty distributed, or if the

relationship between the two is non-lineatl(son et al, 2015).

An alternative to linear regression is to construct contessof one field/time series
based on a particular index representing a subset of thelataxample, constructing a
composite field of MSLP based on the top 10% of the NA SPG SSaxifiigure 2.15a)
and comparing to a composite field based on the bottom 10%edfame index (Figure
2.15b) to independently determine the relationships imAogv SST phases. This can
also be extended to lagged composites — similarly to lagggressions. The compos-
ite approach has the advantage of no longer assumimgori that the two phases are
symmetric in space or that they evolve symmetrically in tifaghough it does assume
that the data within each composite is representative addinee process). However, the
major disadvantage is the reduction in the effective degoé&reedom by a large factor:
in linear regression 100% of the data is used to create aesiagtession slope, whereas

with composites a small percentage (for example, 10%) odi#ite is used for each of the
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two composites. Table 4.1 summarises the advantages aamvdigages of regression

and composite analysis.

In this chapter we use composites based on the NA SPG SST uskin Chapter
2 (Figure 4.1 and against which lagged regressions are showigure 2.7), which is
the bandpass filtered (570 years) basinwide average S&€& Mdrth Atlantic between
45-65N from the coupled control simulation. The highest and lIavi€86 of index val-

ues are used to construct anomaly composites of various fi¢ld variety of lags, with
anomalies referenced to the time mean of the specific fietd the coupled control sim-
ulation. The SST index does not appear significantly diffefem a normal distribution

and is mostly symmetric (skewness of -0.06).

4.2.2 Asymmetry in MSLP composites

MSLP anomaly composites based on the NA SPG SST index arensinoigures 4.2
(for positive SST anomalies) and 4.3 (for negative SST afies)aand highlight the
asymmetrical relationship between SSTs and MSLP in opggsirases of the decadal
variability. Note that the composited MSLP anomaly asdedavith the lowest 10% of
SSTsin Figure 4.3 is shown on an inverted scale to aid visiraparison with the com-
posited MSLP anomaly associated with the highest 10% of §B5igsrre 4.2). In both
sets of composites, lags of -1 and 0 are associated withgsiorth Atlantic Oscillations
(NAOs, defined as the difference in wintertime MSLP over tlzees and Iceland) — a
negative NAO associated with positive SSTs (Figure 4.254890) and a positive NAO
associated with negative SSTs (Figure 4.3, lag=-1, 0, mvteried scale). However, the
amplitude of these two in-phase NAOs are quite different)an in-phase NAO anomaly
associated with positive SSTs of -1.7hPa (-3.60@pand an in-phase NAO anomaly as-
sociated with negative SSTs of 3.1hPa (-6.1h€a/The amplitude of these anomalies is

significantly different at the 99% level for a two-tailedetst.

In addition to the difference in strength of the in-phase N&@malies and overall North
Atlantic MSLP field, there are also differences in the tenapewolution of these anoma-

lies. The maximum opposite-sign NAO anomaly precedingdige0 anomaly occurs at
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Linear regression High/low Composites

DoF assuming | (n —2) (n x 0.1) (for 10% composites)
i.i.d. data

Implicit Data towards the middle of the Data within each composite
assumptions distribution (near zero represents the same process

about processes

anomaly) is a low-weighted
version of data towards the
extremayj.e. all data represents
the same single process but at

different scalings

High and low Symmetric by design Can be asymmetric

phases

Effect of Outliers have little effect with a Outliers can have a large effect

outliers large enough sample and can kthat can be reduced by

easily removed increasing the composite size at

the expense of assuming
increasing symmetry

Units and [dependant]/[explanatoryg.g. [dependenti.g.hPa,

interpretation of

amplitude

hPa/K, can be scaled given amplitude is a function of the

any value of the explanatory  composite size, affected by the

variable relative weight of outliers

Table 4.1: Advantages and disadvantages of linear regression andasit@@nalysis. DoF: Degrees of

freedom,.i.d: independent and identically distributed, Number of data points/years.
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Figure 4.1: Histogram showing the distribution of the SST index (barsdddtered (5—70 years) basinwide

average SST in the North Atlantic between 4525rom the coupled control simulation). A normal

distribution with the same mean and standard deviatiomiatised to have the same area under the curve)

is shown in red. Given that the simulated SST index uses @ finimber of data points, a bootstrap

approach\Vilks 1997) is used to estimate the 95% confidence intervals;ateti by the vertical red bars.

Blue lines are drawn at the SST anomaly values that occur%tdd 90% of the total dafee. the top
and bottom 10%.

alag of -7 years for the composite using positive SSTs (eigw2, lag=-7). That s, prior
to the in-phase relationship between high SSTs and an anasiglnegative NAO, is
an anomalously positive NAO 7 years previously. This realimescale, from positive
NAO to negative NAO, deduced from composites created usgig®STs, is also consis-
tent with the timescale for the same transition instead dedifrom composites created
using low SSTs (Figure 4.3, lag=+7): Noting the reversedesicaFigure 4.3, it can be
seen that following a positive NAO in phase with a negativd &@8omaly (Figure 4.3,
lag=0) is a negative NAO (Figure 4.3, lag=+7). Thus, usirigezil) MSLP composited
on to the highest 10% of SST index anomalies, or 2) MSLP coitgzben to the lowest

10% of SST index anomalies, yields a reversal timescale frositive NAO to negative
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Figure 4.2: Lagged composite plot of wintertime (seasonal mean oveeidéer, January and February)
MSLP composited from the highest 10% of NA SPG SST index \&{6e70 year bandpass filtered basin-
wide average SSTs in the North Atlantic between 45MNg5at various lags. Anomaly with respect to the

time mean wintertime MSLP. SST index lags then leads the M&il&.
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Figure 4.3: Lagged composite plot of wintertime (seasonal mean oveeéer, January and February)
MSLP composited from the lowest 10% of NA SPG SST index va{Ge30 year bandpass filtered basin-
wide average SSTs in the North Atlantic between 45MNj5at various lags. Anomaly with respect to the
time mean wintertime MSLP. SST index lags then leads the Mf&IB. Scale has been inverted to aid

comparison with Figure 4.2.
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NAO of 7 years.

The reversal timescale from negative NAO to positive NAO lbarestimated in a similar
sense to the above. However, instead of transitioning fraragative to a positive NAO
anomaly, the MSLP signal in Figure 4.2 merely tends to zeio@easing lags (Figure
4.2, all positive lags), and is still small at lags greatanti+7 (not shown). As such,
it is not possible to estimate the timescale of reversal fragative NAO to positive

NAO using the lagged composites created using the high8stdf(BSTs. Nevertheless,
analysing instead the composites created using the loWéstof SSTs (Figure 4.3), we
find that the maximum negative NAO preceding the in-phassiijpe NAO) relationship

occurs at a lag of 9 years (Figure 4.3, lag=-9). Thus, from M$bmposited on to the
lowest 10% of SST index anomalies yields a reversal timedcain negative to positive

NAO of 9 years.

In summary, the analysis of MSLP composited on to the NA SPG i88ex implies a
total cycle timescale of arourid-9 = 16 years, consistent with the 16/17 year periodicity
in many NA SPG indices;f. the power spectra for ocean and atmospheric variables in
Figure 2.4. We now briefly investigate the manifestationta asymmetry in related

North Atlantic variables before describing experimentditgnose its origin.

4.2.3 Asymmetry in other fields

Given the asymmetry between MSLP and SSTs in terms of botheljragnitude of
the in-phase NAO and 2) the timescale of transitions betveaemmalous NAO states,
it is reasonable to expect further asymmetrical relatigpssim related fields. Figure 4.4
shows net surface heat flux (SHF; positive values are dolecte the ocean) composites,
constructed as described in Section 4.2.1, following anonsdy high values of the SST
index (left column) and anomalously low values of the SSTemright column, note
again the inverted scale to aid visual comparison). The Sttffnaly over the NA SPG
following warm SSTs shows a weakening. At lags of +5 to +7 gélae largest remaining
anomalies are related to a shift in the position of the NAC nlean position of which is
highlighted (see also Section 4.2.4). This is in contrash&SHF following cool SSTs




Chapter 4. Asymmetry in the simulated variability 111

(right column, inverted scale) where inverse SHF anomdligkl up in the NA SPG

(initially in the eastern SPG at lags +3 to +5 and in the Labr&ka at lags +5 to +7),
implying subsequent warming by the SHFs. These SHF respargeconsistent with
the MSLP responses shown in Figures 4.2 and 4.3 in which thgameship between a
positive NAO and cool SSTs is stronger than the negative M&Dh SSTs and shows a

more rapid phase reversal.

Similarly to the SHF fields, there is also asymmetrical etrotuin top 500m depth aver-
aged temperatures (T500) in the NA SPG (Figure 4.5). The TigDwas analysed ex-
tensively as part of the mechanism of decadal variabiliaggdosed in HadGEMS3 (Chap-
ter 2) and the symmetric lagged linear regression agaiessdime SST index is shown
in Figure 2.7 (column 2), along with SHF (column 3) and MSLBIgmn 5). Using
the same time window as for SHFs, the T500 composites shoretleesal from anoma-
lously warm temperatures (left column) to cool temperatuaad from anomalously cool
temperatures (right column, note inverted scale) to anons®y warm temperatures. At
lags of +3 and +4 years.¢. 3 or 4 years after maximal values of the SST index) the
high and low composites are very similar. However, at ingireglags it can be seen that
the temperature anomaly in the eastern NA SPG is strongemand extensive in the
low composites. That is, after anomalously cool tempeestur the NA SPG SST index,
a subsequent opposite-sign anomaly builds up more strdahgty in the inverse phase
of the mechanism. As above, this appears consistent wiglede&8HF anomalies in the
eastern SPG and a larger MSLP signal following the lowest D0%ST index values.
Conversely, the T500 signal in the Labrador Sea is not sordiften opposite phases,
despite the differences in the SHFs seen there, perhapssugga role for ocean pro-
cesses to remove the additional SHF, either horizontallyedically. In general, despite
the differences in opposite phases of the T500 compositeanagnitude of the differ-
ence between the evolution of T500 high and low compositestiss clear as for MSLP
and SHF. This likely reflects the competing contributionsT&)0 of atmospheric and
oceanic processes. Indeed, as was shown in Chapter 2, axvibgtboth the mean and

anomalous ocean circulation is important for the build-tipa SPG T500 anomalies.

Given the diagnosed asymmetry in the relationship betw&ds@nd MSLP, as well as

other variables, we next ask how that asymmetry is formed.
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Figure 4.4: Lagged composite plot of net surface heat flux (SHF, into mceamposited from the highest
10% of NA SPG SST index values (5-70 year bandpass filteredvioide average SSTs in the North
Atlantic between 45-69, left) and lowest 10% (right, scale inverted) at variougsla Anomaly with

respect to the time mean net SHF. SST index leads the SHF Tieédmean location of the North Atlantic

Current is estimated by the location of the maximum time nm&8m gradient (green).
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Figure 4.5: Lagged composite plot of top 500m depth averaged temperéf®00) composited from the
highest 10% of NA SPG SST index values (5-70 year bandpaseefilbasinwide average SSTs in the
North Atlantic between 45-6%, left) and lowest 10% (right, scale inverted) at variougslaAnomaly
with respect to the time mean T500. SST index leads the T5@0 fithe mean location of the North

Atlantic Current is estimated by the location of the maximtinme mean SST gradient (green).
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4.2.4 Origin of the asymmetry

The asymmetry between opposing phases of the decadal Nigriabthe NA SPG is
evident in sea level pressure, associated surface heasflard their integral in depth
averaged temperatures. In the proposed mechanism of de@addbility (see Figure
2.13 for a schematic) there are two important non-lineacgsees that are prime candi-
dates for the origins of this asymmetry. These are: 1) the eblconvection, a highly
non-linear process, in mixing down near surface densityraies in and around the
Labrador Sea, and 2) the importance of circulation anomdéig. v' (T, + 7")) for the

advective heat transport in the southern edge of the NA SPG.

The mixed layer depth (MLD) composites, constructed usimg game method as in
previous figures, are shown in Figure 4.6. Consistent witm#tesurface heat flux com-
posites (Figure 4.4) they show a stronger relationship nétfative SST anomalies (right
column) with the initial MLD anomaly in the Labrador Sea/lnger Current (the loca-
tion of the climatological mixed layer depth variabilityigkire 2.1) able to reverse sign
between lags +3 to +7. This is in contrast to the MLD anomallp¥ang positive SST
anomalies (left column) in which the initial MLD anomaly neér tends to zero through-
out this time. This implies that some of the asymmetry in threescales between phases
of the mechanism of decadal variability may be related taresgtries in the MLDs,
perhaps related to the physical limits of mixed layer depttability (i.e. the bathymetry
and the ocean surface). However, there is a symmetricoakdtip between the MLDs
(or net surface heat flux) and composites based instead o@nimtlex (not shown).
This suggests that the NAO is related to similar strengthfhwees and subsequent mixed
layer depth/convection anomalies and would imply that $granetry must come from

the oceanic response to these symmetric anomalies, pdatrapgh the circulation.

The time mean top 500m depth averaged zonal current spe@@)whe North Atlantic
is shown in Figure 4.7a. The North Atlantic Current (NAC) carclearly seen after the
Gulf Stream detaches from the coast between 39¥448n index of the NAC is defined
as the top 500m volume averaged zonal mean current in theeghdadx, which has a
mean value of 5.85cm/s. Composites of this index, as destinifgection 4.2.1, are then
created based on the NA SPG basinwide SST index and are shdviguire 4.7b.
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Figure 4.6: Lagged composite plot of March-time mixed layer depths (MLRomputed using the
methodology oKara et al.(2000) composited from the highest 10% of NA SPG SST indexes(5-70
year bandpass filtered basinwide average SSTs in the Noldhtist between 45-6%, left) and lowest
10% (right, scale inverted) at various lags. Anomaly witepect to the time mean MLD. SST index
leads the MLD field. The mean location of the North Atlanticr@at is estimated by the location of the

maximum time mean SST gradient (green).
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Figure 4.7: a) Time mean top 500m depth averaged zonal velogitiréction, which is approximately
zonal at these non-polar latitudes, see Chapter 1, Sectibfol details of the curvilinear grid) in the
coupled control simulation. The dark grey box demarks thetiNatlantic Current (NAC) region for which
composites are shown. b) Lagged composite NAC top 500m wknaraged zonal current speeds in the
marked region, composited from the SST index used in Figut@2d Figures 4.2—4.6 using the highest
10% of SST index values (+SST, red) and the lowest 10% of S@&aximalues (-SST, blue). Climatological
mean current speed in this region is 5.85cm/s. Note thetewescale for the velocity anomaly following
+SST. Confidence intervals (black, dashed) are estimatedhesmoving blocks bootstrap technique of

Wilks(1997), using a block length of 4, resampling the originaad#000 times.

Consistent with the proposed negative feedback (see Chagter2ection 2.4.6), anoma-
lously warm temperatures in the NA SPG lead to a negativelation anomaly in the NA
SPG region whilst anomalously cool temperatures lead tcsdip® circulation anomaly
(Figure 4.7b, note the inverted scale for the high SST indemposite). The spatigat-
ternsof the circulation anomalies (not shown) are symmetrical depict an anomaly
located on the southern edge of the NAC but the magnitudeeangddral evolution are
not symmetric (Figure 4.7b). Even if these circulation (soudbsequent heat content)
anomalies were of equal (but opposite) magnitude it wouldlyrdifferent timescales of

anomaly propagation in the NAC region due to the inversetioglahip between speed

and timee.g.
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OHC', o (vg £V)T" X t4 (4.1)

where notation is as in Section 2.4QHC, is only equal tocO HC'"_ in the trivial case

of v'=0 or whent, is not equal ta_. In such a situation, it could be said that symmetric
forcing (of the circulation anomalyy’) led to an asymmetric response. However, as the
circulation anomalies in either composite are not of cormple magnitude we conclude
that an asymmetrical forcing, of unknown origin, leads toasymmetrical response.
The velocity anomaly per degree of the SST high/low composit~1.2cm/sfC for
the negative SST phase, ar®).8cm/s/C for the positive SST phase (using the peak
anomalous velocities from Figure 4.7b), suggesting thaiesof the asymmetry may
indeed arise from an asymmetrical ocean response to the &8ges. However, the
difference in timescales between the two composites, agitnby assuming a length
scale that is the width of the box (3000km) and a velocity aalgracale that is the peak
anomalous velocity (0.6cm/s for the high composite, -0/4dar the low composite), is

4 months. As noted in Chapter 2, the location where heat tcahapomalies transition
from being dominated by the anomalous to the mean circulaioot clear. In addition,
we have neglected the potential role for the temperaturmates (which, in the absence
of compensating salinity anomalies, will also be potentmaticity anomalies) to interact
with the circulation. As such, this likely represents aneipgstimate on the asymmetry
due to the anomalous circulation and is much less thar-thgear difference in phase-
reversal time suggested by the MSLP compositésKigures 4.2 and 4.3), suggesting

other processes must also exist to explain the asymmetry.

In addition to the larger magnitude of the anomalous vejdaiiowing cool SSTs this
velocity anomaly also subsequently subsides more quidkig. anomaly following cool
SSTs becomes ‘insignificant’, as defined by the moving blbddastrap estimate of sig-
nificance at the 95% level, within 5 years, compared to thea8 tymescale for the weaker
but longer lasting anomaly following warm SSTs. This cam&ls seen in Figure 4.4, in
which the surface heat flux anomalies in the NAC region (mairkRegreen), indicative of
a slight shift in the latitude of the NAC, are longer lastingdaing anomalously warm

SSTs (left column) than following anomalously cool SSTgl{ticolumn).
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In summary, there is evidence of asymmetry within the predasechanism of simulated
decadal variability in the NA SPG. The asymmetrical timéssdor reversal between
positive and negative phases (phases characterised hwh@siSSTs in the NA SPG)
cannot solely be attributed to the non-linear processesiwmthe ocean that we have
investigated €.g. convection or the role of circulation anomalies). Howewgven the

lag=0 asymmetry in MSLP composites based on this SST indiexRigures 4.2 and

Figure 4.3, lag=0), which to some degree characterise teagth of the relationship
between SSTs and MSLP/the NAO, it is possible that the dvasginmetry between
the opposing phases of the variability is related to asymetein the strength of ocean-
atmosphere coupling. That is, one phase of the mechanisnelcadna larger MSLP

response in the atmosphere, which amplifies or acceletaepart of oscillation. We

examine this hypothesis in the next section.

4.3 Atmosphere-only experiments

We begin this section with the details of some forced atmespnly experiments (Sec-
tion 4.3.1) and briefly discuss the choice of a control base(Section 4.3.2) before

presenting the results in Section 4.3.3.

4.3.1 Experimental design

To investigate possible asymmetries in the strength ofroediaosphere coupling we de-
sign and run a set of atmosphere-only ensemhkesysing just the atmosphere compo-
nent of the coupled model, summarised in Table 4.2 and destriext. The atmosphere
model is forced with annually-repeating daily mean SST adise fields, linearly in-
terpolating the daily mean values on to the atmosphere tiefe & 15 minutes. Note
that there is no representation of the diurnal cycle in eithe forcing fields or in the
atmosphere simulations. The individual daily mean clifwgizal forcing fields are cal-
culated from the coupled model by separately averaging éaglover a 20 year period

towards the end of the simulatione. averaging all firsts of January to create a mean
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Experiment name +NAO -NAO

Forcing fields Daily mean SSTs and sea ice, repeated annual cycle

(no diurnal cycle)

Forcing fields Composite wintertime SST and sea ice fields on

construction to NAO index using:

highest 10% of wintertime  lowest 10% of wintertime

NAOs from coupled control NAOs from coupled control

Ensemble members 7 7
Length (years) 30, 32,40, 40,41, 44,45 26, 35, 35, 35, 38, 39, 44
Total years/winters 272 252

Table 4.2: Design of the atmosphere-only ensembles.

January 1 forcing field for both SST and sea ice. We use daily values fitimshorter
subset of the full simulation due to the availability of therrect diagnostics and compu-
tational overheads. Although it is difficult to validate ttiaily variability against the full
simulation, the time mean NAO during this period is in a nalustate compared to the
full simulation (not shown). Subsequently, the additioaabmalous NAO-related SST
and sea ice forcing are added to the climatological forcialyi$i to create the forcing
fields for the ‘+NAQO’ and ‘-NAO’ experiments. These NAO-r&dal anomalies are esti-
mated by creating composites of wintertime (December, @gniebruary time mean)
SSTs and sea ice using the highest (+NAO) and lowest (-NA@) aDwintertime NAOs
from the whole time series, similarly to the composite cargton detailed in Section
4.2.1. Wintertime values are used as the strength of theaeship between the ocean
and the NAO is largest at this tim&¢dwell et al. 1999) but the anomalous forcing is
applied constantly throughout the annual cycle. As suahfdhcing fields are designed
to represent an ocean state that is perpetually associéted positive or negative NAO

anomaly.

The SST and sea ice anomaly fields, which were added to therdadn SST and sea ice
climatology, are shown in Figure 4.8. Note that the fieldsghobal rather than regional.
This was to avoid making arg/priori assumptions that the NAO is forced from anywhere

in particular as evidence of bidecadal variability exidtsbglly in proxy recordsNlann
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et al, 1995) and in our modek(g. Arctic sea ice, not shown). That is, we did not want
to damp any ocean to atmosphere forcing we might have sedw iattnosphere-only
simulations by removing additional — but related — non-ldoacing (see discussion
in Section 4.4). Additionally, the use of global forcing @islsignificantly simplified the
experimental design by avoiding the use of buffer regiorta/éen regions of climato-
logical forcing and anomalous forcing. However, we notd tflabal forcing may also
have limitations (see Section 4.4). Some of the key featofréise forcing fields are the
tripole pattern in Atlantic SSTs (top two panels), congisigith the NAO, and a much
stronger signal in the northern hemisphere than southenispéere. There is also a pat-
tern reminiscent of El Nio/La Nina in the Pacific Ocean, the significance of which we
discuss in Section 4.4. The sea ice fields, only shown for dnhern hemisphere, yield
a pattern of increased/decreased sea ice consistent withdecreases/increases in SST
(bottom two panels). As expected, SSTs in the NA SPG are alooisig cool associated
with a positive NAO (top left), and anomalously warm asstedavith a negative NAO
(top right). The North Atlantic SST gradient between thetsyfical and subpolar gyres
(defined as the area mean SST in 2k®xes centred at 3W, 29N and 3tW, 53N
respectively) is similar in both sets of forcing fields aD3K in the +NAO ensemble and

1.00K in the -NAO ensemble.

4.3.2 Control baseline choice

Prior to analysing the atmosphere-only ensembles, it iggfitalent to consider the choice
of baseline against which to compare the output from therehks. There are several
possible candidates for a control baseline, which are sumathin Table 4.3. These
represent a choice between using the coupled control siimjgrom which the en-

sembles are initialised, or separate atmosphere-onlylaiions, which should have a
similar background climate. Additionally, there are clesiover the time window to use,
balancing an improved signal to noise ratio from a long timees against the compu-
tational expense and/or issues with drifts in the mean.si&e compared our analysis
of the atmosphere-only ensembles against baseline optiehsn Table 4.3 and found

that the results were sensitive to the baseline choice frmtis). Given this sensitivity,
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Anomalous SST field [°C] Anomalous SST field [°C]
with +ve NAO with -ve NAO
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Figure 4.8: The anomalous SST (top) and sea ice (bottom, only shown &ntrthern hemisphere)

forcing applied to the atmosphere-only ensemble, in anldit the daily-varying climatology as described

in Section 4.3.1 and Table 4.2. Left column: Forcing fieldsoagted with the highest 10% of NAO

anomalies (+NAO). Right column: Forcing fields associatétth whe lowest 10% of NAO anomalies (-
NAO).
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we chose to use the computationally expensive, but mosstpbaseline of a parallel
set of atmosphere-only ensembles, identically forcede¢cHRAO and -NAO ensembles
but forced with only climatological forcings (Table 4.3,mber 5). Seven atmosphere-
only control ensemble members were run, with simulatiogtles of 26, 27, 27, 28, 28,
29, and 29 years, totalling 194 individual years/wintefs the 272 and 252 individual
years/winters in the +NAO and -NAO ensembles respectivelylis ensemble is here-

after referred to as the control ensemble.

Having defined the atmosphere-only ensemble experimeagdjig, and our choice of
control baseline, we now analyse the results of these erleemhllVe ask: How does
the atmosphere respond to the SSTs/sea ice associated paditi@e or negative NAO
anomaly? Does the atmosphere return a similar NAO anonmalylying ocean to at-
mosphere forcing, or return no significant NAO anomaly, i the relationship be-
tween simulated SSTs/sea ice and the NAO is due to atmosfthecean forcing? Is the
strength of the atmospheric response similar for both +NA@-&AO forcing, or is the

response asymmetric, as suggested by the coupled anal\gastion 4.27?

4.3.3 Asymmetry in atmosphere-only ensembles

4.3.3.1 North Atlantic sea level pressure response

The time mean intra-ensemble wintertime MSLP responsestatiomalous SST/sea ice
forcing is shown in Figure 4.9 for the +NAO (left) and -NAOdhit) experiments. It can
be seen that the response to SSTs/sea ice associated wihizepdAO is to return an
MSLP pattern that is also suggestive of a positive NAO (Fegdu9, left). Conversely,
the response of the atmosphere to SSTs/sea ice associdted negative NAO is an
MSLP pattern that is more reminiscent of the East AtlantitePa (EAP, the second most
dominant mode of MSLP variability in the North AtlantiBéarnston and Livezey987)
after the NAO, Figure 4.9, right). In both cases, the signahe northern NA SPG is not
significantly different from the control ensemble, relatedhe large interannual/inter-
ensemble variability in/across the control ensemble is thgion. However, defining

the NAO index as the difference in MSLP between the Azoreslesldnd does reveal a
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Control baseline

Advantages Disadvantages

1. Full =500 years
from coupled

control

Long enough to average out Simulation shows some drift in
other modes of variability. ~ SSTs/sea ice that will affect the
Coupled control uses MSLP. Background state in
3-hourly coupling so does  coupled and uncoupled modes

represent the diurnal cycle cannot be assumed the same

2. 20 year parallel

portion of coupled

Short enough to remove drift Other modes of

effects and attempts to variability/noise become

control represent the same amplified relative to the signal.
background climate as in the Background state in coupled
forced ensembles. and uncoupled modes cannot
Represents the diurnal cycle be assumed the same

3. 20 year Background climate state  Interannually varying SSTs/sea

atmosphere-only
simulation forced
by time varying
SSTs/sea ice from
parallel coupled

control

should be more similar to theice from the coupled
forced ensembles. The SST simulation may contain the
and sea ice forcing will imprint of interannual NAO
contain the effects of the variability, which may project
diurnal cycle, which exists in on to the time-mean response

the coupled control

4. Inter-ensemble

The background climate statd-orces the results to be

mean is identical to the forced symmetric
ensembles by design
5. Control Background state is the samévlany ensembles needed to get

ensemble forced
with periodic
SSTs/sea ice but
without the addition
of NAO-related
SST/sea ice

anomalies

as in the forced ensembles statistically significant results,
and effects of drift and/or ~ which are computationally
noise affecting the signal are expensive to run. No

the same in both the control representation of diurnal cycle
and forced ensembles - though this is also the case in
the anomaly-forced

simulations

Table 4.3: Advantages and disadvantages of various control basefioeeas for the atmosphere-only

forced ensembles, as described in Table 4.2.
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Figure 4.9: Ensemble mean wintertime MSLP response [hPa] to anomalSii$s8a ice forcing in the
+NAO ensemble (left) and -NAO ensemble (right, scale iredxt Stippling denotes anomalies indistin-

guishable from the control ensemble at the 90% level for atailed t-test.

significant difference between the control and the +NAO eride. The ensemble mean
NAO is 1.35hPa stronger in the +NAO ensemble than the coetisemble, with a t-
statistic of 1.86 that is significant at the 90% level. In tNA©O ensemble, the ensemble

mean NAO isnot significantly different from the control ensemble at the sdavel.

These results imply a stronger coupling between the wimierNAO and wintertime
SSTs in the positive NAO phase than in the negative NAO phékat is, anomalously
cool SSTs in the NA SPG (and associated sea ice changes) eee@bie to force anoma-
lous atmospheric circulation in this region than can anoomsgly warm SSTs. This is
consistent with the composite analysis of asymmetry withancoupled control simu-
lation in Section 4.2 in which a stronger in-phase relatip$etween cool SSTs and a
positive NAO was found than between warm SSTs and a negafi@ Whe atmosphere-
only ensembles suggest this stronger coupled relatiortshifal be due to the ocean-to-

atmosphere forcing being stronger during a positive NA@esta
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It is not clear why the coupling should be stronger in one plasnpared to the other.
Using model output from the coupled control simulation, welfthe net surface heat
flux into the NA SPG is a linear function of the atmosphereamcemperature difference
(not shown) using both annual and wintertime data. This ssigbent with the bulk
formula (e.g. Large and Yeage2004) in which the relationship is approximately linear
for small temperature differences. It is possible that tharanetries are introduced by
the interaction between the atmosphere-ocean temperdifteeence and the specific
humidity in the resultant latent heat flux. In addition, donal forcing from the tropical
Atlantic (Sutton et al. 2000) or elsewhereHoerling et al, 2001) could be important
(allowed by our experimental design) both for the manifiesteof the NAO signal and
perhaps the non-linear/asymmetrical respossdton et al.2000). The possible role of

non-local forcing is discussed in the next section and &irih Section 4.4.

4.3.3.2 Global and upper troposphere responses

The forcing fields shown in Figure 4.8 reveal a Pacific SST algraf the same sign
as the NA SPG SST anomaly. These SST anomalies co-vary satlh# anomaly
related to a positive NAO is concomitant with an SST anomalgststent with a La
Nifa episode, and similarly for a negative NAO and Efhdli To highlight the global
response, Figure 4.10 shows the ensemble mean MSLP ansimdhe atmosphere-only
ensembles (top row) along with the relative magnitudes e$¢ranomalies compared to
the control ensemble variability (bottom row). It can bersdat there are also significant
MSLP anomalies in the tropical Pacific in both ensemblessé&tae much smaller than
the MSLP anomalies in the North Atlantic and North Pacifideag but exist in a region
where the annual variability in MSLP is also much smallesuieng in relatively large
excursions from the variability described by the contrdemble (Figure 4.10, bottom).
Thus, an important open question is to what extent the @suénomalies in the NA

SPG are due to forcing from the tropical Pacific.

To investigate the relationship between the tropical Raaiid North Atlantic we analyse
the 500hPa geopotential height anomalies (Figure 4.11YhdrNorth Atlantic region

these are suggestive of a broadly barotropic response iFNh® ensemble, whereas
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there is increased baroclinicity in the +NAO ensemble, &dsmced by the large negative
height anomaly over the Labrador Sea that has little sudapeessiondf. Figure 4.10,
top right). The tropical Pacific annual variability in bothsembles is of comparable
magnitude to the annual variability from the control enskn{figure 4.11, bottom).
However, an important difference is the fraction of variépiin the tropical Atlantic
region, which is much larger for the +NAO ensemble than thr&GNnsemble. This may
be related to the increased surface response in the traocaiidlatitude Atlantic in
the +NAO ensemble, which ultimately drives the NAO anomalygdiscussion section,

next).

4.4 Discussion

It is important to clarify the actual relationship that sleoasymmetry in the above analy-
sis: In both the composites created from the coupled cositrallation (Section 4.2) and
the atmosphere-only ensembles (Section 4.3.3) we havel imdications of a stronger
relationship between SSTs/sea ice and MSLP in the posith@/Bbol NA SPG phase.
However, when compositing MSLP based on the NAO index (utiiedhighest and low-
est 10% of values, as in Section 4.2.1) we find a similar insph@lationship in both
positive and negative NAO states (not shown). That is, thepleal control simulation
suggests it is the strength of the relationship betweens&Tice and NAO that is asym-
metric, and not the strength of the NAO itself. In other woidgshe coupled control the
absolute magnitude of the positive NAO anomaly using théésg 10% of NAO values
is similar to the absolute magnitude of the negative NAO aadgrasing the lowest 10%
of values. Indeed, it is the existence of the postulamanmetrical coupling strengthat
the atmosphere-only ensembles are testing (and have fanda)ot merely the skewness

in the distribution of NAO anomalies in the coupled contiiatglation.

Some of the asymmetry in the coupling strength may arisealtietrelationship between
the North Atlantic eddy-driven jet/storm tracks and the N@&®skins and Valde4.990).
Recent work has shown that whether it is the position or stheofgthe storm tracks that

affect the NAO may depend on the timescale of the variabligng either multi-annual
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Figure 4.10: Top row: Global ensemble mean MSLP anomalies, with respeittet control ensemble, in
the +NAO (left) and -NAO (right, scale inverted) ensembbesin Figure 4.9. Stippling denotes anomalies
indistinguishable from the control ensemble at the 90%l lewea two-tailed t-test. Bottom row: As for
the top row but dividing by the annual standard deviation BN from the control ensemble, to estimate

the relative magnitude of the anomalous responses.
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or multi-decadal \Woollings et al. 2014). Our atmosphere-only ensembles are forced
with an anomalous SST gradient that is essentially equabapdsite between forcing
sets (see Section 4.3.1) but this does not preclude diffessin the precise patterns of the
resulting static stability. Indeed, it has been shown thatextratropical atmospheric re-
sponse of the North Atlantic can be forced by both the locet#ropical) and non-local
(tropical/subtropical) Atlantic SST<S(tton et al. 2000). Some evidence of this in the
present uncoupled experiments can be seen in the subtrépi@iaPa height anomalies

in both the +NAO and -NAO ensembles (Figure 4.10). In addijtihe combination of
these forcings has been postulated to add non-linearlyw#otge resulting extratropical
NAO response $utton et al. 2000) and thus represents another possible driver of the

asymmetrical coupling strength we have diagnosed.

In Section 4.3.3.2 we highlighted the asymmetrical globaponse to the global SST/sea
ice forcing. Previous work has also highlighted an asymicedtresponse of the NAO to
forcing from the tropical Pacific in an observational franoeky with a stronger relation-
ship in the +NAO/La Nila phaseRozo-\Azquez et al.2005), similar to the response we
find. Indeed, further work has linked Pacific Rossby wave hirgato the +NAO phase,
though not necessarily related to EfgiLa Niha Strong and Magnusdotti2008). The
favouring of +NAO over -NAO arises due to the preference faregyclonic wave break-
ing (Drouard et al, 2013). As such, it is possible that the MSLP anomalies (&ed t
asymmetry) over the NA SPG are driven by non-local forcirtpwaed by our experi-
mental design, which provides a tantalising link betweeradal variability in the North
Atlantic and tropical Pacific, although we also note thatehs no evidence of bidecadal

periodicity in SSTs in the tropical Pacific (not shown).

Ultimately, the root cause of the asymmetry in the couplimgrgyth between opposing
phases of the simulated decadal variability in the NA SP@ laow this translates to dif-
ferent timescales for phase reversal, has yet to be diagn@géénin the coupled system,
there are key regions in which the atmosphere is postulatpthy a role in reinforcing

or driving ocean anomalies (Figure 2.13). If the timescalfgshase reversal in the cou-
pled system are, on average, related to the anomaly magsig.d. in T500) then it is

possible that stronger coupling in the +NAO phase would,\@tage, hasten the +NAO

(cool T500) part of the cycle.
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Given the analysis in Section 4.3.3.2, future analysis endinrent framework of inves-
tigation of the NA SPG could involve further atmosphereyosimulations performed
with anomalous SST/sea ice forcing only in the NA SPG regrather than globally.
These would help to confirm that the asymmetry in couplingrgith between SSTs/sea
ice and the atmosphere does indeed oatsituin the NA SPG, or whether other, larger
scale, processes are involved. As noted, there is a trdpaaadic signal reminiscent of El
Nifio/La Nina in the forcing fields we have used (Figure 4.8). Using arogfrhere-only
model that was a precursor to the model used in this andlyssn and Scaifé2009)
found that, under some circumstances, HidNrelated SSTs could impact wintertime
temperatures in northern Europe. As such, further anatysikl probe the relative roles
of both Pacific and Atlantic forcing as well as tropical Atlienand subpolar Atlantic
forcing — the latter two having already been shown to add Inwearly to give an extra-

tropical atmospheric response over the North Atlarict{on et al.2000).

Recent work has shown that NA SPG ocean variability on tinlesogreater than 15
years can be driven by NAO-related forcingydgcking et al.2014). To further investigate
whether the asymmetry we have detected arises due to ateresphocean processes,
a parallel set of forced ocean-only simulations, givenagfforcing associated with
anomalously high and low NAO states, could be performed.s&heere not performed
here due to complications involving the most optimal wayédstore the ocean surface
salinities, which show a tendency to drift significantly wihe uncoupled modeBehrens
et al, 2013). Additionally, as noted in Section 4.2.4, there is@nger response in ocean
circulation in the NAC region associated with cool SSTs themm SSTs (Figure 4.7)
— with the anomalous circulation in this region previoushown to be related to the
geostrophic response to temperature anomalies (Sectd).20cean-only simulations
would help to elucidate whether the asymmetrical respoase & Figure 4.7 is due
to the asymmetrical coupling strength differently affagtthe ocean temperatures (and

hence geostrophic circulation), or whether it is due to psses internal to the ocean.

More broadly, the analysis we have presented in this chaptphasizes the complemen-
tary approaches of composite analysis (low DoF but no assamgf symmetry) and re-
gression analysis (high DoF but assumes symmetry, see Zdbfer further examples).

Indeed, it highlights the potential role of asymmetry in thechanism of decadal vari-
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ability presented in Chapter 2 and why linear regression gsgtric) analysis may not
always reveal the precise timescales involved. Such a aatibn of analysis techniques
could be applied to other processes in the climate systemevthere is enough data to

allow substantial sub-sampling, such as variability aisged with El Nilo/La Niha.

4.5 Chapter conclusions

We have investigated the existence of asymmetry betweearsappphases of the mecha-
nism of decadal variability in HadGEM3 that was diagnose@apter 2. This asymme-

try is highlighted through the use of composite analysi©@osed to linear regression
analysis, where the latter implicitly assumes symmetryvbet opposing phases of an

oscillation.

The coupled control simulation shows asymmetry in a varétglimate-relevant
fields in the North Atlantic subpolar gyre (NA SPG), such aamsea level pres-

sure (MSLP), surface heat fluxes, and top 500m depth avetagegzkrature.

e The asymmetry is manifest in space as a stronger MSLP anamabciated with
an anomalouslgool NA SPG rather than with an anomalousigrmNA SPG. The
asymmetry is also manifest in time as a faster reversal talegby approximately
2 years) from positive North Atlantic Oscillation (+NAO) tegative NAO (-NAO)

conditions than from -NAO to +NAO conditions.

e An ensemble of atmosphere-only experiments suggest therasiry inspaceis
related to an asymmetrical coupling strength between tkarmand atmosphere,
i.e. that anomalously cool NA SPG sea surface temperatures J8%d1$ a stronger

influence on the atmosphere than anomalously warm NA SPG.SSTs

e Although still unclear, the asymmetryiimescalesould be linked to the asymme-
try in coupling strength, given the previously diagnosde for the atmosphere in
reinforcing ocean anomalies. The timescale asymmetryatémnfully explained
by the role of anomalous ocean circulation in the North AtaQurrent (NAC)

region, which explains only a 4 month offset.
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¢ Non-local forcing from the tropical Pacific and tropical atfic cannot be dis-
counted as playing a significant role in the asymmetry. Furgtmosphere-only
ensembles, with non-local SSTs/sea ice relaxed to climgypwould help to re-

solve this issue.

This analysis has highlighted the potential role of the asgtnical evolution of anoma-
lies in the NA SPG in HadGEMS3. The asymmetry between the ¢ovlwf, for example,
MSLP anomalies, can lead to significantly different timéss#up to 2 years difference)
in opposing phases of the variability. As such, it furtheghiights the need for multi-
century control simulations when investigating simuladedadal variability to allow for

the low-DoF asymmetrical analysis we have presented.

We have previously diagnosed a range of processes that pogtant to the NA SPG
decadal variability in HadGEM3 and tested them againstmiasiens revealing varying
degrees of agreement (Chapter 3). In the next chapter wesdismw robust and pre-
dictable are various elements of the proposed mechanisnp{@tta) before moving on

to try and draw broader conclusions across many more mau€lbapter 6.




Chapter 5

Examining initial condition ensembles
as a means of testing the mechanism of

decadal variability

5.1 Introduction

In Chapter 2 we diagnosed the mechanism of internal decadabilay within the North
Atlantic subpolar gyre (NA SPG) in HadGEMS3. In this chapter iwvestigate whether
specific phases of the decadal variability are more or Idasstdhan others, using as our
experimental apparatus a set of initial condition ensembAglditionally, given that this
model, or a version thereof, will provide the basis for seasto decadal prediction at the
Met Office Hadley CentreMacLachlan et al.2015) for the forthcoming years it is also
appropriate to begin to test whether the diagnosed vaitiabdn contribute to increased
predictive skill. As such, we begin with a brief review of déal prediction and the
motivation for our initial condition ensembles in sectia2.5In Section 5.3 we describe
the initial condition ensemble experimental design befwesenting some results for the
NA SPG in Section 5.4, both generally and for some of the §ipgmiocesses noted in
Chapter 2. We discuss our findings in the context of the siradlatechanism of decadal

variability (Chapter 2) and comparisons against obsemat(€hapter 3) in Section 5.5
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before presenting chapter conclusions in Section 5.6.

5.2 Brief review of decadal prediction

Decadal climate prediction aims to provide useful inforioratfor society on, for ex-
ample, near-term atmospheric temperature and precitatianges on regional scales
(Meehl et al, 2009). The skill and/or predictability (defined next) oéde predictions
may well arise from oceanic processes due to the long memdheiocean, particularly
the deep ocearDelworth et al, 2007). Therefore, understanding whether simulated
ocean variability is realistic (see Chapter 3) is importamrider to assess the reliability
of decadal predictions. When evaluating the performanceddcadal prediction sys-
tem, one can test it against real-world observations (wiguang difficulties relating to
the procedure for assimilating the real-world statlagnusson et al.2013) and initial-
isation shock) or against itself in a ‘perfect model’ franoelv (Hawkins et al. 2011).
Given its relative simplicity, and that we also aim to test tbbustness of various parts

of the decadal variability described in Chapter 2, we usedtterlapproach.

The potential ‘skill’ of a prediction of a climate variablege Chapter 1, Section 1.2.2.1)),
such as European surface air temperature, can be assesseddel framework by con-
ducting multiple ‘Initial Condition’ ensembles, each withultiple ensemble members
(Collins, 2002). Here, a set of parallel simulations begun at melphrt dates initialised
from some control simulation are performed and their evofuat a given lead time is
compared to the control evolution. The control simulatiepresents the target, or ‘truth’
— in this analysis the simulation described in Chapter 2 isctir@rol simulation. The
better the anomalies (from some time mean) in the parahelisitions match the con-
trol simulation anomalies, the higher the anomaly cori@tetoefficient (ACC, skill). In
addition, each start date is made up of multiple ensemblelbeesto attempt to average
out the noise and retain only the predictable signal. Entemiember generation can
be complex Karspeck et a].2013;Ham et al, 2014) but in the present experiment we
choose to simply apply a bit-level perturbation to the atphese model restart files af-

ter Dunstone et al(2011). The ACC, which is a function of lead time, is given by the
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following formula (modified fromCollins, 2002), where a value of 1 represents perfect

skill, and a value of O represents no skill:

D0 0 D (g (1) = T(8) (i () — T (1))
e ity Y (g (1) = T(1))?

ACC (t) (5.1)
wherex is some climate variablg, represents the individual start datéé (otal), i rep-
resents each ensemble memb#r total), andk represents the ‘truth’, which is taken to

be each ensemble member in tu@o(lins, 2002). The grand ensemble meanis given

by:

N M

71) = 1 0 9w (1) (5.2

=1 i=1

In addition to the ACC, another useful measure is the prognpstiential predictability
(PPP,Pohimann et al.2004). This relates the amount of variability across theeemn
bles and ensemble members at a given lead time (for exampéarlto the interannual
variability of the control simulationife. the annual standard deviation in the detrended
control simulation). As such, it diagnoses lead times whieeeensembles remain more
tightly constrained than the control simulation, suggesthat there is some useful con-
straint provided by the initial conditions in these periodsor the PPP, a value of 1
represents an ensemble with no intra-ensemble variandeg aalue of O represents an
ensemble with the same intra-ensemble variance as existgtitime in the control sim-
ulation. The PPP, as a function of lead time, is given by thieiang equation (notation

modified fromPohlmann et al(2004) to be consistent with the above):

m Z;V:1 Ziv; (xij (t) — jj(t))Q

PPP(t)=1-—

(5.3)

o

wherez; is thejth ensemble mean and is the variance of the particular climate variable
throughout the control simulation (detrended as approgridhe PPP is complementary
to the ACC. For example, one can imagine a situation where thalnes in the ensem-

bles are of the same sign as the control simulation but witisiderable spread across
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the ensemble members — a high ACC but low PPP, possibly indgcatsignal-to-noise
problem. Similarly, one can also imagine a situation wheeednomalies in both the
ensembles and control are spread tightly around zero agpwielding a low ACC but

high PPP (if the variability is normally much larger).

Finally, in addition to the ACC and PPP, we also define a newxntlee concatenated
anomaly correlation coefficient (CACC), to allow us to investeythe relative skill in
different subsetof start dates/initial conditions. This is defined simyarb the ACC

but to offset the effect of reducing the number of start déateses multiple lead times
to build the correlation. As such, the CACC is not calculatadefach lead time but is

sensitive to the lead time$’] incorporated:

P N M — _
Zl:l Zj:l Zi:l Zk;&z (ijl - xcacc) (xijl - xcacc)
P N M — 2
D1 Zj:l D ic1 Zk;ﬁi (Zkjt — Teace)

CACC = (5.4)
where the notation is as previously ahgpresents the (not independent) lead tintes (
total) whilst V is reduced to investigate the skill for groups of start dasgsarately. The

grand ensemble meah,,.., iS given by:

1 N
Tegee = m Z Z Z Tiji (55)

I=1 j=1 i=1

The CACC is a measure of where the ensembles and ensemble nsesnblee similarly
in time. However, whereas multiple start dates can be assunaependent (if well
separated), multiple lead times cannot, which reducestétistical power of this index.
Nonetheless, given the few start dates available to us (sego8 5.3) this metric at
least provides an indication of how various sets of initi@hditions compare. Finally,
we limit our analysis to these relatively simple and inugtmetrics but note that there
are many alternative methods of quantifying skill. Theseaften more appropriate for
verification against real observations (rather than in &pemodel framework) or for

analysis of discrete rather than continuous variablésigel et al. 2007).
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5.2.1 Motivation for an initial condition ensemble

Our motivation for conducting investigations with init@dndition ensembles is twofold.

Firstly, we aim to investigate in more detail which of therents of the mechanism
of simulated decadal variability in HadGEM3 are more roliban others by choosing
initial conditions with large anomalies in a variety of setions within the NA SPG
(Goal 1). That is, to what extent are different phases of the vdrigbnore or less
susceptible to random fluctuations that can create or deapparently low frequency
modes. This question is not easily answered with lagge@ssgin analysis (as presented
in Chapter 2) that inherently post-rationalises the sinealatariability. For example,
Wittenberg et al(2014) described how simulated, unforced, large decadalhifity in

El Nifo, which one might expect to be predictable in a perfect mivdmework and to
provide skill to — or drive variability in — other climate imckes, showed very little (if

any) predictability at all.

Secondly, we aim to begin to analyse the predictability ab@@ristics of this model,
noting its potential future use in seasonal to decadal &stry (MacLachlan et al.
2015, Goal 2). Although this analysis is in a ‘perfect model’ frameworkhere the
target ‘truth’ is not reality but the model control simutat), we aim to combine it with
our analysis of observed constraints on the simulated é¢eadability (Chapter 3) to
discuss the potential real-world predictability. In thexngection we describe the design

of our initial condition experiments.

5.3 Initial condition ensemble — experimental design

To determine the instances from the control simulation ®assinitial conditions for our
ensemble experiments we first define some broad indicesithabacapture particular
phases of the simulated decadal variability. Given theelargtical extent of the decadal
mode in the NA SPG (Figure 2.9) we use depth average tempesaiuer the top 1000m
(T1000). Additionally, given the differing processesf@iscales associated with differ-

ent stages of the variability (see Figure 2.13) we defineceslin three locations: the
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Figure 5.1: Time series of detrended (high pass filtered to remove pegoeater than 70 years) top 1000m
depth averaged temperature (T1000) in three regions witieifNorth Atlantic subpolar gyre. These are a
region in the East (10-28V, 50-57N, black), a region in the North at the entrance to the Lahr&da
(37-52W, 57-63N, green), and a region in the South in the North Atlantic Ent(50-65W, 35-40N,
pink). Regions are marked on Figure 5.2. The model year ofrtheimum and minimum values of the
detrended time series are denoted by the vertical linesisYeavards the beginning of the time series are
truncated due to the unavailability of model restart filesryithis time. Data at either end of the time

series are ignored due to the end-effects of the detrending.

East (10-25V, 50-57N), the North (37-52W, 57-63N), and the South (50-8%V,
35-40N). Time series of the T1000 interannual variability in theegions are shown
in Figure 5.1. We find both the maximally positive anomaly anaximally negative
anomaly for each index, resulting in a total of six sets ofiahiconditions/start dates.
Each of these is comprised of five ensemble members (plustiiteot— see below) and
run for five years, amounting to a total of 150 years of modegration in addition to
the control simulation. Ensembles are initialised on Dewent! (note that the model
year runs from Decembefto November 3t by convention). Bit-level perturbations
are applied to all fields in the atmospheric component of éiséart files for each ensem-
ble member to provide the initial seed for the subsequenttahavolution. We present

annual means unless otherwise stated.

In the present analysis we use an idealised framework inhwthie model control simu-
lation provides the ‘truth’ that a set of short simulationgwperturbed initial conditions
aim to recreate. Therefore, for a given start date, the geiohe control simulation that
is parallel to this ensemble can be considered to be merethanensemble member.
Thus, when computing the ACC and PPP, we include this additiemsemble member

to increase the robustness of our statistical estimateshE®CC, this is achieved by us-
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ing a resampling technique, aft€ollins (2002), which treats each ensemble member in
turn as the ‘truth’ (Equation 5.1). For the PPP, we merelydase the effective ensemble

size by one member, aft€ohimann et al(2004, Equation 5.3).

It can be seen from Figure 5.1 that some of the initial coadgiare not well separated
in time, due to the co-variability of the East, North, and aundices. We chose not to
manually interfere with our algorithm for selecting thetiai conditions but note that the
effective number of independent start dates may be clodeutahan to six. However,
it should also be noted that it is not always the same pairadites that are adjacent
(cf. the East and North indices around model year 290, and theaBdsbouth indices
around model year 380, both of which are separated by onlyagsyeIn addition, the
spatial structures of these nearby start dates are not udlyionore similar than other

well separated start dates (Figure 5.2). This is discuss#itefr in Section 5.5.

The annual mean T1000 anomalies from the control simuldtiothe year that ends at
the initialisation of the ensembles are shown in Figure A& use annual means for
simplicity when searching for anomalous phases of the ranitiual/decadal variability
but note that, as the model is initialised from a single pwirttme (or more precisely at
two adjacent time-steps due to the specifics of the numesata@me), these are not the
precise initial conditions. It can be seen that all theahitonditions show to some degree
a dipole between the northern and southern halves of the N& @Rcussed in Section
5.5) and that the sign of the anomaly in the eastern and martkegions is generally the
same (consistent with the short timescales linking the kitad decadal variability in
these regions, Section 2.4.2). The apparent similarity arfiyrof the initial conditions is
related to our first goal of investigating which elementshefdecadal variability are most
robust but is not optimal for general assessment of the giaddllity characteristics of the
NA SPG, for which a more complete sampling of parameter spaced be preferable
(though we note this is also limited by available computiegaurces). Nonetheless,
within the limits imposed by the available resources andltred aims of the experimental

design, we next present our analysis of the initial condidasembles.
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Figure 5.2: Maps of the control simulation annual mean top 1000m depthaaed temperature (T1000)
anomalies prior to the initialisation of the model ensermbl&nomalies are with respect to the parallel
control low frequency variability (low pass filtered to remeoperiods shorter than 70 years) to highlight
their magnitude relative to neighbouring years. The statésl are chosen using filtered time series as
shown in Figure 5.1 (vertical lines). There are six initiahdition states, representing anomalously warm
conditions in the East subpolar gyre (SPG, a), North SPGafa),South SPG (e), and anomalously cool
conditions in the East subpolar gyre (b), North SPG (d), amattSSPG (f). Also highlighted is whether

the majority of the central subpolar gyre is warm (a, c, f,ti#es) or cool (b, d, e, blue titles).
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5.4 Results

In this section we present the results of our initial comaitensemble experiments, be-
ginning with the general evolution of the NA SPG (Section.B.defore analysing the
skill and predictability in different regions (Section 2)and finally in specific processes

related to the simulated decadal variability (Section3.4.

5.4.1 General evolution

To characterise the general evolution of anomalies irsedlin each of the eastern, north-
ern, and southern NA SPG regions we show the normalised détsemean T500 anoma-
lies relative to the low frequency variability in the longntool simulation (Figure 5.3).
Each of the panels comprises two initial conditions (pesitind negative anomalies)
that each consist of five ensemble members as well as thdgvg@ition of the control
simulation, making a total of twelve fields over which we cargthe mean anomaly
(multiplying the negative anomalies by minus one). At t=high denotes the annual
mean anomaly for the first full year), the location of the oggin which we maximised
the anomaly values in the control simulation (Figure 5.3) stll be seen, with large
anomalies in the eastern NA SPG when initialising based apddast index (Figure 5.3,
left column) and similarly for northern and southern regiomn addition, for the East
index, there are already large anomalies in the north and eiébe NA SPG, which
are consistent with the fast timescales linking the deceat#hbility in these two regions
(note though that these timescales will both influence thirrondition anomaly (Fig-
ure 5.2) as well as the subsequent evolution of the inigdlisnomalies — see further

discussion of this in Section 5.5).

For increasing lead times, the location of the maximum p@se&nomaly (normalised
by the interannual variability) for the East initial condis spreads from the east into
the Labrador Sea region (Figure 5.3, left column) whilst ldeation of the maximum
negative anomaly spreads from the NAC region into the ea®ér SPG. The relation-
ship between positive anomalies in the Labrador Sea andinvegaomalies in the NAC

region (and subsequently the eastern NA SPG) is furthetiglglkd by the North initial
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Figure 5.3: Annual mean top 500m depth averaged temperature (T500jndahsenean anomalies with
respect to the long-period variability in the parallel gohsimulation (low pass filtered to remove periods
less than 70 years) as a function of lead tirag(At=1 is the annual mean over the first full year) for the
East (left column), North (middle column), and South (rigatumn) initial conditions. Pairs of anomalies
for each region are combined by subtracting the cool anoffnahy the warm anomaly and dividing by
2. Anomalies are further normalised by dividing by the dediesd control annual standard deviation to

highlight the relative magnitude of the ensemble mean $iggrapared to the annual variability.
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conditions (Figure 5.3, middle column). For this set ofialiconditions negative anoma-
lies in the NAC region appear to follow positive anomalieghe Labrador Sea region
by a few years, whilst negative anomalies located more tsvére centre of the NA
SPG appear in-phase with the same Labrador Sea anomaliesdiffrence between
the locations of negative anomaly responses may suggeshehaature of the negative
feedback between Labrador Sea and NAC anomalies (desdnil8zttion 2.4.6) is sen-
sitive to the precise location of the anomaly in and aroued_tibrador Sea, which would

likely further affect the timescales for phase reversal.

Finally, the South initial conditions (Figure 5.1, rightlemn) show a strong NAC anom-
aly that appears to gradually propagate into the eastern R&. otably, at t=1, the
location of the maximum negative anomaly for the Southahitonditions is not centred
in the Labrador Sea but located approximately evenly batvlee locations of maximal
positive anomalies at t=1 for the East and North initial dbads, further suggesting
some nuance as to the precise centres of action linking eroréind southern NA SPG

variability via the diagnosed negative feedback (Sectidngl.

The ensemble mean evolution of anomalies is an instructisedrder method of ana-
lysing the initial condition ensembles and the possiblgediinces relating to the location
of the largest anomalies in the initialisation. Howeveltisihot clear from the ensem-
ble mean evolution to what extent individual ensemble membeolve similarly and to
what extent the ensemble mean evolution merely represatamped response to large
anomalies and/or regression to the mean (zero anomalyjgimd5.4 we plot an index of
T500 variability throughout the NA SPG and the associated ABECPPP scores for this
index. Consistent with the large signals seen in the ensemmdxée evolution (Figure 5.1)
the initial condition ensemble members (Figure 5.4a, blangs) often appear to evolve
similarly to the control simulation (Figure 5.4a, red lire) for example, the warming
around year 290 and the cooling around year 380. Despitegiien the autoregressive
characteristics of the control simulation, the ensemblamevolution (averaged over all
start dates and all ensemble members) is not more skilfal daanped persistence (cal-
culated afteiBoer (2000)) for lead times greater than 2 years (Figure 5.4, lmwever,
there are some important caveats to this estimate of the AGS§llyFieven including alll

start dates and ensemble members together, the uncemainiys ACC score is likely
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still quite high. Secondly, note that our NA SPG index is begw 45-69N, to try and
capture the general skill associated with the NA SPG. Howewsscan be seen from Fig-
ure 5.1, at lead times of t=3—4 years the NA SPG is in a sometsduasitional phase,
which results in the basin-wide ensemble mean T500 anonwhginear to zero and
thus reduces the correlations (assuming that the enserabnge at these lead times
continues grow, as indeed implied by Figure 5.4, c). This o@yribute to the apparent

recovery of skill at lead times of five years.

From the ocean, any transmission of skill to — or impacts ontrogpheric variability,
such as the NAO or precipitation over Eurofeifton and Hodsqr2005), must take place
at the ocean surface. As such, we also show the skill andgtaddity in NA SPG SSTs
in Figure 5.5. The variability (Figure 5.5, a), and lead tiswlution of skill (Figure
5.5, b) and potential predictability (Figure 5.5, c) areywsimilar to the depth averaged
temperatures. Nonetheless, for all lead times the absefltes of skill and potential
predictability are slightly lower than for T500, consistevith a role for the subsurface
ocean in providing some of the skill/predictability in TS0®Related to this, there is
less autocorrelation in the SSTs and so the damped perssieadel becomes easier
to improve upon, resulting in skill and predictability in BSthat is better than damped
persistence at broadly similar lead times as for T500. Heweve note that the dip and
subsequent improvement in skill, which results in poorlskiSPG T500 at lead times
of 3—4 years but an improvement thereafter (Figure 5.4 stghifted forward by a year
for SSTs (Figure 5.5, b), occurring at lead times of 2—3 ye@hss could imply that 1)
some of the skill in the subsurface ocean originates at ttfacj possibly driven by the
atmosphere (see Section 5.4.3.3), or 2) that the propagBhif0 anomalies exhibit some
shear such that any transitional phase of the variabiliygeh above) occurs at the surface
before the subsurface. However, as also noted above, sifiatedces between ACC

scores are likely sensitive to the limited number of statésland ensemble members.

Given that there appears to be some (limited) skill in prigaithe simulated evolution of
basin-wide NA SPG T500 we now present the spatial structutfeisskill to investigate

in which regions this skill arises.
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Figure 5.4: a) Time series of annual mean detrended (high pass filtenemhtove periods longer than 70

years) top 500m depth averaged temperature (T500) in thih Malantic subpolar gyre (SPG, 45-8%,

red) truncated to highlight the initialisation dates (gréiees) and ensemble members (black). Ensemble

members (and control) detrended by removing the low frequéperiods longer than 70 years) part of

the parallel control time series and all predictability esocalculated using detrended data. b) Resampled

anomaly correlation coefficient (ACC, purple with squaregulated afteCollins (2002) and an estimate

of the ACC for damped persistence (black). ¢) Prognostiem@il predictability (PPP, purple with squares)

calculated aftePohlmann et al(2004) and an estimate of the PPP for damped persisteno&)blzamped

persistence calculated aft@oer (2000).
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Figure 5.5: As Figure 5.4 but for sea surface temperature (SST).

5.4.2 Regional skill and potential predictability

In Figure 5.6 we show the resampled anomaly correlation allestart dates and en-
falls away rapidly in the eastern and southern subpolar gwgra t=2 onwards but in
the western subpolar gyre, and in particular the centratdddr Sea and Irminger Sea
(south of Greenland), the skill remains above r=0.6 up toiaaldiding a lead time of 4
years. There is also considerable skill north of IcelanchenNordic Seas. It is notable
that both of these locations are where the model mixes shaia deep water during

convection, and so the skill may arise from the mixing up ofwy varying deep water
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(Alexander and Desef995). In addition, between t=2-5 it is possible to see an af
relatively high skill (compared to its surroundings) apgdly propagating from the NAC
region eastwards and northwards, consistent with the dssghmechanism of decadal
variability in which heat content anomalies propagate glitis path (see Section 2.4.4).
Unfortunately, it is not possible to separately assess kilepgovided by initialising
based on the three regions as the ACC score relies on multgstedsites. The theoreti-
cal ACC score increases with the number of ensemble membets,aumaximum level
given an infinite number of ensemble membaisi(phy, 1990), with the number of start
dates increasing the confidence in that ACC score. Nonethéléspossible to estimate

the PPP for individual (or pairs of) start dates.

Although the PPP cannot explain which, if any, start dateside more skilful predic-

tions (our second goal) it can give some clues as to wheth&cyplar sets of start dates
provide more coherent (across the ensemble) variabilitys ould then be interpreted
as evidence of whether particular elements of the mechaniisimulated decadal vari-
ability are more robust than others (our first goal). In Fegbr7 we show the evolution
of PPP for pairs of initial conditions based on the East infégure 5.7, left column),

the North index (Figure 5.7, middle column), and the Souttein(Figure 5.7, right col-

umn). It can be seen that initialisation based on large ahesm the East provides
high potential predictability in the northern NA SPG afteyéars, and more so than ini-
tialisation based on large anomalies in the North. Indeed,laad time of two years,
the largest PPP signal based on the North index is in theaqibél gyre, which is also

true for initialisation based on the South index. Howeveis similarity is not neces-
sarily unexpected, given that anomalies in the North indek $outh index (of opposite
sign) occur at short lags (Figure 2.8). One possible redsarifie potentially predictable
signal spreads into the subtropical gyre is that the an@®alifect the mean circulation
here and may thus remain large (but for only a few years) vasetfee link between the
NAC and the eastern subpolar gyre is in part due to the anarsaoculation, which

involves longer timescales and traversing along the igyee-boundary. Indeed, the low

predictability inter-gyre boundary can be clearly seenfierSouth index at t=1.

Although the spatial maps suggest limited predictabilityimescales longer than two

years, this does not preclude longer timescale poteneaigiability for broader regions
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Figure 5.6: Annual mean top 500m depth averaged temperature (T500npsd anomaly correlation

coefficient (ACC,Collins, 2002) for all start dates as a function of lead time (years).
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Figure 5.7: Prognostic potential predictability (PPP) in annual megn300m depth averaged temperature
(T500) for initial condition ensembles based on: an eastehpolar gyre index (left column), a northern
subpolar gyre index (middle column), and a southern sulbpggic index (right column), as a function of
lead time (years). Each column represents the combinatianpair of ensembles describing anomalously
warm and anomalously cool states (in each region) from tta¢ o6 6 initial condition ensembles. Green

boxes highlight the region from which the initial conditwere chosen.
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Figure 5.8: Prognostic potential predictability (PPP, purple) in ammmean top 500m volume averaged
temperature measured in the eastern subpolar gyre (1@+Z®H-57N, a), northern subpolar gyre (37—
52°W, 57-63N, b) and southern subpolar gyre (50285 35-40N, c). The PPP is calculated for pairs
of ensembles describing anomalously warm and anomalowslystates (in each region) from the total
of 6 initial condition ensembles, as in Figure 5.7. Theseaapair of ensembles based on large eastern
anomalies (solid), northern anomalies (dotted), and swathnomalies (dashed). In addition, the ensemble
pair ‘upstream’ of the measurement region (according teimellated mechanism of decadal variability in
the North Atlantic subpolar gyre, see Figure 2.13) is higiiéd with grey shading. The PPP for damped

persistence (calculated separately for each region) isrsioblack.

— for example, to average across the circulation-drivert traasport anomalies in the
NAC region. For simplicity, we choose to measure the poatmredictability of top

500m volume averaged anomalies in each of the regions thatsseused to create the
initial conditions (Figure 5.8). Over the broader eastagion (Figure 5.8, a), we find
that the PPP generally remains greater than that expedesddamped persistendes.

the ensembles remain better constrained than the innataimual variability (estimated
from the control simulation). Initialisation based on ader in the same East region
gives the greatest predictability, but initialising ‘ugem’ in terms of the mechanism of

simulated decadal variability.€. in the South), also gives high predictability.

Similar to the above, measuring the PPP over the North reg@iigure 5.8, b) also sug-
gests that initialising based on an index upstream in thé BASSPG gives high pre-
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dictability. Interestingly, the initialisation based on & situ North index gives pre-
dictability worse than damped persistence. It is posshdéthis is an artefact of the heat
content anomalies in the measurement (and initialisatiotgx being strongly domi-
nated by the northern boundary currents (see Section 2ddbhus the initial condition
ensembles based on large anomalies here may also capygeedaiability (for example,
if the temperature/potential vorticity anomalies inteérarongly with the circulation),
resulting in large ensemble spread, compared to more guiesmes when the temper-
ature anomalies are smaller and so the intra-ensembledsigr@dso small ¢f. initial-
isation based on East or South temperature anomalies,eFig8b). In contrast to the
North measurement region, the South region shows ingitadis based on large North
anomalies gives the highest potential predictability (ifgg5.8, c). Once again this high-
lights a preference for the upstream region. However, wéi@athat the limited size
of these ensembles mean that it is difficult to quantify tlaistical difference between

these upstream or downstream PPP scores.

In summary, across all three measurement regions, isditabin based on large anomalies
upstream of the measurement region gives the highest {twicgecond highest (once)
potential predictability. Overall, this suggests that maties seem to spread around the
NA SPG consistent with the mechanism of decadal variakilégcribed in Chapter 2.
However, it should also be noted that this is also consistéhtjust the mean circulation
pathways, given that the NA SPG is a cyclonic gyre. We disthissfurther in Section
5.5.

5.4.3 Skill and potential predictability in important processes

Given that there is some skill (ACC) and potential predictgbilvithin the NA SPG
on both broad and regional scales we now investigate sonteegirbcesses previously
shown to be important for the negative feedback in the décadde, as well as whether

the ocean predictability shows any link to the North Atlar@scillation (NAO).
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5.4.3.1 Labrador Sea deep water formation

In Chapter 2 we suggested that the negative feedback betvadeador Sea temperatures
and those in the NAC was also linked to deep water formatioWfpin the Labrador
Sea, which mixes down the surface signal. Additionally, DWEhie Labrador Sea could
project on to longer timescale variability via its effect thhe Atlantic Meridional Over-
turning Circulation (AMOC, Pohlmann et al.2013). Figure 5.9 shows the time series
and ACC and PPP scores for wintertime mixed layers in the Idair&ea. The inter-
annual autocorrelation is low, resulting in low ACC and PR#rfrdamped persistence
(Figure 5.9, b, c, black lines), which the initial conditiensembles are able to beat. De-
spite this, at lead times longer than two years the ACC and P&Reay low, although
the ACC increases again at lead times greater than four ysargaly to the ACC for
T500 and SST across the NA SPG, Figures 5.4 and 5.5). We atsthfih the previous
winter provides greater skill (the autocorrelation betweenters in the control simula-
tion is 0.42) than the previous autumn season (r=0.30). Massuggest that some of the
interannual memory is related to the subsurface storageeaathergence of anomalies
(Alexander and Desef995).

5.4.3.2 Dynamic height gradient between Labrador Sea and Ndn Atlantic Cur-

rent

Similarly to convection in the Labrador Sea, the dynamighegradient between the
Labrador Sea and North Atlantic Current (NAC) was postulatelet important for the

phase reversal of decadal variability. In Figure 5.10a wasthe interannual variabil-
ity in the control simulation for a dynamic height index defihidentically to that used
previously (Chapter 2, Section 2.4.6 and Figure 2.12), a$ agethe evolution of the

initial condition ensembles. Although we use an annualxnofethe dynamic height

there is little autocorrelation in the control simulatievhich results in low estimates of
the skill or predictability expected through damped péesise. As such, both the ACC
(Figure 5.10, b) and PPP (Figure 5.10, c) remain higher tleanped persistence for
the first four years. The skill shown by the initial conditiensembles is larger for the

dynamic height index than wintertime convection (mixedelasy Figure 5.9b) at com-
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Figure 5.9: As Figure 5.4 but for wintertime (December to February isgla) mixed layer volume in the
Labrador Sea (50-60V, 55-62N). The damped persistence model is based on wintertimednaxer

volumes {.e. the first lead time is 9—12 months rather than the 0-3 monttthéadnitialised ensembles) as

the previous winter provides greater skill (r=0.42) tham pinevious season (autumn, r=0.30).
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Figure 5.10: As Figure 5.4 but for the dynamic height (DH, relative to 5Q@fifference between the south-
ern edge of the extended Labrador Se& [and the North Atlantic Current (NAC, 381) at 47.5W, i.e.

the same index as used in Chapter 2, Figure 2.12.

parable lead times, perhaps suggesting that the dynangbthadex also encompasses
skill from other sources. For example, in Section 2.4.7 wieeadhe potential role of the

atmosphere in reinforcing the dynamic height gradient.thigrreason, as well as for its
climate/societal relevance, we conclude our analysis efifip processes by looking at

the skill and predictability in the wintertime NAO index.
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5.4.3.3 The North Atlantic Oscillation (NAO)

The NAO index computed from the control simulation showsyJgtle autocorrelation
(Figure 5.11, a), which can also be seen in the mostly whitetspm in Figure 2.4c (de-
spite the spectral peak at 16/17 years). In addition, ovesik sets of initial conditions
and all ensemble members there is little evidence of skpldential predictability at lead
times longer than one season. This is also true for an anrA@liNdex (not shown) and
indeed there is little skill or predictability in wintertieor annual mean sea level pressure
anywhere in the North Atlantic (not shown). Nonetheless,skill at a lead time of one
season (r=0.34, Figure 5.11, b) is suggestive of a link betmecean and atmosphere,
although the PPP is very low even at this lead time (Figuré,=}, indicating that the
spread across the ensemble is already approaching thealgiaal annual variability

in the wintertime NAO.

In addition to the PPP for the full set of six initial conditi®, we also group the ensem-
bles by whether they are initialised with an anomalouslymvar cool northern NA SPG
(see Figure 5.2). The PPP for the full ensemble is the lingaraf the PPP for the warm
and cool subsets (Figure 5.11, c). It can be seen that theRf@®Ifor the full ensemble
is primarily due to the warm set of initial conditions, whasethe cool initial conditions
give higher potential predictability, although there isismlerable spread across the en-
sembles. This result is consistent with the analysis in Givapin which we suggest a
stronger coupling between ocean-atmosphere in the coolf@Bi@ve NAO state than in
the warm SPG/negative NAO state. This increased couplneggth appears to result in
increased predictability in the NAO index when the subpglae is anomalously cool
(i.e. positive NAO), as opposed to when it is anomalously ware (hegative NAO).
However, as noted previously, it is not possible to reliaddgess the skill (ACC) of sub-

sets of ensembles, given the limited number of start dates.
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Figure 5.11: As Figure 5.4 but for the wintertime (December to Februacjuisive) North Atlantic Oscilla-
tion (NAO) index (defined as the difference between meanesed pressure over the Azores and Iceland).
The damped persistence model is based on seasonal (autumimeo) autocorrelation. In addition, the
prognostic potential predictability (PPP, c) is furthepaeted into sets of initial conditions where the
majority of the northern North Atlantic subpolar gyre is t@aue) or warm (red), with individual initial
conditions also shown (dotted). With respect to Figure &am initial conditions correspond to spatial

maps (a), (c), and (f), and cool initial conditions to spatiaps (b), (d), and (e).
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5.5 Discussion

In this section we begin by summarising and discussing tlggnsrof the predictability
diagnosed in our initial condition ensemble experiment® tihén discuss the relation-
ship between these experiments and our previous analytie ehechanism of internal
decadal variability in the NA SPG (Chapter 2) and the plaligiof various elements
of that variability given the available observations (Cleay®). We conclude with some

suggestions for future work in this context.

The limits on — and sources of — predictability in the NA SPGegr to vary with

the process that supplies the potentially predictableatdity in a given region. For
example, between the Labrador Sea and NAC the dynamic hgiigtlient suggests skill
at lead times of up to three years (Figure 5.10), explainmmes of the ACC in the
southern NA SPG (Figure 5.6). However, in the eastern NA SR&SACC and PPP fall
away more rapidly (Figure 5.6). This could be related to thpartance of circulation
variability in this region, which has much more interannuaiability than temperature
(not shown) and perhaps requires a larger ensemble set toreapAlternatively, this

region could represent one area in which atmospheric véityabrives the NA SPG

decadal variability (via the provision of white noise farg), although this is far from

certain.

In terms of the three measurement regions we have definet] f@sh, South), the re-
maining question concerns the origin of the high ACC (Figuf® &nd PPP (Figure 5.8,

b) in the North region. To investigate this, we estimate thecatenated anomaly corre-
lation coefficient (CACC, see Section 5.2 and Equation 5.4) &nspof start dates based
on large anomalies in each of the East, North, and Southnmredfeigure 5.12). When
initialising based on large eastern temperature anom@igare 5.12, a), the CACC sug-
gests coherent evolutighrough timeof the eastern subpolar gyre as well as the northern
boundary, consistent with an important role for the meaoutation advecting anoma-
lous temperature anomalies. That is, the skill in the Noetlion appears to arise via
initialisation of upstream anomalies that are then trartspadby the northern boundary

currents.
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Figure 5.12: Concatenated anomaly correlation coefficient (CACC, asrdesd in the text) in annual
mean top 500m depth averaged temperature (T500) for iciviatlition ensembles based on: an eastern
subpolar gyre index (a), a northern subpolar gyre indexa(il, a southern subpolar gyre index (c). Each
map represents the combination of a pair of ensembles desg@nomalously warm and anomalously
cool states (in each region) from the total of 6 initial cdiwl ensembles. Green boxes highlight the

region from which the initial conditions were chosen.

A similar approach can be taken for the North (Figure 5.12yrf8§outh (Figure 5.12, c)
regions. For the North region, there appears to be littlecet evolution of temperature
anomalies through time. Despite this, for both the centedirador Sea (just south of
Greenland) and northern edge of the NAC (east of Newfoudlldre temporal evolu-
tion (CACC) is larger than when initialising based on anomalhethe East and South,
consistent with initialisation of the northern edge of thyamamic height gradient and a
subsequent response at the southern edge (Figure 5.10ethHétass, the low CACC
(compared to values of-0.6 in for the East initial conditions) suggests the ensembl
members become increasingly decorrelated within the 5 yadlow (recall that the
CACC score is a function of the total lead time). Similarly,réhare also limited regions

of coherent evolution in the South ensemble within the easié SPG (Figure 5.12, ¢),
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although these are once again notably downstream of therrégim which the initial

conditions were chosen.

In general, initialisation based on large anomalies upstref the region of interest re-
sults in the highest potential predictability (above assyand Figure 5.8). In this sense,
‘upstream’ both describes the spatial evolution of vatigbassociated with the diag-
nosed mechanism of decadal variability (Chapter 2) as welthasyclonic nature of
the NA SPG. Ultimately, the question is to what extent anyegipropagating anomaly
within the NA SPG is representative of either 1) the diagdasede of decadal variabil-
ity (that involves propagation along the mean circulatiathgvays), 2) another mode of
variability at shorter or longer timescales, or 3) noisegwnospheric forcing unrelated
to the diagnosed decadal mode). The PPP shown in Figure §g@sts at least some of
the signal is not merely due to noise, and the analysis w8keiction 5.4.3 supports some
role for the previously diagnosed mode of decadal varigbibut what fraction remains

unclear.

In our ‘perfect-model’ analysis, the NAO shows skill at leades of 0-3 months, when
initialised on Decembersy. but this skill is much lower than that for the real-world win
tertime NAO initialised at the beginning of November for gefaversion of this model
(Scaife et al.2014). HoweverScaife et al(2014) use 20 start dates, each with 24 ensem-
ble members, compared to the 6 start dates with 5 (plus thieatpeansemble members
in this analysis, which may explain some of the differencle the effect of ensemble
size on skill in their Figure 3). Related to this, anotheriguiting possibility for the lim-
ited skill in our analysis is that the ratio of predictablestgpredictable variability in the
model and in reality may not be the sanseéife et al.2014;Eade et al.2014), with the
model exhibiting less predictability than reality. If thismains true for North Atlantic
ocean indices then it is possible that the skill we see in teanic evolution of the NA
SPG could be vastly improved in the real world by increasigriumber of start dates
and ensemble members. This may also explain why the sonselimiged skill in these
initial condition ensembles exists in a system that clealgws a significant decadal

mode of variability ¢f. Figure 2.4, b).

As noted above, our analysis has been within a ‘perfect-thbdenework, and as such
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specific ACC scores are not necessarily indicative of skipriedicting real-world vari-

ability. However, we can combine this analysis with our estee comparison against
observations (Chapter 3) to speculate on the regions whe®GIC scores are more/less
likely to be representative of real skill. We do this using three measurement regions

(East, North, and South) defined and used previously.

In the eastern NA SPG there is low skill in the model initiahd@ion ensembles, which
may well be even less so in reality. This is because the mddilklikely arises at least
partly via the advection of anomalies along the southerreezfghe NA SPG, which
is a process with a much greater depth extent (and thus ménmottye model than in
observations (Figure 3.11). Conversely, in the North meamant region, there is high
skill in the model (Figure 5.6), likely related to the initsation of boundary currents
(Figure 5.12), which we previously suggested the model \aabétter able to capture
than previous, lower resolution, models (Section 3.6)alynin the South measurement
region, although the skill/predictability is moderateisarg from the initialisation and
simulation of the dynamic height gradient between the Ladwr&ea and NAC (Figure
5.10), we suggest the skill at predicting this region initgatill be low (at least when
hindcasting recent decades — see next). This is becausedhéve feedback simulated
in the model relies on the density variability in the Labra&®a being dominated by
temperature variability (rather than salinity, Figure,Z whereas in reality it appears
that salinity is the dominant driver (Figure 3.9, a and b).efEfiore, initialising with
warm/saline anomalies in the Labrador Sea may give skilfatligtions of the down-
stream model evolution but are unlikely to give skilful pians of reality. However,
it should be noted that the observed driver of Labrador Seaitjevariability appears
to be non-stationary (Figure 3.10, b) and so it is possildé diecadal predictions in this
region made with this model may have more skill in future proins than hindcasts.
This represents an important caveat when using the hindkdisof a model to assess
the reliability of future predictions. However, one shoaldo note that we have assessed
the skill of the model without external forcings, which caule the driver of the non-
stationarity mentioned above and would also provide irgirgpamounts of the longer

term predictability Branstator and Teng2012).

As outlined in Section 5.2.1, our two goals when conducthmgse initial condition en-
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semble experiments were to 1) test the robustness of pexéssnd to be important
for the simulated decadal variability, and to 2) assess tkdigtability characteristics
of the model in the NA SPG. In these regards, the analysisisncthapter represent a
far more in-depth investigation into the plausibility ofrgilated decadal variability, and
the predictability it implies, than is normally found in thieerature on model mecha-
nisms. Nonetheless, the experimental design could be wedrib used as a framework
for future studies. For example, of the six initial conditisets, there are closer to just
four independent start dates as both the East -T1000 andh NBEDOO start dates and
the East +T1000 and South -T1000 start dates are separatauybiwo years (Figure
5.1). Although this is not ideal, it is consistent with theahanism whereby anomalies
propagate around the NA SPG before inducing opposite-sigmalies in the southern
NA SPG and we note at least that it is not always the same phsgtn dates that are
close together. Further work could improve the algorithnchoose the start dates, by
perhaps ensuring they are well separated in time, and alstetaying indices that are
more well separated through the temporal evolution of thiekdity. For example, the
East and North indices are separated by a much shorter theetfan the South and
East indices. Using the periodicity of the region (17 ye@isapter 2) suggests indices
separated by lags of around 3 years would be optimal (notiagthere are six indices
over three regions if choosing both positive and negativeraties). Finally, initialising
with anomalies confined to each region (and zero elsewheoe)dahelp to categori-
require artificially creating dynamically consistent aradi®s. This would be a consider-
ably more complex procedure than merely providing anoredé&en straight from the
control simulation, and would also require the redefininghef model ‘truth’ as well as

reinterpretation of the climatological variability.

5.6 Chapter conclusions

We have conducted initial condition ensemble experimemjeihtly assess the robust-
ness of various features of the simulated decadal vatahitid assess the predictability

characteristics of the model
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e There is skill at predicting subpolar gyre top 500m depthrayed temperatures
at lead times up to and including 2 years (despite the smakrnable size) and

potential predictability at all lead times up to and inchglb years.

e For depth averaged temperatures, the skill and potentaligability are largest
in the Labrador Sea region as well as on the northern edge MAC (possibility

related to the negative feedback between Labrador Sea aGd&Aperatures).

¢ Analysis of regional PPP suggests predictability in a gnegion often arises from
initialising large temperature anomalies upstream of tégion, although it is not
clear whether the predictability arises via the diagnosedhanism of decadal

variability or other means.

e Labrador Sea deep water formation and the negative feedimaleen Labrador
Sea and NAC temperatures appear to provide the skill in thethSomeasurement
region (on the southern edge of the NA SPG). Northern boyndarents that ad-
vect temperature anomalies westwards on the northern ddge NA SPG appear

to provide the skill in the North measurement region.

e There is little skill in the NAO index, possibly related tcetsmall number of en-
sembles and ensemble members, but some suggestion thal&AdBPG initial
conditions provide greater potential predictability osfiive NAO anomalies than
warm NA SPG initial conditions provide of negative NAO andi@s, consistent

with the analysis in Chapter 4.

e Comparison of the regional skill in the model and the plalisyof various aspects
of the model variability (Chapter 3) suggests that the moday tme expected to
overestimate the real-world skill in the eastern NA SPG amuatieern NA SPG
(related to the driver of density variability in the Labra@®ea) but may present an
improvement in real-world skill levels related to the nemtn NA SPG due to its
improved representation of boundary currents comparecktoqus generations of

models.

As noted here and in all previous chapters, a version of tlidehwill be used for sea-

sonal to decadal prediction at the Met Offidds(cLachlan et al.2015) and such analyses
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as these (that provide comparisons of the model skill andiibeel reliability, with a fo-
cus on the processes that provide that skill/reliabilityf) e important in understanding

predictions made with that model.

We have shown that a negative feedback involving the Lalir8da is important for the
NA SPG decadal variability in HadGEMS3 (Chapter 2), and thatfiseedback may be dif-
ferent in reality (Chapter 3), with implications for the rerdbrld predictability with this

model (this chapter). As such, in the next chapter (Chapterebyviden the focus from
a single model (HadGEM3) and attempt to understand the wealationships between

biases in climate models and the many documented mechaafsiesadal variability.







Chapter 6

Exploring the impact of CMIP5 model
biases on the simulation of North

Atlantic decadal variability

6.1 Introduction

Initial conditions within the North Atlantic subpolar gy(&lA SPG) have been shown
to be important in making skilful decadal forecagBufistone et aJ.2011). However,
even when given similar initial conditions, decadal prédits of the North Atlantic be-
tween different models can be quite differeRobfilmann et aJ.2013). Indeed, decadal
variability in the North Atlantic Ocean, although exteredivinvestigated in both cou-
pled and uncoupled models (eEden and Willebrand2001;Dai et al., 2005;Dong and
Sutton 2005;Cabanes et a].2008;Alvarez-Garcia et al.2008;Biastoch et al.2008a),
is still poorly understood, in part due to the paucity of domising observational data
(Chapter 3 andGood et al, 2013). In this chapter we conduct one of the first, large
multi-model analyses of variability in the NA SPG region twestigate whether there
are relationships between broad characteristics of theete@ihd their manifestation of
decadal variability. We begin by briefly recapping the ewitefor bidecadal variability
in the NA SPG and the disparate model representations imoBe&:2 before describing
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the model data we use in Section 6.3. In Section 6.4 we ané#hgseesults including
the relationships between model biases and variabilitgriegbutting these into a wider
context in Section 6.5. Chapter conclusions are present8dation 6.6. This chapter is
reproduced in a similar form iMenary et al.(2015b). Used under Creative Commons
licence BY-NC-ND 4.0.

6.2 The Labrador Sea and its role in North Atlantic dec-

adal variability

An array of coupled, partially coupled, and ocean-only naei$ms have been proposed
to describe simulated variability in the NA SPG (see aboveremces and.iu (2012)
for a review) whilst the pacemaker of this variability hagbeattributed to a variety of
processes such as Rossby Wave propagaleve({lec and Fedorq\2013), mean advec-
tion timescales@elworth et al, 1993), and interaction with the deep flo&den and
Willebrand 2001). Despite the large number of postulated mechanisiikey pro-
cesses, a periodicity of arourel0 years has begun to emerge as the common timescale
of simulated multi-annual/decadal variability in the NAGRFrankcombe et a].2010),
consistent with some high resolution palaeo records inrégon Sicre et al, 2008;
Chylek et al,2012). This timescale describes variability generallyfoced to the subpo-
lar gyre, with feedbacks to other regions in the Arctic andldotropical North Atlantic

usually involving longer timescalesyngclaus et a).2005;Menary et al, 2012).

Within the NA SPG, a key region in most mechanisms of decamtdbfiger) variability
is the deep water formation (DWF) region of the Labrador Séegrevsurface signals can
spread to depth and impact the large-scale dynamics ofgimr@éedhaug et al.2012),
though we note that some models can locate their main DWFnegisewhereBa et al,
2014). Similar to the disparate mechanisms of variabiffhough models generally
agree that the Labrador Sea (or model equivalent) is importhey are split roughly
evenly on whether decadal timescale changes in densitysmegion are controlled by

either temperature or salinity (Chapter 1).
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In summary, there remain many systematic differences at¢hespresent generation of
climate models in their representation of North Atlanticaal variability. In Chapter 2
we hypothesised that these differences may in part be deiatie relationship between
mean state biases in the NA SPG and whether temperatureimitysabntrol density
changes. This would have ramifications for situations inclvimean state biases and the
evolution of the system are assumed to be independent, suidcadal forecasts using
‘anomaly-assimilation’. In this chapter, we test the vig§idf this simple hypothesis link-
ing mean state temperature and salinity biases with theatertof density variability
and investigate whether this has implications for the nestiéftion of decadal variability

in the NA SPG.

6.3 Methods/Models

Phase 5 of the Coupled Model Intercomparison Project (CMIgfasents a coordinated
approach to simulating global climate under a variety ohaces {Taylor et al, 2012).
We examine 40 pre-industrial control simulations from 48inidual models from the
CMIP5 archive (Tables 6.1 and 6.2). We use control simulatiomll cases to isolate the
internal variability whilst their length allows us to maxse the signal to noise ratio for
each model. In addition, we examine 2 iterations of the tdtigsh resolution coupled cli-
mate model from the Met Office Hadley Centre: ‘HadGEM3’ (whadmprises Global
Atmosphere (GA) version 3.Walters et al.2011) and the NEMO ocean model version
3.2 (Madeg 2008), see Chapter 2 amlichez et al(2014) and references therein) and
‘GC2’ (which comprises GA6.0 and NEMO version 3Williams et al, 2015). The ver-
sions of HadGEM3 and GC2 we analyse are control simulatiomsvith interannually
constant forcings appropriate for the years 2000 and 18&teaively. We compare the
simulations to optimally interpolated observations frdme EN4 datasetGood et al,
2013). We use EN4 data from the most well observed period-A2BD4 but note that,
due to under-sampling, we have far more confidence in thenastn of the time mean

values than the decadal variability (see Chapter 3).

All models are regridded on to a regulax 1° horizontal grid to aid analysis. Testing
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Institute Model Length | Effective ocean reso-
(CMIP5 name) (CMIP5 name) (years) | lution (degrees)
BCC bcc-csml-1 500 0.99
BCC bcc-csml-1-m 400 0.99
BNU BNU-ESM 559 1.0
CCCma CanESM2 996 11
CMCC CMCC-CESM 277 1.6
CMCC CMCC-CM 330 1.6
CMCC CMCC-CMS 500 1.6
CNRM-CERFACS CNRM-CM5 850 0.85
CNRM-CERFACS CNRM-CM5-2 410 0.85
CSIRO-BOM ACCESS1-0 500 0.75
CSIRO-BOM ACCESS1-3 500 0.75
CSIRO-QCCCE CSIRO-Mk3-6-0 500 1.35
FIO FIO-ESM 765 0.62
ICHEC EC-EARTH 452 0.85
IPSL IPSL-CM5A-LR 1000 1.6
IPSL IPSL-CM5A-MR 300 1.6
IPSL IPSL-CM5B-LR 300 1.6
LASG-CESS FGOALS-g2 700 1.0
LASG-IAP FGOALS-s2 501 1.0
MOHC HadGEM2-CC 241 1.0
MOHC HadGEM2-ES 578 1.0

Table 6.1: A summary of the first 21 models used in this analysis. All ChlifAodels simulate pre-
industrial climates. For further details of the CMIP5 madahd institutions see Table 9.A.1[@fato et al.

(2013) and references therein. For the remaining model$aige 6.2.
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Institute Model Length | Effective ocean reso-
(CMIP5 name) (CMIP5 name) (years) | lution (degrees)
MPI-M MPI-ESM-LR 1000 0.47
MPI-M MPI-ESM-MR 1000 0.53
MPI-M MPI-ESM-P 1156 0.47
MRI MRI-CGCM3 500 0.67
MRI MRI-ESM1 251 0.67
NASA-GISS GISS-E2-H 540 1.0
NASA-GISS GISS-E2-H-CC 251 1.0
NASA-GISS GISS-E2-R 550 1.1
NASA-GISS GISS-E2-R-CC 251 11
NCAR CCSM4 1051 0.62
NCC NorESM1-M 501 0.62
NCC NorESM1-ME 252 0.62
NOAA-GFDL GFDL-CM3 500 0.99
NOAA-GFDL GFDL-ESM2G 500 0.96
NOAA-GFDL GFDL-ESM2M 500 0.99
NSF-DOE-NCAR CESM1-BGC 500 0.62
NSF-DOE-NCAR CESM1-CAM5 319 0.62
NSF-DOE-NCAR CESM1-FASTCHEM | 222 0.62
NSF-DOE-NCAR CESM1-WACCM 200 0.62
MOHC (non-CMIP5) | HadGEM3 473 0.21
MOHC (non-CMIP5) | GC2 269 0.21

Table 6.2: A summary of the second 21 models used in this analysis. Atletsosimulate pre-industrial
climates except HadGEM3, which uses forcings appropriatéhfe year 2000 (GC2 uses forcing appro-
priate for the year 1850).
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with HadGEM3 and GC2 (not shown), using both original andidetgd data, suggests
regridding has very little impact on our subsequent restilte original vertical discreti-

sations are left unaltered. Additionally, all models aned&rly detrended prior to analysis
but this again has little effect on our results (not shownhleds otherwise stated, top

500m depth averaged annual mean data is used.

6.4 Results

6.4.1 Biases

Models exhibit a wide variety of temperature and salinity)Tbiases in the northern
North Atlantic (Figure 6.1). Both the magnitude and spatiaiture of the bias varies
greatly, up tot+4K and +1PSU for top 500m depth averaged temperature and salinity
respectively. Models from the same institution often sisarglar biases, perhaps associ-
ated with a reduction in the effective number of degreeseddom of our sampl&quitti

et al,, 2013), but this is not always the case (e.g. IPSL-CM5A-LR @8l -CM5B-LR,

or GISS-E2-H and GISS-E2-H-CC).

In addition to the mean state biases, interannual variglilithe northern North Atlantic
(as diagnosed by the annual standard deviation) varies inaakel to model. Figure
6.2 highlights the combination of mean state biases (coatptr EN4) and interannual
variability for the volume averaged Labrador Sea (55Ng35—-65W, top 500m) across
the entire 42-model ensemble. For each model, simulatedahistandard deviations in
temperature and salinity are approximately 0.5K and 0.1RSigectively, significantly
smaller than the inter-model spread in mean state temperand salinity. In general
there is a positive correlation between temperature anmaityadbiases (r=0.85) to the ex-
tent that biases are largely density compensated, whidshbloughout the NA SPG
(not shown). However, a small density bias remains, whityyigally due to the salinity

biasesj.e. models which are warmer and saltier (Figure 6.2, top rigig)edso generally
denser than models which are cooler and fresher (Figurd6tiym left). The origin of

this co-variability is unclear but it is consistent with iontant roles for either evapora-
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Figure 6.1: Top 500m depth averaged time mean temperature (colours3aimity (contours) biases in
the full model ensemble, relative to EN4. Salinity contoans solid for zero bias, dotted for negative bias,
and dashed for positive bias, with a contour interval of P2B. Time mean absolute values in EN4 are

also shown for comparison.
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Figure 6.2: Top 500m depth averaged temperature and salinity meanséspand annuatl standard

deviation range (ellipses) in the Labrador Sea for the mooletrol simulations (colours) and observations
(EN4, black). All time series linearly detrended prior tarqouting the standard deviation. Contours of
constant potential density (relative to 2000m) are alsttgdio(grey, solid). A linear fit to these contours,
taken when T=5%C and extrapolated for cooler temperatures, is shown tdigigtthe non-linear nature

of the seawater equation of state (grey, dashed). The blaaowar highlights the mean density in EN4.
The models have been coloured by their effective horizal&dlution in the NA SPG, the exact values of
which have been indicated in grey on top of the colour bar @astion 6.4.4, note that some resolutions

occur more than once) along with the mean resolution (bksalid) and median resolution (black, dashed).

tion, deep convection (as the subsurface Labrador Sea msevémaltier than the surface),

or ocean dynamics (see Section 6.5).
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6.4.2 Density control

One of the key uncertainties in climate model simulationghef North Atlantic region
Is whether these simulations imply that the density chargssciated with DWF are
temperature or salinity controlled (Chapter 1). Althougtividual convective events
are likely due to rapid wind-induced cooling (rather thahnslging) of surface waters
during winter time, the frequency and/or intensity of thesents depends on both the
background mean and interannual variability of tempeeatnd salinity profiles. As
such, both temperature and/or salinity could plausiblydie & control interannual vari-

ability in density changes associated with DWF in the Labr&ka.

In order to quantify whether temperature or salinity aretamiing density changes in the
Labrador Sea in our 42-model ensemble we follow the decoitipo®f Delworth et al.
(1993) and decompose density changes into those due to rigim@eand those due to
salinity as in Chapter 3. This assumes a linear decomposifitite non-linear equation
of state, but we suggest this is not a bad assumption givesntiadl size of interannual
T/S variability for any given modelkf. Figure 6.2) and indeed the linear reconstruction
explains>96% of the annual variance in density in all models. Thisltesathe familiar
equation forpr,.scontror, the degree of temperature or salinity control of Labradea S

density changes:

PTorScontrol = PTControl — PSControl (61)

This is identical to Equation 3.3 but repeated here for glariFigure 6.3 compares
Prorscontrol With the biases in the Labrador Sea. There are strong ctometabetween
the biases and what controls density changes with regreskipes significantly differ-
ent from zero. Density changes in warm and salty models agpdae dominated by
variability in temperature, whereas density changes in and fresh models appear to
be dominated by variability in salinity.e. T/S biases appear to explain what controls
interannual density variability in models and explains large extent the spread in the
literature on this topic. This can be understood by comparis Figure 6.2 in which the

potential density contours have been overlaid. For tentpezaless than°’® a linear fit
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to the density equation (extrapolated fram= p(7=5,.5)) has also been added to high-
light the non-linear nature of the seawater equation oéstatgiven salinity change has
a larger effect on density when the temperature is cool tHagnwit is warm. Similarly,
when the background mean temperature is warm, a given temoperchange is now
more likely/able to play an important role than when it is cddote also that, although
meandensity biases are due to salinity, it is the combination athliemperature and
salinity biases which systematically affect the controti€densityvariability. We find
this result holds for both unfiltered (but detrended) timeeserepresenting interannual
relationships as well as filtered time series (removingquiriess than 5 years) investi-
gating decadal relationships. Indeed, even estimatingethgonships on ‘multi-decadal’
timescales (by filtering to remove periods less than 30 yéaslittle effect (not shown),
i.e. it is not the case that temperature variability dominatemtarannual timescales and

salinity variability dominates on decadal timescales.

6.4.2.1 Scaling analysis

Despite the above analysis, it is also possible that the rmalgnof temperature or salinity
interannual variability across models varies with the &éaand thus affects what we
estimate controls density variability. Indeed, the magietof T/S interannual variability
across models shows some correlation with the biases. As thue magnitude of T/S
variability could also affect what we estimate controlssignvariability. This would lead

to the alternative interpretation that models which, foaraple, have larger amplitude
interannual salinityariability (rather than particular mean state biases) would also have
salinity-controlled density changes, and similarly fonfeerature. We account for this by
scaling the T/S variability in all the models to have the sanagnitude of temperature

or salinity variability set to the multi-model meaie. we effectively scalé}% and% in

Equation 6.2.

dp dT" dp dS dp

a @ ar T ar ' as (6.2)

Where(‘j—jfi andg—g measure the density change for a given temperature ortgatimnge
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Figure 6.3: Top 500m depth averaged temperature (left) and salinigh{yibiases in the Labrador Sea

against a measure of the controller of interannual denbkiiynges in the Labrador Sear{,-scontror)- The

colours represent each model’s effective horizontal tegmi in the NA SPG, as in Figure 6.2. An estimate

of prorscontror fOr EN4 has also been added (with zero bias, black). Regmestdpes are computed by

ordinary least-squares regression with the envelopeseptimg an estimate of the 95% confidence interval

on the slope.
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Figure 6.4: The effect of scaling temperature and salinity variahil®n the x-axis i$9rorscontror, COM-
puted as described in the text. On the y-aXigiS, scontror WhiCh IS @Sprorsconiror DUt Calculated using
T/S which have been scaled to have the same standard deviatth models (set to the multi-model mean

standard deviation). The solid line represents a simpleelationship.

and are thus a function of the mean state biases in both tataperand salinityi(e.

for cooler temperatures, a given temperature change haserleffect on density than
at warmer temperaturesf. Figure 6.2). ‘fj—f and % represent the magnitude of T/S
variability through time {) and are scaled in this sensitivity test. We then recompute
PTorscontrol With these scaled variables to give,, sconiror- If the magnitude of variability

in T/S does affect what controls density variability thearthshould be large differences
betweenyr,.sconiror CalCulated with/without scaling. However, we find that stgihas
little effect, yielding very similar values fQbr,scontrot @S pProrscontror (Figure 6.4). As
such, although T/S variability correlates with,,.s.onwo; We find that the magnitude of
T/S variability is unlikely to causally affegtr,,s.oniror @nd suggest that the causation is

more likely to be in the opposite direction.

In summary, it appears that simulated Labrador Sea mean Btatbiases do appear to
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be related to whether interannual/decadal density chasgetemperature- or salinity-
controlled. The final question we investigate is whethes¢hmean state biases — and
their apparent relationship to what controls density \aligg — have a systematic im-

pact on the mechanisms of variability within the North Atian

6.4.3 Labrador Sea feedbacks

The Labrador Sea has been shown to be an important regioffenimty mechanisms of
decadal variability in the North Atlantic (Chapter 2 aritscudier et al.2013) — here
we examine whether these differences can be simply unadersip investigating neg-
ative feedbacks associated with depth-averaged temperatomalies (denoted T500)
in the Labrador Sea. That is, when it is anomalously warrd/aolthe Labrador Sea,
where (if anywhere) in the ocean do the anomalies that revbesstate of the Labrador
Sea originate. We use depth averages over the top 500m fgraztsan with our previ-
ous analysis and because these have a high signal to naseWa focus on negative
feedbacks as these are required in order to create signifieandicity in the absence of
periodic forcing but limit our analysis to the ocean. Indegd make na@ priori assump-
tions about the precise details of the feedback mechanisnt,doupled or ocean-only.
We use temperature (rather than, for example, salinitygifaplicity but note that, what-
ever the mechanism, Labrador Sea DWF is likely to leave ssgimaboth temperature

and salinity.

Figure 6.5a shows the location of maximal negative congadf T500 with the marked
Labrador Sea region at a lag of 1 yeae( the map lags the Labrador Sea index by
1 year). A lag of 1 year is used to reduce the confounding efiethe North Atlantic
Oscillation (NAO) forcing both the Labrador Sea and reshefflA SPG simultaneously.
The location of this negative correlation follows a curveduly consistent with the shape
of the NA SPG. These anomalies propagate into the LabradoaBeé reverse the sign
of the initial anomaly (not shown) over the course of a fewrgda a decade with the
timescales varying from model to model (see also Sectioh 6viany models exhibit
their maximal negative correlation in the North Atlantic @mnt region (consistent with

the feedback in HadGEM3, described in Chapter 2, Sectiob)2whereas some show a
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Figure 6.5: a) The location, constrained to be within the grey dasheadary, of the maximum negative
correlation with the Labrador Sea depth averaged temperéifi®00, marked region) in each model. The
map lags the Labrador Sea index by 1 year; annual, detreratadsdused. b) The location and strength
of feedbacks involving the Labrador Sea, estimated by ssgng T500 in the Labrador Sea against a
‘northern’ and ‘southern’ index, as described in the text ararked on the map, for the models (colours)
and EN4 (black). The trend line and correlation are estithateng a Bayesian approach to total least-
squares (TLS) regressioié€lly, 2007) with the uncertainty on the individual regressiaspsk for each
model used as the measurement errors within the TLS calmulathe HadGEM3 and IPSL-CM5A-LR
models have been highlighted with squares and the IPSL-GMBBnodel with a triangle (see text). The

colours represent each model’s effective horizontal teégmi in the NA SPG, as in Figure 6.2.

preference for the East Greenland Current (consistent wathents of the mechanism,

though not the specific timescales,Edcudier et al(2013)).

To quantify the differences highlighted in Figure 6.5a, vesign two metrics that aim to
characterise these negative feedbacks in ocean tempeatihe magnitude of the (neg-
ative) regression gradient between the Labrador Sea inttbamindex of the North At-
lantic Current region (30-50V, 41-48N: ‘South’), and the magnitude of the (negative)
regression gradient between the Labrador Sea index andlex af the East Greenland
Current region (30—4%V, 60—70N: ‘North’). It can be seen from Figure 6.5b that in
general models have a preference for one feedback or the wiitie a stronger ‘north-
ern’ feedback implying a weaker ‘southern’ one, and vicesaeil he correlation between

the two feedbacks is -0.56, which rises to -0.71 when usimng &g (Figure 6.6). This
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Figure 6.6: As Figure 6.5b but for zero lag. The location and strengtleetibacks involving the Labrador
Sea, estimated by regressing T500 in the Labrador Sea agaiwthern’ and ‘southern’ index with zero
lag, for the models (colours) and EN4 (black). The trendéind correlation are estimated using total least-
squares regression as in Figure 6.5. The HadGEM3 and IPSBACZIMR models have been highlighted
with squares and the IPSL-CM5B-LR model with a triangle (ga¢). The colours represent each model’s

effective horizontal resolution in the NA SPG, as in Figur2.6

method of analysis is also consistent with the individuadigations investigated in pre-
vious work where the southern and northern portions of theS¥& were important in
HadGEM3 (Chapter 2) and IPSL-CM5A-LRE$cudier et al.2013) respectively (high-
lighted on the figure). Note also the low resolution outlieEL-CM5B-LR (triangle),
which has improved tropical atmospheric dynamics comp&rd@®SL-CM5A-LR but
a severely worsened representation of the North Atlantiea@avith a control Atlantic

overturning strength of 4 Sverdrud3yfresne et al.2013).

To compare against reality we add an observational estiofatee feedback using the
years 1960-2014 from EN4. The observations occupy a zoneewtggther a northern

nor southern feedback dominates, according to our analygiss may be because in-
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terannual/decadal variability in the observations dutimg period is also related to a
number of other factors, including: Great Salinity AnoraalDickson et al, 1988), re-
cent rapid warmings of the subpolar gyiRopson et a).2012), and possibly a larger
role for the NAO (Scaife et al.2011), to name but a few. Unfortunately the confound-
ing influence of transient climate change, along with a muwatrter record (there are
only sporadic observations in the northern North Atlantiopto 1960), inhibits detailed
comparison (see Section 6.5). Nevertheless, the obsamehtestimate lies within the
simulated ranges implying that accurate representatibtisecobserved North Atlantic

variability may be sampled by some of the model mechanisms.

6.4.4 Resolution

The refinement of horizontal resolution in the ocean to peand even resolve ed-
dies/Rossby waves may be particularly important for regsrsh as the Labrador Sea
(Gelderloos et al.2011;Marzocchi et al. 2015). To account for non-regular grids we
estimate the effective resolution of each model in the Nattantic region (40—-76N,
0—-65W) by simply counting the number of grid cells with centreshivitthis domain
on each model’s native grid. These range front 108 the IPSL and CMCC models to
0.22 for the new Hadley Centre models (though note that the newdyadiéntre models
are post-CMIP5 models).

The effective resolution of the models does appear to showadrelationship to their
biases, with warm and salty models also being of higher néisol than cool and fresh
models (Figure 6.2). Interestingly, the effective resolutdoes not appear to correlate
with the absolute value of the biaisg. higher resolution models cannot be said to be
‘better’, in terms of their depth averaged T/S biases in thbrador Sea, than lower res-
olution models. In addition, we find that higher resolutiondals are more likely to
show temperature-controlled interannual/decadal deokanges, whereas these density
changes are more likely to be salinity-controlled in lonesalution models (Figure 6.3).
Lastly, models which have a lower effective resolution ia tiiorth Atlantic are much
more likely to exhibit signals indicative of a northern feadk than models of higher

resolution (Figure 6.5), though this selection betweerih®sn and southern feedbacks
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is not as clear when colouring by ,scontror (NOt Shown). Possible reasons for the rela-

tionship between biases and resolution are discussed $eeti¢n 6.5).

6.5 Discussion

We have demonstrated, across a 42-member coupled-modehbles that mean state
T/S biases in the North Atlantic co-vary and are almost dgresimpensating. We have
shown that these biases also appear to affect what contitelannual/decadal density
variability in the sinking regions, a result that perhappfdo explain the spread in the
literature on this point. Furthermore, we have highlightesv these models appear to
favour Labrador Sea feedbacks either to the north or thehsduatstly, the relationships

between all of these metrics show some separation by thels\@tiective horizontal

resolution.

A key remaining question is whether there is a further syatenink between the mech-
anisms of simulated variability and the inherent timessalkethis variability. Of the 42
models tested, 26 show a peak in their power spectrum (alb@v85% level for that
estimated for a similar first order autoregressive red nmiseess) for top 500m volume
averaged temperatures in the NA SPG (45Ng2at short ‘decadal’ timescales (periods
of 10-40 years). This rises to 29 models when considerirnglpes_abrador Sea region.
Despite this, we find no relationships between the aforeimesd mechanisms/density-
control and either the preferred timescales or relativenitades of decadal variability.
Thus, within the statistical power of our reduced sampleralappears to be no system-
atic relationship between the mechanisms that we havetigaésd and the subsequent
manifestation of decadaleriodicity in the North Atlantic subpolar gyre. This is further
evidenced by the similar periodicities in HadGEM3 (17 ygard IPSL-CM5A-LR (20
years Escudier et al. 2013)) despite very different resolutions/biases/dgrntrol.
However, it is still possible that there exist systematlatienships on longer timescales,
which we have not investigated, perhaps involving the AMOiGaHy, recent work has
suggested that observed and simulated (in historical sitionls) bi-decadal variability

in the NA SPG may be pace-set by volcanic forcil8yw{ngedouw et gl.2015). Al-
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though the authors find similar timescales of variabiliti #@ppears to arise by different
mechanisms across the models and further highlights thereppindependence of the

mechanisms and overall timescales in the NA SPG.

The relationship between the mean T/S (biases) and derwitlyot suggests that the
real world may be in a state where Labrador Sea annual derssigbility is controlled
by salinity (rather than temperature) changes, similarlyptver resolution models (Fig-
ure 6.3). However, as noted in Chapter 3, this relationshig heve changed in re-
cent decades. In either case, there is limited spatial angdeal sampling within the
Labrador Sea, particularly during the important wintediperiod (defined here as De-
cember to February inclusive). For example, there are pleljiears in the 1990s in EN4
where there are less than two combined T/S observationw/hieéosurface anywhere in
the Labrador Sea during winter (see Chapter 3 and Figure.3AHaljtionally, it is likely
that there has been significant external forcing within timee period, noted in Section
6.4.3. Therefore, we have more confidence in the first ordenemts (.e. the mean,
from which we estimate the model biases) than second orderents {.e. the observed
interannual/decadal variability) and as such we suggesésaution in interpreting mea-
sures relating to the observed Labrador Sea variabiityllack crosses in Figures 6.3

and 6.5).

Although it is clear that the effective horizontal resodutiof the models in the NA SPG
is related to their mean state biases, it is not as apparenthigiis. We speculate that
this relationship may arise due to higher resolution alfmpbetter representation of the
strength of boundary currentSfotzner et al. 1998;Gelderloos et al.2011), which are
an important component of the AMO®¢Carthy et al, 2015), as well as heat transport
in the NA SPG. The computational overhead of calculatingdi C streamfunction on
the various model grids, and the mixed availability of theamnfunction diagnostic on
the CMIP5 archive, precluded direct comparison to the AMOGveieer, the zonal mean
northward geostrophic circulation at 4% (depth averaged between 100-1000m) was
calculated using the T/S data, which shows an interannuatletion with the AMOC
time series (maximum at 48) of r=0.7 in HadGEMS3. This geostrophic estimate was
then calculated for all models and used as a proxy for the AMUOtre exist weak
correlations between this AMOC proxy and the T/S biasesarNA SPG (45—62N) of
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r=0.46 (for both temperature and salinity biases), witbrgger northward circulation im-
plying warmer and saltier conditions in the North Atlantez@ss models, consistent with
recent multi-model work investigating larger-scale bga@dang and Zhaa?015). It has
also been shown that the timescales of the relationshipdsgtwncreased Labrador Sea
(or elsewhere) convection and the response of the AMOC ayrgveatly between mod-
els Huang et al, 2014), which may also explain the lack of a systematic lieknzen
the mechanisms and periodicity of simulated decadal viditighout further analysis is

required.

The models we have analysed are intended to represent a stmhte not undergoing
transient climate change. Due to the large role of AMOC-eglatorthward heat trans-
port, combined with uncertainties in AMOC projectionssitiot clear whether the North
Atlantic subpolar gyre region will actually become warmecooler under future climate
change Collins et al, 2013). Whatever the sign, given that according to our arsal/s
change in mean T/S could affect the dominant mechanismsaafdaé variability €.9.
Figure 6.3), this implies the prevalent mechanisms of dalcaatiability in the NA SPG
could be different under future climate change (as indesd &ntalisingly implied by
Figure 3.10Db).

These results have clear implications for decadal prexfistusing the common method
of ‘anomaly-assimilation’ in which observed oceanic T/Sm@ualies are assimilated in
to a climate model's (biased) mean state. The simulatedigoal of these anomalies
within the climate model is then assumed to be independethteofnean state biases —
an assumption that we have shown appears not to be valid vamsidering the mecha-
nisms of variability. Although a process based understanaf the mechanisms of North
Atlantic decadal change — gained by confronting climateljmténs with recent obser-
vations — could validate and constrain models (Chapter 3)nalepth understanding
of control simulations will still be invaluable to put thosesults into a wider context
(e.g. Chapter 2). Until such a time as real world NA SPG decadal bditiais fully
sampled we recommend a twin strand approach of analysinti-cewitury integrations
with stable coupled climate models, and assessing the d&sndkill of decadal prediction

systems.
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6.6 Chapter conclusions

Climate models and direct and indirect observations havaigigted evidence of signif-
icant decadal variability within the North Atlantic subpolgyre (NA SPG). Given the
paucity of direct observations it is not clear how the sigrnabf this variability evolves,
in either space or time, whilst model simulations suggeste wange of disparate mech-
anisms, many of which involve an important role for the LalmaSea. To investigate
these issues, we have analysed the systematic relatisrestripss an exceptionally large

ensemble of present-generation coupled climate modeldind/¢hat:

e Mean state biases in near surface (top 500m depth averagep@tature and salin-
ity in the Labrador Sea co-vary, with warm models also beialgjes. Ensuing

density biases are mostly due to salinity (rather than teatpee).

e There exists a systematic relationship between whethesityerhanges associated
with variability in the Labrador Sea are temperature- oinggtcontrolled and the
mean state biases. Models which are too cool/fresh tend/odainity-controlled
density variability, whereas models which are too warntygahd to show a greater
degree of temperature control. This relationship is seetdth interannual and

decadal timescale variability.

¢ Negative feedbacks with the Labrador Sea tend to fall into gnoups that exist
either to the north (around the East Greenland Current) ohndcsbuth (around
the North Atlantic current). These feedback locations amsistent with analysis
of IPSL-CM5A-LR (Escudier et al. 2013) and with our analysis of HadGEM3
(Chapter 2) and suggest that some of the inter-model spredecedal variability
in the NA SPG is related to differences in the preferred feedocation and

mechanism.

e The effective horizontal resolution in the North Atlantiaifging from 0.21to 1.6’
in our sample) shows some relationship to the mean statedidensity-control,
and dominant feedbacks. Higher resolution models are giyeoo warm and

salty, whereas lower resolution models are too cool andhfirethe Labrador Sea.
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However, there is no relationship between the effectiveluti®n and the absolute
magnitude of the biases, suggesting higher resolution lmedenot be considered
to be ‘better’ than lower resolution models, in terms of tlikpth averaged biases

in the Labrador Sea.

e Although there are systematic relationships between §jaensity-control, and
feedbacks, these do not appear to result in systematicoretaips with the spec-
tral characteristics of the variability in either the Latboa Sea or wider NA SPG.
This is consistent with analysis of HadGEM3 (Chapter 2) arfLHEM5A-LR

(Escudier et al.2013) that found different mechanisms but similar pegiids.

Although the mechanisms of NA SPG variability cannot be shiimbe a systematic pre-
dictor of the periodicity, within the statistical power ofioensemble, our results never-
theless suggest that mean state biases influence the enetézs of decadal variability.
This implies potential problems for decadal predictiontsyss that use the methodol-
ogy of ‘anomaly-assimilation’, in which the mean state amdl@ation of the system are
assumed to be independeRopson 2010). Indeed, the range in individual model bi-
ases and mechanisms suggests caution when making decadiatipns using any given

model, whether initialised with full fields or anomalies.

In the next chapter we present a final discussion of our coatioim of in-depth analysis
of a single model (Chapters 2-5), critical comparison agaibservations (Chapter 3),

and its extension to scores of models (this chapter).







Chapter 7

Conclusions

7.1 Introduction

This thesis has focussed on understanding the simulateti Ntdantic decadal variabil-
ity in the high resolution coupled climate model HadGEM3. Wave diagnosed the
mechanism controlling the simulated decadal variabilityiladGEM3 that gives rise to
a spectral peak in many North Atlantic indices (such as dap#inaged ocean tempera-
tures) of 17 years. We have critically compared this valitgtagainst available observa-
tions, modifying our analysis methods as appropriate toaatcfor sparse observational
data. We have conducted sensitivity studies to investitiegteole of the atmosphere in
more detail and to assess how robust are various elemeriie aig¢chanism of decadal
variability. Finally, based on these analyses, we have diaypotheses about the fun-
damental relationships between model biases and vatjalitid tested these in a multi-
model framework. Understanding the origins of model valitghand its possible link
to the underlying model setup/biases, could help give gpmte confidence to decadal

predictions or longer projections made with these models.
In this chapter we describe how our analyses have addrassd@y research questions

that we outlined in Chapter 1. In brief, these were:

1. What decadal variability exists in the NA SPG in HadGEM34 &wow does this

187
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evolve in both space and time?
2. To what extent is the decadal variability consistent \&ithilable observations?
3. Does this variability provide potential skill for decagaedictions?

4. Is there any systematic explanation for the diversityimiated variability within

the NA SPG, as shown in Figure 1.5?

Key conclusions relating to analysis of the HadGEM3 model@esented in Section
7.2, whilst in Section 7.3 we present wider conclusionstirgdeto the plausibility of the
simulated variability relative to the real world as well e weracity of decadal variabil-
ity in other climate models. In Section 7.4 we present recemuations for future work
on a number of fronts, relating to 1) decadal predictionayst 2) observational net-
works, and 3) further progress in understanding the fundémhenechanisms of decadal

variability in the North Atlantic before some last remarksSection 7.5.

7.2 Conclusions part 1 — investigating the mechanism

of decadal variability in HadGEM3

In this section we present the major conclusions relatirigganalysis of the HadGEM3
coupled climate model, beginning with the analysis metribdmselves (Section 7.2.1)
before discussing the mechanism of simulated variabifigction 7.2.2) and the role of

the atmosphere (Section 7.2.3).

7.2.1 Analysis methods

The investigations we have performed and the results we i@gented have relied on
a variety of complementary analysis methods, in terms dfé)athematical/statistical
procedures usece(g. lagged regression versus composite analysis, Table 4.1he2

critical testing of model mechanisms by comparison agaibséervations (Chapter 3) and
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targeted sensitivity experiments (Chapters 4 and 5), arfte3xpansion of single-model
hypotheses to a multi-model context (Chapter 6). In additoany of these methods
rely on the statistical power provided by a long control daion, which at high ocean

and atmosphere resolution is a computationally expensidertiaking.

The following sections describe the key conclusions agtin this thesis, but it is worth-
while to note that another important conclusion from thigkvs the analytical power
provided by combining analysis methods and sensitivitytirmaiodel studies under a sin-
gle, coordinated project (such as a thesis). For examplgelhregression analysis (as
used in Chapter 2) was a powerful way to maximise the amounataf gsed in a given
analysis, but precluded the discovery of asymmetries irvén@ble of interest. Com-
posite analysis, founded upon the mechanistic understgmuovided in Chapter 2, led
to the investigation of an asymmetrical ocean-atmosphauplmg strength (Chapter 4),
which subsequently provided possible reasons for diffepredictability characteristics

between warm/cool initial conditions in a set of initial cbtion ensembles (Chapter 5).

In addition, the real-world skill of the model was estimatad comparing the model
mechanisms (Chapter 2) with observed variability/proce¢€hapter 3). This allowed
us to gain insight as twwhythe model may have skill, which is different to merely quan-
tifying the real-world skill using decadal hindcasts (altigh this would also be useful).
Understanding the origins of skill would also be valuabltuttire iterations of a predic-
tion system ‘lost’ skill, as has happened before, for examyth the skill in predicting
Arctic sea ice concentration at some lead times\/ood pers. comm.). Further, these
initial condition ensemble experiments provided detaflthe more robust elements of
the mechanism described in Chapter 2 but it was not until thengwombined with in-
depth comparison between the model and observations (Ch&péad 3) that we were
able to begin to assess which elements were more/less tikélg applicable to the real

world and form simple hypotheses to test in a multi-modehieaork (Chapter 6).

In summary, a combination of techniques and experimentagube same model) can
lead to powerful understanding which, we contend, is greats merely adding another

model study of the North Atlantic to the large number thagadly exist ¢f. Figure 1.5).

Conclusion Combining analysis techniques under a single project caah te a more
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holistic understanding.

7.2.2 Periodic variability

HadGEM3 exhibits periodic decadal variability in the NoAtlantic subpolar gyre (NA
SPG, Chapter 2 and Figure 2.4b for top 500m depth averagecetatupes), similarly
to many other climate models (Chapter 1 and Figure 1.5) arakpgbroxies of the sur-
rounding region (Chapter Mann et al, 1995;Sicre et al, 2008;Chylek et al. 2012).
Nonetheless, the precise details of this variability aflent to many previous studies
(e.g.Escudier et al. 2013, see also Figure 1.5). The key features of this meshmof

internal decadal variability in the NA SPG are:

e The timescale of the periodic variability is 17 years, ekpleg >30% of the inter-
annual variance in top 500m depth averaged temperatur€@®) T the Labrador

Sea and interior NA SPG.
e The mechanism describes heat content anomaly propagationcathe NA SPG.

e Salinity content anomalies co-vary with heat content anndeadampen associated

density variability.

e Advective heat fluxes rather than surface heat fluxes domthatdecadal variabil-
ity.

e Anomalous circulation is most important for the heat tramspariability in the
North Atlantic Current (NAC) region, with anomalous temparat(mean circula-

tion) most important for the heat transport variability e tnorthern NA SPG.
e The atmosphere acts to amplify the mode

e A negative feedback between Labrador Sea temperatureb@selin the NAC, via
a dynamic height gradient that induces circulation anagsakwitches the sign of
the NA SPG temperature anomalies. This feedback appeaesdaadibust feature

of the model é.g.Chapter 5 and Figure 5.10).
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The mode of variability we have diagnosed shows an importdatfor ocean advection
in moving heat content anomalies cyclonically around the?G (Chapter 2), with the
cyclonic nature of the mode aiding predictability of dowesim regions when initialised
with large upstream anomalies (Chapter 5 and Figure 5.8). r@laéive importance of
mean circulation (Chapter 2, Section 2.4.5) and anomalauslation (Chapter 2, Sec-
tion 2.4.4) in the advective heat budget may also relate éodiffering predictability
throughout the NA SPG with anomalies related to mean citicuiaasier to predict, for
example the higher predictability in the northern than Beut NA SPG, Figure 5.7. The
ocean variability appears to force atmospheric varigh(thapter 4) of the same period-
icity (Figure 2.4c), despite an otherwise white spectruith@North Atlantic Oscillation

(NAO) index (see next).

Conclusion HadGEM3 shows strong decadal periodicity in the NA SPGliredao the
advection of heat content anomalies around the gyre witmasttale of 17 years and

explaining 30% of the interannual variance.

7.2.3 Atmospheric forcing and feedbacks

The atmosphere is involved in driving/reinforcing oceanafaility in the NA SPG, with
NAO-related surface heat fluxes (SHFs) in the eastern NA SHiBgathe westward
propagation of temperature anomalies (Figure 2.7, thitdnon). In addition, the NAO
contributes to the dipole in anomalous ocean temperat@teslen the Labrador Sea and
NAC, with NAO-related density changes explaining about 45%he NAC geostrophic
current response on annual timescales but less (13%) odaldoaescales. One dimen-
sional models have shown that atmospheric standing waverpsat(such as the NAO)
may interact with an advective ocean to provide decadabgmity (Saravanan and
McWilliams 1998) but experiments with a lower resolution version efdecean compo-
nent of HadGEMS3 suggest this may not happen in a more compbebehfMecking et al.
2014). Indeed, in HadGEM3, the precise nature of any drifange from atmosphere to
ocean, and whether the ocean integrates up atmosphericgancpreferentially ampli-

fies longer periods, remains unclear.
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In terms of feedbacks, the NAO in HadGEM3 appears to respoddanic forcing on
long timescales, showing a spectral peak with the same@é€tid years) as the under-
lying ocean (Chapter 2 and Figure 2.4c). In HadGEM3, manyatkarelevant fields in
the NA SPG, such as mean sea level pressure (MSLP, ChapteglteR.15), SHFs
(Chapter 4, Figure 4.4), and near surface temperatures (Fg0re 4.5), show asym-
metry between positive and negative anomaly states (whepasited against NA SPG
sea surface temperatures). Thatis, there are stronger MsrRalies associated with an
anomalously cool NA SPG (Figure 4.2) than with an anomajowsirm NA SPG (Fig-
ure 4.3) as well as a faster (by 2 years) reversal timesaate frositive NAO (+NAO) to
negative NAO (-NAO) conditions than from -NAO to +NAO condits, also associated
with different lagged evolutions in MSLP, SHFs, and T500.e3& asymmetries in the
strength of ocean-atmosphere coupling in either 1) cool IR&SNAO or 2) warm NA
SPG/-NAO states are supported by an ensemble of decoupterslhere-only experi-
ments with the same climate model (Chapter 4). However, itetiton of primary ocean
to atmosphere coupling that results in asymmetrical NA@aoases is not clear: possi-
bly being co-located in the NA SPG or further afield in the tcap Atlantic or tropical

Pacific.

Conclusion Atmospheric forcing of the ocean may play an important ioléhe diag-

nosed North Atlantic variability, particularly on annuahescales.

Conclusion Asymmetries in the reversal timescales are related toymmagtrical cou-

pling strength between the ocean and atmosphere.

7.3 Conclusions part 2 — the mechanism of variability
in HadGEM3 and relationships to reality/other mod-
els

In this section we broaden our focus to draw wider conclusiehating to the variability

simulated by HadGEM3 and other climate models. We begin eaticlusions relating to

the similarities between HadGEM3 and observed variakifgction 7.3.1) which leads
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us to the origins of the ‘perfect-model’ predictability irRHHKGEM3 and the potential real
world skill (Section 7.3.2). We then broaden our focus a fimaé and summarise the di-
agnosed systematic relationships between climate moastbiand simulated variability

(Section 7.3.3).

7.3.1 Observational constraints

A lagged regression analysis of the simulated mode of iitialjdescribed above)
against observational data was limited by severe data tyaincthe NA SPG region
(Chapter 3), either at depth (Figure 3.1) or at the surfacpif€i3.5), as well as increasing
uncertainty in the representativeness of observatiotisduback in time (comparison of
Figures 3.3 and 3.4). Nonetheless, the model and obseamgaimw similar multi-annual
joint evolution of upper ocean heat content and NAO anorsaiigth warm conditions
associated with a negative NAO (Figure 3.4), similar als&®adbson et al(2012). In
addition, the lagged relationships between northern antheon edges of the NA SPG
suggest variability in the southern NA SPG leads variabibttthe north on multi-annual

timescales (Figure 3.6).

In addition, we undertook critical analysis of more besp@etures, such as the depth co-
herence of annual variability (Figure 3.8) and the drivéisatorador Sea density changes

(Figure 3.9).

The first of these suggests the model may overestimate thb deent of coherent an-
nual variability in the North Atlantic Current (NAC) region kseveral hundred metres
(Figure 3.8), which may then account for the clearer propaggathways around the
NA SPG (Figure 3.11) and may also imply the skill in eastern SPAG temperatures is

overestimated (Chapter 5 and subsequent section 7.3.2).

Secondly, the driver of real-world upper ocean Labrador8ehi-annual density vari-
ability appears to have been mostly salinity for the decates 1960 (Figure 3.10) com-
pared to temperature in the HadGEM3 simulations (ChaptedZaure 2.3). However,
the observations imply that the most recent decades hawerigeimcreasingly tempera-

ture dominated, in agreement with the model results (dssbi$urther in Sections 7.3.3
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and 7.4). The model cannot explain the non-stationaritynefabserved relationships,

which could be externally forced (see also Section 7.4.3).

Conclusion The model, observations, and recent investigation ofakyais systems
show consistent evolution of upper ocean heat content and BiAomalies in the NA

SPG.

Conclusion Observational data paucity means critical comparisoh thié simulations

must be undertaken by using regions/methods that make besifuhese observations.
Upon doing this, subtle but specific differences betweemtbdel and observations can
be found (such as the depth coherence of annual variabdgity) their potential effect on

the overall variability estimated.

7.3.2 Potential skill

A suite of initial condition ensembles, totalling 150 yeafsnodel integration (Chapter
5), suggested the real-world skill in the NA SPG provided by model mechanism
of decadal variability was dependent on both the robust(iesspredictability) of the

simulated process providing the model skill and whethet phacess was likely to exist

in a similar form in reality, the latter estimated by compan with Chapter 3.

Perfect-model skilli(e. skill in predicting the control simulation evolution) lasap to
5 years in parts of the central and northern NA SPG. Potemtglictability often arises
due to initialisation of large temperature anomalies @astr. For example, potential
predictability of the northern boundary current is higheken initialising based on large
temperature anomalies in the eastern NA SPG. Despite thisl&sting potential skill,
some regions of the NA SPG are likely to exhibit more religipledictions than others,

summarised next.

In the southern part of the NA SPG, the skill in T500 arisesnfrihe initialisation of
the negative feedback/dynamic height gradient betweer_#eador Sea and NAC,
with skill in the dynamic height gradient lasting for 4 yeéFsgure 5.10). However, in

the model this negative feedback relies on annual uppemodesasity variability being
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temperature-controlled (Chapter 2 and Section 2.4.6) velsetes appears to be salinity
controlled in reality (Chapter 3 and Figure 3.9a). As suck, dbmbination of under-
standing model mechanisms and the implied mechanismslityrkeads us to the con-
clusion that, if using a version of this model, any potengkll in predicting real-world
T500 variability in the southern NA SPat arises from the simulated feedback with
the Labrador Seas likely to be severely overestimated. This may be the casédth

anomaly and full-field initialisation (see Section 7.4.1).

We find a smaller but similar implied reduction in potentikillsvhen considering the
eastern part of the NA SPG. In the model, the decadal vaitiabilthis region is related
to the integration of circulation-driven heat content aaties (Chapter 2 and Section
2.4.4). Along the NAC path, we find the depth coherence ofglesit content anomalies
to be much greater in the model than in reality (Chapter 3 agdrEi3.8), which is also
consistent with a larger depth coherence/extent of sigioglggation in the model than in
reality (Figure 3.11). As such, the potential skill in pretthg real-world T500 variability

in the eastern NA SPG may also be somewhat overestimated.

Despite the possible reduction in potential skill in préidig T500 in the southern and
eastern NA SPG, we suggest the model likely represents amuweament, compared to
other climate models, in the northern NA SPG. This is bec#usaigh resolution of the
model likely improves the representation of boundary aig¢selderloos et al.2011),

which we find are the driver of model skill in the northern NAGREFigure 5.12). As

such, it is plausible that much of the model skill in northdily SPG T500 (Figure 5.6)
may carry over to real-world predictions, particularlynttialised during times of large

anomalies in the easterig. upstream) NA SPG.

Conclusion The potential skill of the model, and the reasons for reidustin skill, vary
by region/process but suggest that hindcasts with this hmodg exhibit the most skill
in the northern NA SPG.
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7.3.3 Drivers of Labrador Sea density variability

There are several key findings (noted previously in this tdragnd summarised below)
that lead us to our final conclusion on the relationships betwnodel biases and simu-

lated variability. These are:

e The importance of a temperature-controlled negative faekifrom the Labrador
Sea to NAC (Chapter 2 and Section 2.4.6) for the periodic rabdfithe decadal
variability (Figure 2.4b). For this feedback to be negatdensity variability in the

Labrador Sea must be temperature — rather than salinity —tralted.

e The unclear existence of such a feedback in reality, whigears to be a salinity-
controlled positive feedback for much of the observed r@bot may have recently
transitioned to a temperature-controlled negative feeklb@hapter 3 and Figure
3.10b.

e The importance of entirely different negative feedbackstiver models in provid-

ing periodicity within the NA SPG (e.descudier et al.2013).

Given these findings (as well as the non-linear seawatertiequaf state), we hypothe-

sised that:

1. There is a fundamental link between the mean state bidsasclimate model
(in terms of the depth averaged temperature or salinity énNA SPG) and the
processes by which negative feedbacks can occur (Chaptexclpi$ 2.5.1 and

also stated in the Discussion sectiorénary et al, 2015a).

2. A link between the mean state biases of a climate modeltmdechanisms of

variability leads to differing timescales/spectral cluaeaistics of the variability.

These hypotheses were tested in Chapter 6. We found the fppsthgsis to be verified,
but the second one remained outstanding. Specifically,aesyre and salinity biases in

the Labrador Sea were found to be correlated with the drafatensity variability in that
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region, as well as with the resolution (in the North Atlar@icean) of the ocean models,
but there was no detectable systematic link between brasesition and the timescales
of the variability. We found that high resolution models wé&wo warm and salty and had
temperature-controlled density variability, while lowscdution models were too cool
and fresh and had salinity-controlled variability (Fig@s). Furthermore, the model
resolution separated the models into those that suggestgdive feedbacks between the
Labrador Sea and NAC (such as HadGEM3, Chapter 2) and thasutigested negative
feedbacks between the Labrador Sea and northern NA SPGéFaghl). The relation-
ships between biases and variability suggest that assutengean state and variability
are independent in both models and observations, for examipén attempting to sim-
ulate actual events in the real world via ‘anomaly assinaitdt may not be appropriate
(see Section 7.4.1).

Conclusion The link between mean state biases and variability sugdleat in order to
correctly simulate decadal variability models must alsbilex a good representation of

the mean state.

7.4 Recommendations and future work

In this section we discuss the implications of our work fa thture development of both
decadal prediction systems (Section 7.4.1) and obsenatieetworks (Section 7.4.2).
We conclude with discussion of possible future multi-modealyses to make further
use of the powerful resource that is the Phase 5 of the CouptateMntercomparison

Project (CMIP5) archive of control simulations (Section.3)4

7.4.1 Implications for the development of decadal prediction systems

Given the aforementioned links between NA SPG biases antl-amriual/decadal vari-
ability (Chapter 6 and Section 7.3.3) it appears likely thet technique of anomaly-
assimilation, in which observed anomalies are combineHd witlimate model's biased

mean state, is introducing systematic errors into the tiegupredictions. These errors
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are likely to grow with lead time, as the total effect of siemald (potentially incorrect)
feedbacks aggregates. However, we note that it is alsolpedsiat full-field assimi-
lation exhibits a similar interdependence of signal anckgemund (in this case, drift),
which may be related to the reduced skill compared to anomathods at long lead
times Smith et al. 2013). In addition, the rapid return of a climate model toiased
mean state, after initialisation using full fields (aroungears,Smith et al, 2013) means
that full-field initialisation could also result in the baglbund mean state affecting the

evolution of the signal just as for anomaly-assimilation.

Recommendation For short lead times, use full-field ocean assimilatiomeathan
anomaly-assimilation, especially if concerned with pesas/feedbacks known to be de-

pendent on the background state.

Future work: In addition, investigate in which climate variables/s signal and
model drift interact in predictions using full-field asslation, and whether erroneous
influences of the mean state on to the signal increase atiteagttimes (after the model

has drifted back to its preferred state).

Related to the above, we have shown that in reality the drif/&abrador Sea density
variability may not be stationary (Chapter 3, Figure 3.10 &edtion 7.3.1). Thus, it
is possible that the feedbacks simulated in HadGEM3 may gseeto greater/lesser
skill during different epochs. To quantify whether the realrld skill of the model is
non-stationary related to these feedbacks, hindcastqii@as could be compared for
groups of start dates, 1) during the period in observationsrey density variability in
the Labrador Sea was salinity-controlledd. pre-1980s), and 2) during the more recent
period where this density variability was temperaturetaaled. The ‘Decadal Climate
Prediction Project’ (DCPB plans to conduct hindcast simulations initialised at gver
year from 1960 onwards, which would provide the necessayuree to test this hypoth-
esis. Additional work to better understand this non-stetidy is presented in Section
7.4.3.

Future work : Compare the skill downstream of the Labrador Sea in hindgamtlations

Ihttp://wcerp-climate.org/dcp-overview (October 2015)
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for start dates prior to 1980 and start dates around 2010titnas whether prediction
systems can reproduce the apparent transient changes liadoalSea density-drivers

seen in observations.

We have shown an important role for northern boundary ctsreanthe mechanism of
decadal variability in HadGEM3 (Chapter 2, Section 2.4.5 @hdpter 5, Figure 5.12),
which is likely in part made possible by the increased regmilof the model Gelderloos
et al, 2011). In addition, we have shown a link between model siasesolution, and
the implied location of negative feedbacks from the Labr&ka (Chapter 6 and Figure
6.5). Although the model resolution is higher than in corgmnulations with most other
climate models (Tables 6.1 and 6.2) there are potentiallygther improvements to be
had by moving from eddy-permitting resolutions to eddy hasg resolutions Klarzoc-
chi et al, 2015). Recent versions of the ocean component of HadGEM&soeapable

of incorporating nested, higher resolution gridgebreu et al, 2008).

Recommendation Further increase the model resolution to high-latitud#yesolving
resolutions in important regions for decadal predictiery(the NA SPG) using nested
schemes and investigate the effects on predictability in®G indices (and whether

this arises through processes that are expected to be ietbbyvresolution).

7.4.2 Implications for present and future observational networks

In Chapter 3 we noted that, even in the late twentieth censustained observations of
key regions were not guaranteed. For example, there wetensim the 1990s in which
there were no subsurface temperature or salinity obsensaiin the Labrador Sea (Figure
3.1b). In addition, even in surface temperatures, the eamthalf of the NA SPG has had
sustained observations for far less time than the rest diidréh Atlantic Ocean (Figure
3.5). To this end, the global array of ‘Argo’ profiling floatshich began deployment

in the year 2000, are a valuable tool, though these are limaehe upper 2000m of
the ocean@ould et al, 2004). Although we have focused on this upper ocean decadal
variability, we note that near surface variability can ipon to deep ocean variability

(Mauritzen et al. 2012), observations of whicke.g. ‘Deep Argo’, Johnson and Lyman
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2014) would provide a further valuable tool to constrainniadels.

Recommendation Present observational network densities must be at |eaistamed

if we are to be able to reliably characterise multi-annweadatial variability.

The mode of variability we have diagnosed is manifest prilpar the NA SPG (Chap-
ter 2, possible links to El Nio and tropical North Atlantic variability notwithstandn
Simulated heat transport variability on the southern edgheoNA SPG is found to be
important, but even this is much farther north than the onbgs-basin current array at
26.5N (Cunningham et a).2007). Indeed, it is not clear (from model studies) to what
extent variability in the NA SPG and tropical North Atlanéice coherent nor the precise
phase relationships between the tBingham et al.2007;Zhang 2010). We note that a
promising first step in understanding the heat budget of tR&sSNG is being taken with
the recent ‘Overturning in the Subpolar North Atlantic Py’ (OSNAP) that will con-
strain the heat/freshwater/volume fluxes into the NA SP@ftbe north. Nonetheless,
fluxes from the south and, for example, the degree of reaiticud in the NA SPG and

‘leakage’ through the Canary Curre@wingedouw et gl2013), are still not constrained.

Recommendation The establishment of further cross-basin arrays, in @agr at the
southern boundary of the NA SP&.¢.45°N), to constrain the ocean heat and freshwater
budget of the NA SPG.

Ocean temperatures represent the integration of bothcauhi@at fluxes (SHFs) and the
advective convergence/divergence of heat (see also 8atd®). For this reason, given
the lack of direct heat flux observations and estimates asgtidice circulation, it is not
always clear whether well-modelled temperature evolutoorskill’ if directly assessing
against particular observations) is the result of a goodessmtation of both surface
and advective heat fluxes or due to compensating errors. tidddily, given that the
variability in SHFs is an indication of the strength and li@wa of ocean-atmosphere
coupling (see also Chapter 4), they represent a good metraigoriminating between

the mechanisms of variability suggested by climate models.

SHFs can be directly measured by moored buoys. Howevee #rera severely limited

2http://www.o-snap.org/ (October 2015)
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number of buoys in the world oceans that are able to measereetbvant heat flux
terms (in particular longwave heat fluxé&to et al, 2013), the sum of which gives the
net SHF between ocean and atmosphere. Even more starkly,afeeno active moored
buoys anywhere within the NA SP®&4to et al, 2013). The addition of moored buoys to
measure SHFs would allow allow critical comparison of madethanisms of variability

against reality.

Recommendation The placement of moored buoys in the NA SPG to be able tottlirec

estimate SHFs between the ocean and atmosphere

7.4.3 Implications for investigations of simulated decadal variability,

and further options for multi-model analysis

As repeatedly stated in this thesis, there is a severe pafaiirect observations within
the NA SPG with which to constrain the decadal variabilitpgiated in climate models,
which likely does exist in the real worldann et al, 1995; Sicre et al, 2008; Chylek
etal, 2012). In the previous section (Section 7.4.2) we notetahafirst priority should
be to maintain, and then increase, the size of the obsenatetwork. In the meantime,
as we have shown, a potentially powerful approach to futavestigations of decadal
variability is to diagnose the key processes within a rarfgeaxlels and examine where
in this distribution the real world exists — and what imptioas this may have. Some

specific examples are given next.

Recommendation A combined approach to analysis of NA SPG decadal vartgpili
combining multi-model analyses with critical comparisayamst observations, rather

than describing variability in a single model and crudelptcasting with observations.

In general, in terms of the fundamental processes and drofesimulated decadal vari-
ability in the NA SPG, there remain many competing theor@sapter 1). Although
conceptually appealing, itis far from clear that any patdlytcoupled ocean-atmosphere
relationship can be diagnosed by separately analysingupted ocean and atmosphere

subcomponentBattisti et al, 1995;Rodwell et al. 1999). In addition, even relatively




202 Chapter 7. Conclusions

simple explanations of NA SPG periodicity require a coupgdtem Saravanan and
McWilliams 1998). However, it is possible to test the relative impoctaof processes
within a given system by atrtificially suppressing certaipeats, as has been shown
for the relative importance of different eddy types in rasfication of the Labrador
Sea (Gelderloos et al.2011). We suggest a similar approach could be undertaken to
assess the relative importance of, for example, Rossby Wawt®cean advection in
transferring information around the NA SPG (both of whicldaimilar, multi-annual
timescales). In this example, this could be undertakentbgedirect approaches, such as
pinpointing Rossby Wave signals and damping them, or intlapproaches, such as ar-
tificially altering the thermocline depth to alter wave paggation timescales. This could
be undertaken with either the climate prediction systemsaongithe control simulation
of HadGEM3.

Future work : Investigate methods to damp specific processes within pledunodel
system in order to test the relative importance of particpfacesses in simulations of
NA SPG decadal variability.

In Chapter 3 (and above in Section 7.3.1) we noted that intyethie driver of Labrador
Sea density variability may not be stationary in time (Feg8r10). Although the model
control simulations we analysed in Chapter 6 were not dgftindoes not necessarily
follow that the driver of density variability is stable thughout the simulation as this de-
pends both on the bias and the actual variability in tempesadr salinity. As such, it
may be possible for climate models to capture these poteagane shifts. In addition,
given that the control simulations were mostly run with exéd forcings appropriate
for 1850, it would also be interesting to know whether thevelriof density variabil-
ity changes under historical forcings as well as under ptegfuture climate change.
Separately to analysis of hindcast simulations (see futtondx in Section 7.4.1), these
analyses would shed light on the susceptibility of intemabes of variability to funda-
mental changes/breakdown and to what extent this may bertendor the evolution of
the NA SPG.

Future work : Test the stationarity of the driver of Labrador Sea denstyability in the

model control simulations, as well as in historical and fatclimate simulations.
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The multi-model analysis presented in Chapter 6 focussadgpily on the ocean. How-
ever, as we have shown, the atmosphere plays an importantnainforcing this ocean
variability (Chapter 2, Figure 2.12 and Section 7.2.3) widac feedbacks from ocean to
atmosphere (Chapter 2, Figure 2.4c) and further interestsiygnmetries between posi-
tive and negative phases of the variability (Chapter@astineau et al(2013) recently
highlighted similar lead/lag relationships between obsérand simulated NA SPG SSTs
and the NAO, although the strength of the coupling in theidelevas approximately half
as strong as observed. As such, it would be interesting &stigate the characteristics of
the NAO across the models and whether there are any linksleetthe manifestation of
NAO variability and the variability in the ocean. In additiogiven our previous analysis
that showed a link between the ocean model resolution in thréhMtlantic and the lo-
cations of negative feedbacks with the Labrador Sea (Chéptggure 6.5 and Sections
7.3.3 and 7.4.1), it would be interesting to investigate potential role for atmospheric

resolution in the manifestation of variability in and arduhe North Atlantic.

Future work : Expand CMIP5 multi-model analysis to incorporate the NA@ aharac-

teristics of the atmosphere component of the models, sustsagution.

Finally, one caveat of our uncoupled atmosphere-only exygarts (Chapter 4) was the
use of globally-defined forcing fields, rather than just Ideag. North Atlantic) fields
(Section 4.3.1). This leaves open the possibility that lomadl forcing, such as from
the tropical Atlantic or tropical Pacific (via EI No/Southern Oscillation, ENSO), may
drive the NAO (and thus even the ocean) variability in the tN@tlantic (Ineson and
Scaife 2009). Indeed, similar to our analysis of the link betwe@bilador Sea biases
and variability, it has been shown that biases in the ‘thetme feedback’ in the tropical
Pacific in CMIP5 models result in incorrect characteristiEENSO (Michael et al,
2013). Given the size of our multi-model database (42 mygdklgher analysis of the
links between biases in the tropical Pacific and the marifiest of variability in the
North Atlantic may reveal under what conditions/in whichdebsetups variability in the

ENSO regions more or less strongly affects the NA SPG.

Future work: Expand CMIP5 multi-model analysis to include ENSO diagressand

investigate possible teleconnections to the NA SPG.
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7.5 Concluding remarks

A paucity of observations means that understanding paspatashtial future variability
in the NA SPG still relies heavily on climate models, whosdtrannual/decadal vari-
ability is poorly constrained. We have diagnosed the meshaof decadal variability
in the NA SPG in a new, high resolution climate model. We haglighted, through
a holistic analysis approach, how the specifics of this bdiig may be important for
understanding — and having confidence in — decadal climadigiions. Continued
critical comparison between climate models and expandbggiwvational networks is
crucial to improving the models and prediction systems. \Akehalso shown how the
various modes/mechanisms of NA SPG variability in climatadels may be inextrica-
bly linked to something as simple as errors in their mearestdt/nderstanding to what
extent this link does affect the outcomes of decadal priedistshould be a key subject
of future study if we are to have confidence in the ability aingte models to faithfully

represent the state, and fate, of our climate.




Appendix A

Tracer release experiments to examine

simulated deep water formation

A.1 Introduction

In Chapter 2 we noted the interannual variability in wintegimixed layer depth (MLD)
in HadGEM3 (Figure 2.1d). The mean state mixed layers in HEM® show a similar
pattern but with the maximum depth stretching to around 500the eastern NA SPG,
and to the full depth in the Labrador Sea (not shown). Thisushrgreater than the real
world, either through estimates applying the sdfaea et al.(2000) methodology to the
EN4 dataset (not shown), or published climatologasBoyer Morégut et al, 2004). It
seems possible that HadGEM3 overestimates the vigour @f waer formation in the
Labrador Sea, and as such gives this region a more promivlenbrNA SPG variability

than it has in reality.

This can also be seen in the analysis of the depth cohereneao$urface signals (Figure
3.7). In EN4 the region downstream of the Denmark Strait®sgérflows is found to be
particularly depth coherent, which is not the case in HadGEMdditionally, at the
deepest of the chosen layers (Figure 3.7, bottom row) thitiy@sorrelation with near
surface signals is much greater in HadGEMS3 than in EN4 in thlerador Sea. It is
therefore possible that the prominence of the 17 year véitjathisplayed in HadGEMS3

205



206Appendix A. Tracer release experiments to examine simulidgep water formation

compared to EN4 is related to the increased role for the ldair&ea.

A.2 Simulated tracer release experiment

To investigate the importance of Labrador Sea deep waterdoon (which forms upper
North Atlantic deep water, UNADW) in HadGEM3 and whether H&ME is able to
differentiate between UNADW and lower North Atlantic deepter (LNADW, formed

in the GIN Seas) we design sensitivity experiments with tloeleh In these, the model
is run for 30 years with a passive tracer released in the ldaioi&ea region (Figure A.1a,
red) and a separate passive tracer released in the GIN Spas (Eigure A.la, blue)
throughout the top 2000m of the water column. The tracersetréo a concentration of
100% within each of the three-dimensional volumes and a&tbto evolve freely with
the ocean advection-diffusion scheme outside of thesemsgiAfter 30 years the con-
centration profiles are stable, although the absolute satoatinue to increase as there

is no sink for the tracers.

To compare the profiles of UNADW (Labrador Sea) and LNADW (3Bas) we show
the zonal mean normalised tracer concentrations at adatitd approximately 45N
(Figure A.1b, approximate latitude due to the curved natfithe model grid). We use
normalised concentrations as the absolute concentragiensery different due to the
differing proximities of the source regions. The core oftboward flowing deep water
exists at 1700m, which compares favourably to the obserepthdf the deep western
boundary currentNleinen et al. 2013). However, the two profiles do not show any dif-
ferentiation by source region, contrary to observationshich the core of Labrador Sea
water (UNADW) sits more than 1000m above the core of LNADW oNGeas origin
(Toole et al, 2011). These simulated profiles are consistent with the that LNADW,
formed upstream in the GIN Seas, merely aids or preconditii@ep convection in the
Labrador Sea in HadGEMS, possibly contributing to the largdical and horizontal

extent (at depth) of Labrador Sea water.
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Figure A.1: a) The location of tracer release over the top 2000m in thedddy Sea (red) and Greenland-
Iceland-Norwegian (GIN) Seas (blue). b) The zonal mean lpofit 43N (orange line on map) of the
normalised concentration (each tracer normalised reldativits maximum absolute value) of the tracers

released in the Labrador Sea (red) and GIN Seas (blue, dashed
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