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Abstract

Numerical studies were performed to assess the quality and reliability of wall-modeled large eddy simulation (LES) for studying convective heat and mass transfer over bluff bodies at high Reynolds numbers (Re), with a focus on built structures in the atmospheric boundary layer. Detailed comparisons were made with both wind-tunnel experiments and field observations. The LES was shown to correctly capture the spatial patterns of the transfer coefficients around two-dimensional roughness ribs (with a discrepancy of about 20%) and the average Nusselt number (Nu) over a single wall mounted cube (with a discrepancy of about 25%) relative to wind tunnel measurements. However, the discrepancy in Re between the wind tunnel measurements and the real-world applications that the code aims to address influence the comparisons since Nu is a function of Re.

Evaluations against field observations are therefore done to overcome this challenge; they reveal that, for applications in urban areas, the wind-tunnel studies result in a much lower range for the exponent m in the classic Nu ~ Re^m relations, compared to field
measurements and LES (0.52-0.74 versus ≈ 0.9). The results underline the importance of conducting experimental or numerical studies for convective scalar transfer problems at a $Re$ commensurate with the flow of interest, and support the use of wall-modeled LES as a technique for this problem that can already capture important aspects of the physics, although further development and testing are needed.

1 Introduction

Convective heat and mass transfer at high Reynolds numbers ($Re \sim 10^6 - 10^8$) over complex surfaces is of interest for many engineering and environmental applications, such as heat exchanger design, agricultural and urban meteorology, and building energy studies. The latter applications are of growing significance due to rapidly expanding urbanization interacting with global climate change to alter the urban environment and the resource intensity of cities in complex ways. The convective heat transfer coefficient over the exterior surfaces of buildings is a key parameter for modeling the exchange of energy between buildings and their environment. This exchange needs to be quantified to calculate accurate heating and cooling loads [1,2], to assess the energy performance of the building envelope [3], and to better simulate the urban environment under a changing climate [4].

In addition, with the heat-mass transfer analogy [5], knowledge on the turbulent transfer of temperature (under conditions where it can be considered as a passive scalar) is
transferable to studies on the exchange of other scalars, especially carbon dioxide and moisture [6], which are important for example for assessing the performance of green roofs [7,8]. For urban climatological and meteorological studies, it is crucial to simultaneously capture the turbulent heat and water vapor surface fluxes, which are typically parameterized through an urban canopy model (UCM) [9-12] in coarse geophysical simulations. The transfer coefficients for heat and water vapor are important parameters in these UCMs [13], but their current parameterizations are partially based on experimental results that are over 90 years old [14]. Improved parameterizations would involve environmental turbulent boundary layer flows over large roughness elements the height of which can be a significant fraction of the total boundary layer depth. Such surfaces are termed very rough in Castro et al. [15] and the resulting flow differs from the classic rough-wall boundary layers discussed for example in Jiménez [16] where the height to boundary layer depth ratio is limited to be below 0.025. Advancing our understanding of the fundamental transport processes of heat and moisture over such complex surfaces, and how to model them via transfer coefficients beyond the current state of the science, is hence urgently required in view of the wide range and importance of the related applications.

Three different approaches have been traditionally taken to gain a better understanding of the convective transfer coefficients. The first approach is placing scale models in wind tunnels and measuring the convective transfer of either some substance or temperature,
while minimizing the effect of buoyancy (which could nonetheless be quite important in real urban terrain). These studies [17-24] often considered cases at lower Reynolds numbers \((10^3-10^4)\) (due to length scale limitations), with a developing turbulent boundary layer in a parallel channel flow. Mass transfer experiments, usually with Naphthalene sublimation techniques [18,25] or water evaporation [23], were performed to study the mass transfer from surface-mounted cubes in a wind tunnel. These are only some examples of wind tunnel studies from the extensive literature, which was summarized in relatively recent reviews [2,3]. One advantage of wind tunnel studies is that the spatial variation of heat/mass transfer coefficients along the surfaces of the bluff elements can be accurately measured. The setup of the experiments can also be varied to investigate the effects of different angles of attack [19] and geometric configuration of the roughness elements [17,23], among other topographically complexities. However, a simple extension of these studies to the environment has to be handled with caution. The Reynolds number of the typical atmospheric boundary layer (ABL) is 3-4 orders of magnitude higher than that of common wind tunnels. Unlike momentum exchange, which is fully dominated by form/pressure drag over complex topographies at high \(Re\), heat and mass exchanges are always performed by molecular conduction or diffusion in the vicinity of the complex interface and do not lose their dependence on the molecular heat and mass diffusivities at high \(Re\). Neither the convective to conductive/diffusive scaling represented by the Nusselt number for heat \((Nu)\) or Sherwood number for mass \((Sh)\), nor...
the inertial scaling given by the Stanton number \((St \sim Nu/Re)\), become independent of \(Re\) in general (See Lienhard and Lienhard[26]). \(Re\)-independence for \(St\) might be approached or expected only if the flow over each facet is itself also fully rough [27], which is not always the case over urban terrain since the surfaces of building facets might be smooth or transitional. The empirical correlations of \(Nu, Sh, or St\) with \(Re\) obtained from these scale model experiments are thus not directly applicable to heat or mass transfer from buildings [23]. In addition, the usually thin inflow turbulent boundary layers [2] and the low turbulent intensity levels are further reasons why wind tunnel studies of heat and mass transfer, although providing very valuable insight, have limitations that preclude the direct application of their findings to large scale flows at high \(Re\), such as flows in the real natural environment [28]. Another approach that overcomes the problem of low \(Re\) in wind tunnel studies is full-scale experiments conducted outdoors on buildings or structures [29-33]. These field experiments give very valuable information especially on the correlation between the heat transfer coefficient and wind speed, which can be generalized to a power-law relation between \(Nu\) and \(Re\). One manifestation of the continued dependence of heat and mass exchange on \(Re\) is that the exponents in such power laws are themselves \(Re\) dependent, and thus these empirical relations apply only in the range of \(Re\) in which they were developed. From the perspective of modeling, such full-scale field-derived empirical relations are therefore useful for both building energy simulations and urban
climate studies [1,13]. However, generalization of the findings can also be challenging due to the influence of the exact shapes of the building facets, the texture/roughness of the building surface materials, and the surrounding structures in the outdoor environment. In addition, the positions at which the temperature and wind velocity are measured vary across different field studies, further complicating inter-comparisons between them to extract more universal empirical relations.

Numerical simulations are another useful methodology to study this problem. Reynolds averaged Navier-Stokes (RANS), large-eddy simulations (LES) or direct numerical simulations (DNS) have been carried out in the recent years to study the turbulent transfer of momentum and scalars over rough surfaces with roughness elements that mimic buildings or urban canyons [34-37]. Since the computational cost of resolving the viscous layer (i.e. DNS [38-41] or wall-resolved LES [42]) is too high for applications at $Re$ commensurate with the real-world (limiting these techniques to low $Re$ where the same challenges discussed above for wind tunnels reemerge), wall modeling is often adopted for RANS or wall-modeled LES studies. The ‘law of the wall’ or related equilibrium approaches, which are based on the concept of universal behavior of momentum and scalars in the inertial (logarithmic) layer, are often adopted [34,35,43-45]. These types of wall models have some known caveats in complex flow regions [46]; however, good agreement of models using such equilibrium laws with experiments have been found by both Park et al. [34] and Liu et al. [44] in their studies of transfer of scalars over
geometrically complex surfaces. The application of such equilibrium wall-models in LES pose additional challenges (compared to RANS) that were very comprehensively assessed by Wyngaard et al. [47]. Various other more sophisticated wall-models that should in principle offer better performance have been proposed such as models that solve the boundary layer equations numerically [48] or analytically [49,50], or models that use a “customized temperature wall function” (CWF) (though based on low Reynolds number results) [51]. Nevertheless, the challenge of wall-modeling in LES remains open [52,53], even when the very important influence of buoyancy and how to represent it correctly in wall models (particularly for vertical walls) is ignored. This challenge frames the scope and goals of this paper.

Given that for studies of turbulent flow and transport over urban-like rough surfaces at high $Re$ wall-modeled LES is a feasible and very appealing tool, there is a growing urgent need to assess its skill in capturing turbulent scalar transport. The near-surface performance is more critical for scalars than for momentum (again due to the dominance of form drag, which is partially resolved in LES, for momentum), and as such the role of the wall-model is more prominent. But if the shortcomings of current wall models can be investigated, quantified, and potentially overcome, the impact on future studies that focus on scalar transport under high $Re$ scenarios can be substantial. It is worthwhile to stress again the importance of studying the heat/mass transfer problem at a Reynolds number that is representative of the real problem of interest (which is possible with wall-modeled
LES), given that the scalar transfer is inherently $Re$-dependent.

Therefore, the objective of this study is to provide a thorough assessment of wall-modeled LES by detailed comparisons to both scale-model and full-scale studies. Knowing the capabilities and limitations of this numerical approach will help to draw more sensible conclusions for future applications in building energy and urban climatology studies. A practical question we seek to answer is: are the errors resulting from the parameterization of unresolved scales (wall and subgrid scale models) in LES larger or smaller than the errors involved in extrapolating from low-$Re$ approaches (DNS or wind tunnels) to high-$Re$ real world flows, for scalar transfer problems?

This paper is organized as follows: section two describes the numerical details of the large eddy simulation; section three discusses the comparison of the local scalar transfer coefficient with wind-tunnel studies of two-dimensional roughness; section four considers both the local and average transfer coefficients by comparing to wind-tunnel studies of a single cube; section five focuses on the comparison with full-scale field measurement, section six provides a summary and conclusions.

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_p$</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>$h_c$</td>
<td>heat/mass transfer coefficient $q_s / (s_0 - s_{ref})$</td>
</tr>
<tr>
<td>$H$</td>
<td>height of the obstacle (rib or cube)</td>
</tr>
<tr>
<td>$z_{0s}$</td>
<td>scalar roughness length</td>
</tr>
<tr>
<td>$x,y,z$</td>
<td>streamwise, cross-stream and vertical coordinate</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>heat conductivity of solid surface</td>
</tr>
<tr>
<td>$L_i$</td>
<td>LES domain size in direction $i$</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>$m$</td>
<td>power exponent in Nu-Re relation</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number = $u H / v$</td>
</tr>
<tr>
<td>$s$</td>
<td>scalar concentration</td>
</tr>
<tr>
<td>$u$</td>
<td>characteristic velocity scale</td>
</tr>
<tr>
<td>$u^*$</td>
<td>Friction velocity = $(-\tau_w)^{1/2}$, where $\tau_w$ is the total kinematic wall shear stress</td>
</tr>
<tr>
<td>$z_{0m}$</td>
<td>momentum roughness length</td>
</tr>
</tbody>
</table>

### Subscripts

- $x, y, z$: streamwise, cross-stream and vertical directions
- $LES$: quantities from LES
- $Exp$: quantities from experiments
- $0$: quantity at surface
- $ref$: quantity at reference height

### 2 Wall-modeled LES and Dynamic Roughness Wall Model

The LES code uses the immersed boundary method (IBM) to account for presence of the roughness elements, in which a discrete time momentum forcing is used to simulate the immersed boundary force [54,55]. The filtered incompressible continuity, Navier-Stokes and scalar conservation equations (Eq.1-3, respectively) are solved assuming hydrostatic equilibrium (we will omit the usual tilde above the variables that denotes filtering for simplicity, but all the variables we will discuss are the filtered/resolved components solved for in LES unless otherwise noted)

\[
\frac{\partial u_i}{\partial x_i} = 0, \tag{1}
\]

\[
\frac{\partial u_i}{\partial t} + u_j \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right) = -\frac{\partial p}{\partial x_i} - \frac{\partial \tau_{ij}}{\partial x_j} + F_i + B_i, \tag{2}
\]

\[
\frac{\partial s}{\partial t} + u_i \frac{\partial s}{\partial x_i} = -\frac{\partial q^s_i}{\partial x_i}, \tag{3}
\]
where $t$ denotes time; $u_i$ is the resolved velocity vector; $p$ is the modified pressure; $\tau_{ij}$ is the deviatoric part of the subgrid stress tensor; $F_i$ is the body force driving the flow (here simply a homogeneous steady horizontal pressure gradient along the $x$ direction); and $B_i$ is the immersed boundary force representing the action of the obstacles (buildings) on the fluid. The density is assumed equal to 1 (all the equations are normalized so the numerical value of the density is irrelevant). In Eq.(3), $s$ denotes a passive scalar quantity and $q^*_i$ is the $i^{th}$ component of the subgrid scale scalar flux. Although the code can simulate active scalars (see [56,57]), the experimental data we identified for code evaluation were under conditions where buoyancy played an insignificant role.

The code uses a pseudo-spectral method for computing the horizontal spatial derivatives on a uniform staggered Cartesian grid. To overcome the Gibbs phenomenon that emerges from the combined application of the IBM method with spectral derivatives, a smoothing approach we developed and detailed in Li et al. [58] is adopted. Vertical spatial derivatives are obtained from second-order centered finite difference. Second order Adams-Bashforth time integration is used. The subgrid scale (SGS) stress tensor is modeled using the Lagrangian scale-dependent dynamic Smagorinsky model [59], while the SGS scalar flux model uses the dynamically computed SGS viscosity with a constant SGS Prandtl number ($Pr_{SGS}$) of 0.4 (this is unrelated to the molecular $Pr$ [60]).

In this study, we adopt a new approach for dynamically evaluating the momentum and scalar roughness lengths in the expression of the log-law wall model. The general log-law
A wall model for momentum and scalars is given by:

\[
\frac{u}{u_*} = \frac{1}{\kappa} \log \left( \frac{z}{z_{0m}} \right), \quad (4)
\]

\[
\frac{s_0 - s}{s_*} = \frac{1}{\kappa} \log \left( \frac{z}{z_{0s}} \right), \quad (5)
\]

where \( u \) is the local wall-parallel velocity near the wall; \( s_0 \) is the scalar concentration or temperature at the surface; \( u_* \) is the friction velocity calculated as the square root of the kinematic wall shear stress \( \tau_w \); \( s_* \) is the mass flux concentration or heat flux temperature (defined as the kinematic surface flux divided by \( u_* \)); \( z \) is distance away from the wall in the wall-normal direction; \( \kappa = 0.4 \) is the von Kármán constant; and \( z_{0m} \) and \( z_{0s} \) are the roughness lengths for momentum and scalars, respectively. These roughness lengths are often chosen according to the roughness types of the surfaces for hydrodynamically rough walls. However, building facets are often hydrodynamically smooth, including the experiments we compare to. Therefore, instead of adopting a fixed roughness, we dynamically model the roughness lengths for momentum and scalars as a function of the viscous length scale \( \nu/u_* \). In fact, it has been shown by Kader and Yaglom [61] that similar reasoning to the one that yielded the Prandtl-Nikuradse momentum skin friction law for smooth pipe and channel flow can be applied to scalar transfer in a turbulent flow to obtain heat or mass transfer laws for a smooth wall, with some unknown quantities that can be determined from experiments. Eq.(4) can be rewritten following the Prandtl-Nikuradse skin friction law as
\[
\left( \frac{u}{u_*} \right) = A \log \left( \frac{z}{v/u_*} \right) + B , \quad (6)
\]

which can be further rearranged into

\[
u_* = \frac{u}{A \log \left( \frac{z e^{B/A}}{v/u_*} \right)} = \frac{u}{A \log \left( \frac{z}{z_{0m}} \right)}, \quad (7)
\]

where \( A \) and \( B \) are determined from experiments and \( z_{0m} \) is given by

\[
z_{0m} = \frac{v}{u_* e^{-B/A}}. \quad (8)
\]

The same dimensional analysis can then be similarly developed for scalars:

\[
s_0 - s(z) = s_* \psi \left( \frac{u_* z}{v}, \frac{v}{\chi} \right), \quad (9)
\]

where \( \chi \) is the mass or thermal diffusivity, and \( \psi \) is a dimensional analysis function to be determined empirically (with the aid of profile-matching as for velocity). Eq.(9) is a general one for turbulent mass or heat transfer in wall-bounded flows. For air, \( Pr = 0.7 \) and \( s_* = q_s / (\rho c_p u_*) \), where \( q_s \) is the dynamic heat flux at the wall and \( c_p \) the heat capacity of the air. The experiments to determine the form of Eq.(9), as detailed in Kader and Yaglom [61], then yield the log-law for scalar:

\[
\frac{s_0 - s(z)}{s_*} = \alpha \log \left( \frac{z}{v/u_*} \right) + \beta. \quad (10)
\]

For air, \( \alpha \) and \( \beta \) can be found from experiments for heat transfer with weak buoyancy. If \( s \) represents air temperature, then the heat flux at the wall is given by

\[
\frac{q}{\rho c_p} \frac{s_0 - s(z)}{s_*} = \frac{q_s}{\rho c_p} \alpha \log \left( \frac{z}{v/u_*} \right) + \beta. \]

For air, \( \alpha \) and \( \beta \) can be found from experiments for heat transfer with weak buoyancy.
\[
\frac{q_i}{\rho c_p} = u_* s_s = u_* \left( \frac{s_0 - s(z)}{\alpha \log \left( \frac{z e^{\beta/\alpha}}{v/u_*} \right)} \right) = u_* \frac{(s_0 - s(z))}{\alpha \log \frac{z}{z_{0s}}}, \tag{11}
\]

where \( z_{0s} \) for the scalar can be written as:

\[
z_{0s} = \frac{v}{u_*} e^{-\beta/\alpha}. \tag{12}
\]

The roughness length expressions in Eq.(8) and Eq.(12) should be universal for smooth walls, and thus we can adopt the constants determined by Kader and Yaglom from experiments for fully turbulent flows [61,62] (Table 1 in Kader and Yaglom[61]; \( A \) can be viewed as the inverse of the von Kármán number, but only the ratios \( B/A \) and \( \beta/\alpha \) influence the results and here we select the same ratio of 3.9/1.8 for both momentum and scalars, which effectively yield

\[
z_{0m} = z_{0s} = \frac{v}{8.73 u_*} = \frac{v}{9 u_*} \tag{13}
\]

This result applies for molecular Prandtl of Schmidt numbers \( \sim 1 \), which is a reasonable approximation for all the tests we conduct in this study. These length scales depend on \( u_* \) which varies in space and time over complex geometries. We thus use an explicit approach where \( u_* \) from the previous time step is used in Eq. (13) to determine \( z_{0m} \) at every wall location, and then the updated \( z_{0m} \) is used to compute \( u_* \) from Eq.(7). This dynamic equilibrium wall-model controls the fluxes at the solid-fluid interface, and therefore is important to determine if the LES is able to capture the physics of the flow and reproduce experimental observations. It is important to note here that this model, by
construction since it assumes smooth facets, yields a Stanton number that is $Re$ dependent.

On the other hand, if the facets were assumed fully rough with constant $z_{0m}$ and $z_{0s}$, the heat transfer regime would become $Re$ independent. We assume the presence of a logarithmic form at the first grid point away from the wall of the solid, which is commonly done in direct forcing immersed boundary method as adopted here.

3 Spatial variation of the transfer coefficient compared to a wind tunnel study

3.1 Experimental setup of mass transfer over two-dimensional ribs

The dimensional (e.g. in $W \cdot K^{-1} \cdot m^{-2}$) local heat or mass transfer coefficient is defined as

$$h_c = \frac{q_c}{s_0 - s_{ref}},$$

(14)

where $s_{ref}$ is some reference scalar quantity in the fluid. The distributions of the local heat and mass transfer coefficients obtained from detailed scale-model measurements have large spatial variations over the surface of roughness elements due to the highly complex flow patterns involving separations and reattachments in the flow. It is therefore desirable to assess the capability of the wall-modeled LES in predicting these spatial patterns of local heat and mass transfer coefficients.

Nevertheless, one here again faces the challenge that the magnitudes of $h_c$ in scaled-model experiments at lower $Re$ and LES at larger $Re$ are not directly comparable due to the dependence of $h_c$ on $Re$. However, since the momentum dynamics are less
sensitive to $Re$, the spatial flow patterns should match as long as the scaled-model $Re$

exceeds $\sim 10^5$, and therefore the resulting spatial variation patterns of $h_c$ should be

comparable. Therefore, to overcome the magnitude discrepancy and still compare the

spatial variabilities, the heat or mass transfer coefficients from different scale-model

experiments and numerical simulations are usually normalized for appropriate

comparison [13].

The measurement of mass transfer coefficient from a wind-tunnel study on evaporation of

water from two-dimensional roughness (ribs) by Narita [23] is used here as a benchmark
case to assess the LES. The roughness elements, made of acrylic resin of 1mm thickness,

were covered with wetted filter paper. A fine thermistor sensor was inserted just below

the paper surface to monitor the surface temperature. The evaporating surface is assumed
to be at saturation. A weighing method was used to obtain the evaporation rate and thus

the mass transfer coefficient can be estimated by knowing the ambient water vapor

concentration. Measurements were conducted at a low relative humidity to keep the

experimental error of the transfer coefficient to within 4%.

Note that the sharp edges of these 2D ribs fix the separation points to the downstream top
corners of each rib, and thus strengthen the insensitivity of the flow patterns to $Re$ and

improve the flow simulation results [63].
3.2 Numerical model of mass transfer

We considered configurations with three different separation distances between the two-dimensional ribs. Figure 1 is a side view of the basic configuration. The rib height $H$ is represented with 16 grid points. We use a horizontally periodic boundary condition for momentum and mass (thus we are simulating infinite repetitions of the patterns shown in Figure 1). The longer section behind the ribs is used to ensure that the inflow velocity at the first rib is free of the wake influence from the fifth element. It also mimics the test section surface upstream of the ribs in the open circuit wind tunnel [23]. The experimental Reynolds number is 16000, where velocity is fixed at 4 m/s at the top of the boundary layer and length scale is the rib height. The experiment did not precisely control the humidity in the incoming air in the wind tunnel. Instead, during each run where the evaporation rate was measured, the evaporation rate from a flat plate placed in the free stream was simultaneously recorded for normalizing the measurements. Therefore, we could not replicate the exact details of the mass inflow, but again these only affect the magnitude and not the spatial patterns of the transfer coefficient that we seek to investigate here.
Fig. 1. Side view of the geometric configuration of the numerical simulations. The cases of $W/H = 0.5$, 1 and 2 are shown in the figure from top to bottom. Inflow is from left to right. $N_x$ is the number of grid points in $x$-direction. $N_z = 80$ total vertical grid points for all three cases.

The top boundary condition in the simulation is slip-free for momentum and zero-flux for the scalar (same top BC for all simulations in this paper). The dimensions of the wind tunnel are 0.9 m in height and 1.8 m in width. The height of the wind tunnel is 15 times the height of the rib $H = 0.06$ m. We have conducted preliminary tests by varying the domain height from 3 times to 10 times $H$ (results not shown here) to test the sensitivity to the domain height. We found that results with domains exceeding $5H$ in height converge, and therefore we adopt $5H$ as our domain height in all simulations in this
The boundary condition on the surfaces of the ribs for water vapor is assumed to be at a constant concentration, which is justified by the saturated state of the wetted surfaces. All cases were run for about 20 eddy turn over times ($L_z/u_*$) and averaged in the $y$-direction, to reach statistical convergence, which was further confirmed by ensuring that the velocity profiles reach a steady state, i.e. they become invariable if the averaging time is further increased.

Fig. 2 Mean (time- and $y$-averaged) contour plots of $s/s_0$ and streamlines. The wind is from left to right. The white spaces represent the transect areas occupied by the solid 2-dimensional ribs. Color scale for the normalized scalar concentration is the same for all three cases.

Figure. 2 (a)-(c) shows the pseudocolor plots of the scalar concentration normalized by the surface scalar concentration, together with the streamlines. The central vortices in the
$W/H = 0.5$ and 1 cases are characteristic of the ‘skimming flow’ regime and explain the high concentrations of scalar in the space between the ribs (“the street canyon”), whereas the slightly asymmetric flow field in case $W/H = 2$ is evidence of more complex flow interactions in the ‘wake interference regime’ [64,65] that allows more exchange between the canyon and the air aloft. The flow patterns are consistent with the regime expected for this geometry. In addition to the more intensive exchanges for the widest canyon, the reduced “emitting surface” to “canyon volume” ratio, $(W + 2H)/(HW) = H + 2/W$, when $W$ increases and $H$ is maintained constant, further explains the reduced concentrations in the canyon.

Figure 3 (a)-(c) shows instantaneous contour of the scalar concentration normalized by the surface scalar concentration, together with the streamlines along one $xz$-slice at a fixed $y$. The instantaneous structures in the scalar concentration field, as well as the streamlines, are generally distinct from their averaged counterparts shown in figure 2, particularly for the $W/H = 2$ case. The depicted turbulent structures are important for the vertical exchange; for example, one can observe the strong ejection from the last canyon in Figure 3(c) for the $W/H = 2$ case. This is consistent with general observations for such kind of type-k roughness where the eddies of scale $H$ are shed out of the cavity, resulting in the more complex flow interactions. The instantaneous vortices inside the canyons for the two other cases, especially $W/H = 1$ in 3(b), are somewhat more similar to their time
and space averaged counterparts in figure 2(b). This dominant mean circulation inside the canyons for these cases might hinder ejections and sweeps near the top of the canyons and reduce the instantaneous exchange between canyons and air above. While we show only one snapshot here; other snapshots we analyzed conveyed the same information.

Fig. 3 Snapshots of instantaneous $s/s_0$ and streamlines. The wind is from left to right. The white spaces represent the transect areas occupied by the solid 2-dimensional ribs. Color scale for the normalized scalar concentration is the same for all three cases.

Figure. 4 shows the comparisons between the experimental and LES results for the three rib separations, while Table 1 lists the absolute percentage deviation of the LES from the experiments. All quantities are normalized by the average mass transfer coefficient on the floor in between two consecutive ribs. The experimental data are averaged over multiple
ribs starting where the transfer coefficient over subsequent ribs converge. To best mimic
the experimental data, we average the LES result using relevant quantities from the
second to the fifth rib, where the transfer coefficients become independent of location of
the ribs. We tested different averaging ranges and the impact on the results is minimal
The resulting general spatial trends for each case, as well as the changes in transfer
coefficient patterns as a result of the variation in the separation distance, are adequately
captured by the LES. Despite the fact that the leeward transfer coefficient varies quite
considerably across different cases, its variation is captured well: for example, the peak
for $W/H=1$ was observed to occur at about $0.4H$ from the bottom and this maximum is
also clear in LES. Both the experiment and the LES also show that the decrease along
that face at $W/H=0.5$ is more pronounced than $W/H=2$. The variation on the street face
(floor between two ribs) is also reasonably captured by the LES. The maximum of the
transfer coefficient on the street occurs at about $0.5H$ in the experiments for cases $W/H=1$
and $W/H=2$, which is also the location predicted by the LES. This peak matches the
location of the highest wall-parallel velocity produced by the recirculating flow in the
canyon. Given the complexity of the wakes and recirculation inside the canyon, the
matching of the observed time-averaged transfer coefficients that are modulated by these
flow patterns indicate that the wall-modeled LES is capable of reproducing them, as well
as the spatial distributions of the local mass transfer they generate inside the canyon.
Fig. 4. The normalized mass transfer coefficient for different positions across the canyon. $L$ is the path length along the interface, and a unit $L/H$ is the length of the dotted line indicated in Fig. 1 for case W/H=2 as an example. The white space with no data for the cases in (a) and (b) does not reflect a data gap, but the fact that the street widths are shorter in these cases compared to the case in (c), which we adopt to fix the overall width of the figure.

Larger discrepancy between the observations and LES occurs near the top of the windward facet and on the roof, which can have two possible reasons. One potential reason for this larger discrepancy is the difference in the dominant drag mechanism: while pressure drag dominates at the vertical wall, the viscous drag dominates over the roof [66]. Another reason is related to our inability to match the experimental inflow...
conditions in LES exactly, as shown in Figure 5. The inflow vertical profiles of the normalized mean streamwise velocity and turbulent intensity (TI) at the upstream location $x = 0$ are shown in Figure 5. The mean velocity in both LES and experiment is normalized by its value at $z=H$, while the TI is computed locally. The mass transfer from the roof surface and upper part of the front/windward wall are more dependent on the inflow profile (mean velocity as well as turbulence intensity) than the bottom and the leeward faces. To test the sensitivity of the mass transfer for the different faces to inflow conditions, another test was conducted also assuming a fully periodic domain but without the long extension. This implies an infinite array of ribs, and is further removed from the actual setup in the wind tunnel. The results from this test (not shown here) indicate that while the absolute value of the error defined as $|\frac{(h_{LES} - h_{Exp})}{h_{Exp}}|$ remained similar for the leeward and bottom faces, the errors on the front and top faces were 3-5 times larger compared to the values presented in Table 1, which correspond to the basic setup. This further confirms the importance of characterizing the inflow in experiments accurately and reporting it in the associated paper to allow the data to be used for model validation, and supports our explanation that the higher discrepancy in the upper part of the windward facet and on the roof are related to a mismatch in the inflow.
Table 1. The absolute percentage deviation (\%) of the averaged transfer coefficient over each facet and all facets combined.

<table>
<thead>
<tr>
<th></th>
<th>Leeward</th>
<th>Street</th>
<th>Windward</th>
<th>Roof</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>W/H=1/2</td>
<td>18.2</td>
<td>15.5</td>
<td>20.3</td>
<td>42.3</td>
<td>25.5</td>
</tr>
<tr>
<td>W/H=1</td>
<td>11.1</td>
<td>12.0</td>
<td>30.2</td>
<td>35.5</td>
<td>22.5</td>
</tr>
<tr>
<td>W/H=2</td>
<td>20.2</td>
<td>22.5</td>
<td>17.4</td>
<td>27.8</td>
<td>22.0</td>
</tr>
</tbody>
</table>

Fig. 5 The comparison between the mean streamwise velocity and turbulent intensity TI at the inflow section between LES and experiment.
Facet-averaged heat transfer from a cube compared to a wind tunnel study

4.1 Experimental set-up of heat transfer from a single cube

The turbulent forced convective heat transfer over a wall-mounted cube at relatively low Reynolds number has been quite extensively studied as discussed in the introduction. In particular, we will focus on the study by Nakamura et al. [22] since their experiment was conducted at a relatively high Re - from 4,200 to 33,000 - despite the fact that is remains orders of magnitude lower than for real buildings. Furthermore, relations between Nu and Re for different faces of the cube were proposed in that study, and they will be useful for our comparisons. In this experiment, a copper cube was heated by an embedded heater to maintain the surface temperature approximately constant (within ± 0.5 °C). The cube, with a dimension of 30 mm, was placed in a low-speed wind tunnel of 4 m height, 3 m width, and 8 m length. A turbulent boundary layer is achieved by placing a horizontal circular cylinder 500 mm upstream from the cube to act as a trip. The diameter of the circular cylinder is 10 mm and the boundary layer depth to cube height ratio varies from 1.5 to 1.83. A temperature difference of approximately 10 °C is maintained between the surface of the cube and the air temperature. Re, defined based on the cube height and the bulk velocity upstream of the cube, was varied to assess how it is related to Nu.
4.2 Numerical model of heat transfer from a single cube

For all simulations in this section, a horizontally periodic domain is used. Figure 6 is the schematic drawing of the setup of the numerical simulation. 30 grid points are used along each side of the cube. The domain height is $4H$, where $H$ is dimension of the cube. The upper boundary condition is impermeable with a free-slip for momentum and zero-gradient (no flux) for temperature. Five different simulations were performed at different Reynolds number in our LES by varying the horizontal pressure forcing, which is equivalent to changing the bulk velocity in the inflow. The Reynolds number is defined as $Re = UH/ν$, where $U$ is the free stream velocity in the wind tunnel. The LES velocity used in $Re$ is taken at the location $(x,z)=(0, 1.5H)$, which provides a reasonable match to the experimental definition. Notice that in the LES setup the wall model defines an inner scale (since we are using a smooth-wall roughness length parameterization that depends on $ν$), and the nominal $Re$ of the simulations can therefore be determined; viscous stresses are neglected in the numerical integration of the momentum and scalar equations.
Fig. 6. Schematic drawing of the setup of the numerical simulation. A heated cube of size $H$ is placed in the middle of the domain. The grid consists of $120^3$ nodes, and the domain size is $L_x = L_y = L_z = 4H$.

For all simulated cases, a constant temperature wall boundary condition is implemented in the wall model. All cases were simulated for a total of 100 eddy turnover times, defined as $L_z/u^*$ (this corresponds to 400 eddy turnover times defined based on the cube scale). After a transient of 50 eddy turnovers, all time-averaged statistics reported were computed using the last 50 eddy turnovers times.

Figure 7(a) shows a vertical $x$-$z$ transect along $y = 2H$ (middle of the cube), where both the contour of temperature deviation from the inflow temperature, defined as $(\theta - \theta_i)/\theta_i$, and the velocity streamlines are shown. Similarly, figure 7(b) is a horizontal transect at $z = 0.015H$ (near the floor). The temperature deviation contours depict large spatial
gradients around the cube. The separation near \( z = H/2 \), and the reattachment zone near the lower corner of the front face of the cube (figure 7(a)) compare well with experimental visualizations [22,67]. The separation zone and the two counter-rotating vortices shown in figure 7(b) near the rear face are also some well-known features of flow around a single cube, as seen for example in flow visualizations in Nakamura et al. [22] and Martinuzzi and Tropea [67].

Fig.7. Mean flow field (streamlines) and contour plot of the temperature deviation from \( \theta_{\text{inflow}} \) along (a) a vertical \( x-z \) plane at \( y = 2H \); and (b) a horizontal plane close to the floor at \( z = 0.015H \).

The \( Nu-Re \) relation obtained from experimental measurements of Nakamura et al. [22] follow the classic power law

\[
Nu = a Re^m, \tag{15}
\]

the coefficients of which are given in Table 2. Due to the difference in \( Re, \) these
experimental Nu-Re relations of Nakamura et al. are extrapolated to the Re of the LES for comparison. This ignores the well-known dependence of $m$ on Re, a caveat we will revisit in the next section. However, this approach was necessary since reducing our Re further to match the experiment would place our first grid point in the viscous or buffer layers and preclude us from testing the wall–modeled LES configurations that we aim to use for full-scale (real-world) applications.

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>front</td>
<td>0.71</td>
<td>0.52</td>
</tr>
<tr>
<td>side</td>
<td>0.12</td>
<td>0.70</td>
</tr>
<tr>
<td>rear</td>
<td>0.11</td>
<td>0.67</td>
</tr>
<tr>
<td>top</td>
<td>0.071</td>
<td>0.74</td>
</tr>
<tr>
<td>cube average</td>
<td>0.138</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table 2. The coefficients and exponents in Eq.(15) as determined in Nakamura et al. [22].

Figure 8(a) shows the comparisons between the relations proposed by Nakamura et al. [22], extrapolated to the LES Re, for the averaged Nu on different facets and the LES results. Although these experimental relationships were found at Re orders of magnitude smaller, the match between predicted values according to Eq.(15) and those obtained from LES is in fact reasonable. The front and leeward faces show higher errors than the other faces, but errors cancel out and cube-averaged fluxes match quite well. This can be
interpreted either as giving confidence in the performance of LES, or alternatively in the applicability of extrapolations from low Re studies to the higher Re flows in the real-world. Figure 8(b) shows that the ratio of deviation \( R_d \) defined as:

\[
R_d = \frac{Nu_{LES}}{Nu_{Exp}},
\]

where the experimental results are the values predicted from Eq.(15) and table 2, at different Re. Except for the front face which is excluded from this comparison, exchanges from the other faces remain within 50% of the measurements. The most likely reason why the front face deviates the most from the experimental result is that the experimental flow over that face could still be in a regime of laminar or transitional flow. This is strongly suggested by the small experimental exponent, 0.52, which is considerably lower than that expected in turbulent flows, and rather very close to the 0.5 limit expected for laminar flows [68]. In addition, the turbulent boundary layer depth in the experiment is \( 1.5\delta/H \), which is different than the fully developed one in LES of \( 4\delta/H \).

![Fig.8(a): Nu-Re relation for different faces using empirical results from Nakamura et al.[22] i.e. using m and a from Table 2 and extrapolating to the Re of the LES. (b):Nusselt number of the...](image-url)
experiment vs. that from LES. The black lines denote the quantities $Nu_{exp} (1 + R_d)$, where $R_d = \pm 25$ and $\pm 50\%$. The front face is excluded in (b) since its errors are much higher due to the $Re$ discrepancy.

It is often of practical interest to use the cube-averaged or facet-averaged value of the heat transfer coefficient when considering the bulk heat exchange between a building envelope and the surrounding air, despite the high spatial variability. Figure 9(a) shows the contours of the heat transfer coefficient normalized by the cube average. Only one side-face is shown because of symmetry. Large deviations from the cube-averaged value occur on the edges as expected. The spatial variation at the intersections between front, top and rear faces is the most prominent. Figure 9(b) depicts the heat transfer coefficient normalized by the respective face-averaged values. Despite the large spatial variability at the intersections between difference faces, the cyan contour of value 1.1 indicates that the deviation over a large area of each face is only moderate. This implies that for practical applications, point-measured values in the center of a facet or numerically-determined face-averaged values give good estimates of the transfer over larger portions of each facet, despite some loss of information on the higher values near the corners. However, cube-averaged values should not be applied to individual facets. The contour plots in figure 9 also compare well qualitatively with results in the experiments of Nakamura et al. [22].
The wall friction velocity $u_*$ and temperature scale $\theta_*$, where $\theta_* = q_0 / (u_\rho c_p)$, are shown in figure 10(a) and (b) respectively. The spatial variability patterns of $u_*$ are strongly correlated with those of $h_c$, indicating that the friction velocity has a strong impact on heat transfer as expected. The patterns of $\theta_*$ on the other hand are distinct, with strong heat exchange near the bottom of the all faces due to the horseshoe vortex depicted in figure 7.

![Fig. 9](image.png)

Fig. 9. (a): Local heat transfer coefficient normalized by the cube-averaged value on all four facets. (b): Local heat transfer coefficient normalized by each facet average value.
Fig. 10. (a): Spatial distribution of the wall friction velocity $u_*$ normalized by the cube average value. (b): Spatial distribution of the wall temperature scale $\theta_*$ normalized by cube average value.

Separate sensitivity tests with varying domain heights of $1.7H$ and $3H$ were also conducted and yielded markedly different results due to the increased flow blockage resulting in higher velocities around the cube. As shown in Table 3, the shorter domains result in higher $Nu$ as a consequence of these higher velocities. The much smaller difference between $3H$ and $4H$ compared to $1.7H$ and $4H$ nevertheless indicated that convergence occurs when $L_z \approx 4H$.

<table>
<thead>
<tr>
<th>$L_z$</th>
<th>Front</th>
<th>Top</th>
<th>Rear</th>
<th>Side</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.7H$</td>
<td>+43.8</td>
<td>+54.1</td>
<td>+34.5</td>
<td>+15.0</td>
<td>+32.5</td>
</tr>
<tr>
<td>$3H$</td>
<td>+10.8</td>
<td>+5.60</td>
<td>+6.76</td>
<td>+6.78</td>
<td>+7.34</td>
</tr>
</tbody>
</table>

Table 3 Percentage difference between surface averaged $Nu$ compared to case $L_z=4H$
Field measurements of heat transfer coefficients provide valuable information to evaluate high-\(Re\) numerical models with minimal discrepancy in the Reynolds number. We considered the measurement performed by Hagishima et al. [69] in detail for comparison. This outdoor measurement campaign was conducted over two sites: one was on a building roof, and the other on a vertical wall of a cubical extension mounted on a roof. We selected the building roof case for comparison, in which there is a better similarity in the setup between our numerical simulation and the field experiment. The roof surface energy balance equation, together with the temperature difference between the building surface and air temperature measurement, were used in the experiment to calculate the convective heat transfer coefficient \(h_c\). The temperature and wind speed measurements on the roof were positioned at about 10\% and 6\% of the height of the building respectively. The general \(Nu-Re\) relation was deduced from the experimental data and found to follow the power law relation

\[
Nu = 0.023 Re^{0.891}
\]

with R-square value of 0.964, irrespective of wind direction variability. The length scale in the Reynolds number is defined as the length from the roof edge considering the wind direction, while the velocity scale is \(u_o = \sqrt{u^2 + v^2 + w^2}\), with the wind components measured by the anemometers.

For the comparison between these field measurements and the LES in terms of the fitted
relation between the Nusselt and Reynolds numbers, we estimate the Reynolds number based on the same definition of the characteristic length and velocity scales used by Hagishima et al. [69]. The same five sets of simulations presented in section 4 are used to estimate the $Nu-Re$ relation. The $h_c$ on the building roof is spatially variable as we showed in previous sections; this affects the field experimental results fitted from measurements at a few points. For accurate comparison, we extract the $h_c$ from the LES roof at the same locations where Hagishima et al. acquired measurements on the experimental roof. Figure 11 depicts the distribution of the exponent $m$ and coefficient $a$ in $Nu = a Re^m$, found from linear-regression of the LES results at different $Re$ over the roof facet. The red marks denote where the experimental measuring points were positioned, approximately. On average, the spatial variation of the exponent $m$ is about 11%, while a much greater variation is seen in the coefficient $a$, the values of which varied by one order of magnitude.

From the roof-averaged LES results and the ones averaged over the 4 experimental points, we respectively obtain

$$Nu_{LES}^{roof-average} = 0.013 Re_{LES}^{0.88}, \quad Nu_{LES}^{points-average} = 0.075 Re_{LES}^{0.88}. \quad (18)$$

The strong similarity in the exponent values in Eq.(17) and Eq.(18) indicates that our wall-modeled LES is able to capture the change in heat transfer coefficient well even as the wind speed (i.e. $Re$) varies. The LES values of $a$ (0.013 and 0.075) bracket the experimental value (0.023). We do not anticipate being able to exactly capture the
experimental value of $a$, as well as we capture $m$, for several reasons including:

1. Setup conditions in the field experiment and the LES cannot be exactly matched, and $a$ is highly sensitive to these conditions unlike $m$. For example, according to a report by Hagishima et al. [69], the 0.25 m protrusion around the building edge induces separation and backflow. The measuring height was 0.60 m above the roof-top but the wake caused by these intrusions can affect the exact magnitude of heat transfer reflected in $a$ (but not its scaling with $Re$ reflected by $m$).

2. The wall-model imposes a thermal roughness length in LES by assuming a smooth wall, but the actual smoothness of the roof used in the Hagishima et al. study is not characterized. Some building walls could very well be transitionally or hydrodynamically rough such that the actual roughness length $z_0$ of these surfaces is needed to match $a$, although we point out that this would have also caused discrepancy in $m$.

Therefore, the LES can be expected to quantitatively predict the scaling represented by $m$ in the relation between the wind speed and forced convective heat transfer with high accuracy, but the exact magnitude of $h_c$ for a given wall also requires matching $a$ and is highly dependent on fine details such as wall texture and material, and surrounding obstructions.
Fig. 11. Spatial distribution of the best-fit results of $m$ and $a$ on the building roof, where the wind is blowing from bottom to top of the figure. The red dots are the location of the experimental measurements of Hagishima et al. [69].

Table 4 gives a summary of results from other field experiments that attempt to relate the heat transfer to change in wind velocity (i.e. $Nu-Re$ relation). Although the experimental conditions and measurement techniques vary across these campaigns, and certainly discrepancies exist among them, there seems to be a consistent power law relation between the forced convective heat transfer and the wind speed with an exponent in the range of 0.67-0.89. The wall-modeled LES considered in this paper is shown to give results that consistently fall within the experimental range. All of the exponents are $<1$, suggesting that the flow over the surfaces is not in the fully rough regime where the Stanton number would become independent of $Re$.  

\[ \text{Stanton number} = \frac{Nu}{Re} \]
<table>
<thead>
<tr>
<th>Experimental</th>
<th>LES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emmel et al.[30]</td>
<td>0.85 (Roof)</td>
</tr>
<tr>
<td>Clear et al.[32]</td>
<td>0.8 (Roof)</td>
</tr>
<tr>
<td>Yazdamian and Klems[31]</td>
<td>0.89 (Windward, low-rise building)</td>
</tr>
<tr>
<td></td>
<td>0.671 (Leeward, low-rise building)</td>
</tr>
</tbody>
</table>

Table 4. The exponent in the $Nu-\text{Re}$ relation for different experiments and corresponding values from LES.

### 6 Discussion and Conclusions

This study assessed the capability of the wall-modeled LES approach to capture the physics of forced convective heat/mass transfer between the surfaces of buildings and the atmosphere. Through detailed comparisons to both wind-tunnel studies and field experiment, we have shown that our LES is able to reasonably predict i) the spatial variation of the heat/mass transfer coefficient over the different facets of 2D ribs; ii) the average Nusselt number for a single cube (with larger discrepancy relative to measurements over the windward face very likely related to the $Re$ discrepancy); and iii) the power law relation between the Nusselt and Reynolds numbers compared to field measurements. The excellent match of the power law exponent $m$ is largely attributable to the dynamic wall model we proposed and implemented here.

Returning to the motivating question we asked: “are the errors resulting from the parameterization of unresolved scales (wall and subgrid scale models) in LES larger or
smaller than the errors involved in extrapolating from low-Re approaches (DNS or wind
tunnels) to high-Re real world flows, for scalar transfer problems?”, the overall
conclusion from out study indicates that the LES, despite its inherent parameterizations,
is more suitable for studying real-world buildings:

1) Wind-tunnel studies result in $Nu \sim Re^{0.52-0.74}$, a significantly lower exponent
range than the $\approx 0.9$ observed in field measurements and LES. This is consistent
with the expected trend of a lower $m$ when $Re$ is lower, and suggests that the
low-Re effects in the wind tunnel are biasing the findings and would make them
not suitable for extrapolation to the real-world (yet as mentioned in the
introduction some current models rely on such coefficients empirically
determined from water channel studies from 1924 [14]). As such, when LES-wind
tunnel discrepancies arise, it seem more likely that the errors are related to the
extrapolation of wind tunnel $Nu-Re$ relations outside their range of validity.

2) There is a strong sensitivity of the heat transfer exchange coefficient to inflow
conditions, and the inflow is wind tunnel studies (or many simulations for that
matter) do not represent realistic upwind conditions in the real world.

For building models and urban microclimate models that often use averaged value for
modeling turbulent heat exchange, based on our simulation results, the use of
facet-averaged values seem to be appropriate, but the relatively large differences among
different facets preclude the use of a single coefficient for the whole building since this
would not capture the large facet-to-facet variations. In addition, we have documented (not surprisingly) that it is important in numerical simulation like LES to match the experimental inflow conditions, especially for the windward faces that are affected the most. For future experimental studies in wind tunnels or field experiments, details such as the inflow profiles in a wind tunnel, measuring positions of wind and temperature, and wind directions should be included so that further validation studies can be conducted with more details of the experimental setup. For the types of numerical experiments considered here, the suitable domain height should be greater than 4 times the height of the obstacle. Another point to note is that the exponent $m$ in $Nu \sim Re^m$ being close to 1.0 (both in building-scale field measurement and LES) is a manifestation of approaching the fully rough limit[27], in which the Stanton number is independent of $Re$. However, this limit is not reached suggesting that transitional effects persist. This should not be confused with the building canopy scale flow, which is clearly in the fully rough regime. Going forward, the results gives us confidence in the capability of LES and the potential for using the technique to develop a better understanding of coupled scalar and momentum transfer at high-$Re$ over complex topographies, and to formulate improved spatially-averaged surface exchange models to be used in coarse atmospheric models (weather or climate) where the buildings cannot be resolved.
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