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Abstract—Transmission line impedance parameter estimation forms an essential part in modelling and monitoring of electricity networks. The accuracy of the estimated parameters has a direct impact on various functions of network operation, such as state estimation, fault location and dynamic thermal line rating. Impedance parameters can be estimated from voltage and current measurements taken at the ends of the transmission line. Previous research has produced a range of methods with the purpose of maximizing the accuracy of the estimated values. However, the input measurements from the line ends can contain systematic errors that are introduced by the instrumentation channel and significantly reduce impedance parameter accuracy, which is not taken into account by most of the existing methods. In this paper, a novel method is presented that estimates correction factors for the systematic errors and thus increases the accuracy of impedance parameter values. The performance of the new method is compared to an existing one in a case study on laboratory measurements.

Index Terms—Accuracy, admittance measurement, impedance measurement, optimization methods, parameter estimation, phasor measurement unit (PMU), power transmission, transmission line measurements.

I. INTRODUCTION

Across the world, more and more households and businesses are relying on stable provision of electricity in their daily activities. At the same time, there is a drive to increase the amount of renewable energy generation to mitigate the effects of climate change. In order to meet both demands, existing and new applications for safe and optimal operation of electricity networks are being developed. Many of these applications are underpinned by coherent network models and data. The impedance parameters of overhead transmission lines form an essential part in electricity network modelling, and their accuracy has an impact on the efficiency of network operation; examples include state estimation [7], fault location [7] and protection [7]. For this reason, there is an incentive to continually improve the accuracy of overhead line impedance parameter estimation.

Impedance parameters can be calculated by computer programs that are based on electromagnetic theory and take into account the electric properties and geometrical configuration of the conductors [7]. Alternatively, it is possible to measure impedance parameters indirectly, with measurements of signals at the line ends as input quantities to a measurement model for the overhead line system. The advantage of indirect measurement of impedance parameters is that long-term changes due to aging of the conductors and short-term changes due to temperature variation can be tracked if there is a continuous stream of measurements from the energized line.

The accuracy of the input measurements determines the accuracy of the estimated impedance parameter values. A previous paper by the authors proposed to investigate the effect of off-nominal frequencies and harmonics on impedance parameter estimation accuracy [7] and many of the existing methods consist of a linear or non-linear estimator that filters random noise from the input measurements [1], [2], [3], [7], [8], [9], [10]. In addition, statistical methods for the detection of individual bad measurements can be implemented [7].

Most of these methods do not consider the fact that both SCADA (Supervisory Control And Data Acquisition) and synchrophasor measurements can be subject to significant systematic errors that arise in the substation instrumentation channel due to instrument transformers, cables and burdens [2]. Instrumentation channels are rarely calibrated due to the associated line outages and costs. Various approaches have been proposed for synchrophasor measurement based calibration [7], [2]; but to the best of the authors’ knowledge, these assume that accurate transmission line impedance parameter values are already available. For this reason, simultaneous estimation of calibration factors and impedance parameters has been suggested [2], [7]. If impedance parameters and calibration factors for both voltage and current are to be found, the problem has a high number of unknowns and is prone to becoming ill-conditioned, even if it is over-determined.

A different approach to estimate correction factors for current and voltage measurements exists [7]. Instead of estimating specific impedance parameter values, assumptions are made about the variation of the parameter values over time, based on expected physical behaviour of overhead line conductors. However, this approach identified correction factors for measurements at one line end only, which limits the achievable impedance parameter accuracy. Moreover, the method assumed that any set of input measurements results in useful correction factors. In order to resolve these issues, this paper proposes a novel method that builds on the existing approach. The new method also relies on assumptions about the expected physical behaviour of overhead lines.
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The lumped components are equivalent to the distributed admittances $Y_1$, $Y_2$, and two identical shunt admittances $Y/2$, where

- $Z = R + jX, Y = G + jB$
- $X = 2\pi f L, B = 2\pi f C$
- $Z, Y \in \mathbb{C}, R, L, X, C, B, f \in \mathbb{R}$
- $R$ is the resistance, $L$ is the inductance, $X$ is the reactance, $G$ is conductance, $C$ is the capacitance and $B$ is the susceptance, $f$ is the frequency.

The lumped components are equivalent to the distributed parameters of a long transmission line [3].

Let the synchronous measurements of voltage and current at time instant $t_i, i = 1, 2, 3, \ldots, n$ be $V_{si, ri}, I_{si, ri}, i \in \mathbb{C}$; subscripts $s$ and $r$ refer to sending and receiving ends, respectively. Further, let $a_s, a_r, b_s, b_r \in \mathbb{C}$ be the correction factors that compensate for systematic errors in the synchrophasor measurements. Expressions for impedance $Z_i = R_i + jX_i$ and admittance $Y_i = G_i + jB_i$ at $t_i$ are obtained from Kirchhoff’s laws:

$$Z_i = \frac{(a_s V_{si})^2 - (a_r V_{ri})^2}{(a_s V_{si})(b_r I_{ri}) + (a_r V_{ri})(b_s I_{si})}$$

$$Y_i = \frac{b_s I_{si} - b_r I_{ri}}{a_s V_{si} + a_r V_{ri}}.$$  

The circuit model and equations are for a single-phase transmission line, which is equivalent to a three-phase system if the line has perfect phase symmetry. Phase symmetry is a reasonable assumption for transposed transmission lines. In steady-state, balanced operation, the positive sequence of the fundamental frequency component of voltage and current closely represents the line’s state and is thus of interest for many power system management applications. Hence, in this paper $V_{si}, I_{si}, V_{ri}, I_{ri}, Z_i, Y_i$ are assumed to be positive sequence quantities at the fundamental system frequency.

The parameter estimation problem consists of determining values for $a_s, a_r, b_s, b_r$ from measurements $V_{si}, I_{si}, V_{ri}, I_{ri}$, so that $Z_i$ and $Y_i$ can be calculated accurately.

2) Identification of correction factors for systematic errors: The proposed method builds on an existing algorithm [4], whereby correction factors are determined from $n$ sets of consecutive synchrophasor measurements by solving an optimization problem.

An underlying assumption of this method is that over the time period of the $n$ measurements the conductor electrical properties follow a certain behaviour. Inductance $L$ and capacitance $C$ can be affected by temperature variations because of changes in the conductor length [7]. But the variation is of the order of 0.001 %, which is smaller than achievable uncertainties (0.1 % [2]). Thus, $L$ and $C$ are assumed constant over time. Conductance $G$ depends on the surface of the conductor and it can vary with changing levels of humidity, but because its overall magnitude is normally less than $10 \mu S$ [6], it can also be assumed constant. Bare overhead line conductors have resistance-temperature coefficients of the order of 0.1 %, which means that resistance $R$ varies significantly with line current and ambient conditions [4], [7]. Therefore it is assumed that during the period $t_n - t_1$ resistance $R$ varies linearly.

To describe these physical behaviours, define model functions $f_R, f_X, f_B : \mathbb{R}_\geq 0 \rightarrow \mathbb{R}$ for $R, X, B$, respectively, where

$$f_R(t_i) = q_R t_i + r_R;$$  

and $q_R, r_R \in \mathbb{R}$ are model parameters, which are computed through a linear least squares fit of the $n$ parameter values $R_i$, calculated at time instants $t_i, i = 1, 2, 3, \ldots, n$. Details of estimation of $q_R, r_R$ are referred to previous work [2]. $f_X, f_B$ are constant functions, whose values $r_X, r_B \in \mathbb{R}$ are the mean parameter values over time period $t_n - t_1$:

$$f_X(t_i) = r_X = \frac{1}{n} \sum_{i=1}^{n} X_i; f_B(t_i) = r_B = \frac{1}{n} \sum_{i=1}^{n} B_i.$$  

Systematic errors in the voltage and current measurements cause the calculated values $R_i, X_i, B_i$ to deviate from their physically expected, linear behaviour with respect to time, that means a deterioration in the goodness of fit of $f_R, f_X, f_B$ to $R_i, X_i, B_i$, respectively. Similarly, the calculated values $G_i$ become unphysical ($G_i > 10 \mu S$). As a measure for the goodness of fit, the sum of the squares of the residuals of the linear least squares fit of (3) is defined as

$$S_R = \sum_{i=1}^{n} (R_i - f_R(t_i))^2,$$

where $S_R \in \mathbb{R}_\geq 0$. $S_X$ and $S_B$ are defined similarly in terms of $X_i, f_X$ and $B_i, f_B$, respectively.

**II. METHODS**

A. A new method for impedance parameter estimation

1) Description of the measurement model: The symmetric pi-circuit as shown in Fig. 1 consists of three lumped components: the series impedance $Z$, and two identical shunt admittances $Y/2$, where

- $Z = R + jX, Y = G + jB$
- $X = 2\pi f L, B = 2\pi f C$
- $Z, Y \in \mathbb{C}, R, L, X, C, B, f \in \mathbb{R}$
- $R$ is the resistance, $L$ is the inductance, $X$ is the reactance, $G$ is conductance, $C$ is the capacitance and $B$ is the susceptance, $f$ is the frequency.

The symmetrized pi-circuit as shown in Fig. 1 consists of three lumped admittances $Y$, and two identical shunt admittances $Y/2$, where

- $Z = R + jX, Y = G + jB$
- $X = 2\pi f L, B = 2\pi f C$
- $Z, Y \in \mathbb{C}, R, L, X, C, B, f \in \mathbb{R}$
- $R$ is the resistance, $L$ is the inductance, $X$ is the reactance, $G$ is conductance, $C$ is the capacitance and $B$ is the susceptance, $f$ is the frequency.

The circuit model and equations are for a single-phase transmission line, which is equivalent to a three-phase system if the line has perfect phase symmetry. Phase symmetry is
The effect of systematic errors on \( G_i \) is measured by \( S_G \in \mathbb{R}_{\geq 0} \) where
\[
S_G = \sum_{i=1}^{n} G_i^2. \tag{6}
\]
The objective is to find values for correction factors \( a_s, a_r, b_s, b_r \) that maximise the goodness of fit, which is achieved by minimizing \( S_R, S_X, S_G, S_B \). Hence, the following optimization problem is defined: let \( h \in \mathbb{R}^8 \), \( h = (|a_s|, \arg(a_s), |a_r|, \arg(a_r), |b_s|, \arg(b_s), |b_r|, \arg(b_r)) \),
\[
\begin{align*}
\text{minimize} & \quad g(h) = \mu_R^2 S_R + \mu_X^2 S_X + \mu_G^2 S_G + \mu_B^2 S_B \\
\text{subject to} & \quad |a_s|, |\arg(a_s)|, |a_r|, |\arg(a_r)| < 0.1, \tag{7} \\
& \quad |b_s|, |\arg(b_s)|, |b_r|, |\arg(b_r)| < 0.1
\end{align*}
\]
with initial values \( a_s = a_r = b_s = b_r = 1 \).
\( S_R, S_X, S_G, S_B \) are functions of \( h \) since \( R_i, X_i, G_i, B_i \) are calculated using \( a_s, a_r, b_s, b_r \). The factors \( \mu_R, \mu_X, \mu_G, \mu_B \in \mathbb{R}_{\geq 0} \) are weighting factors that can be used to adjust the relative magnitudes of the terms of \( g(h) \). The choice of weighting factors has an effect on the optimized goodness of fit of \( f_R, f_X, f_B \) to \( R_i, X_i, B_i \) and the overall magnitude of \( G_i \), that means to what extent the identified correction factors make the calculated impedance and admittance more compliant to expected physical behaviour. For instance, if \( \mu_R = \mu_X = \mu_G = \mu_B = 1 \), \( S_R \) and \( S_X \) will dominate and no significant improvement may occur in \( S_G, S_B \).

The inequality constraints arise from existing accuracy classes of instrument transformers [?] and [?] and characterization of instrumentation channels [?], which imply that systematic errors in voltage and current magnitude do typically not exceed \( \pm 10\% \), and errors in phase angle are less than \( \pm 0.1 \) rad.

Equation (7) is a non-linear, constrained optimization problem. The objective function \( g(h) : \mathbb{R}^8 \to \mathbb{R}_{\geq 0} \) is a linear combination of the four independent variables \( S_R, S_X, S_G, S_B \) with positive constants \( \mu_R, \mu_X, \mu_G, \mu_B \). Therefore \( g(h) \) is a convex function and any local minimum of \( g(h) \) is a global minimum. Various algorithms are available that can efficiently identify local minima for non-linear, constrained optimization problems. In this paper, the interior-point method is used [?].

3) Selection of optimal correction factors: A set of \( n \) synchrophasor measurements of voltage and current is required to obtain correction factors \( a_s, a_r, b_s, b_r \). There remains a question about how large \( n \) should be and which measurements should be chosen. For this reason, it is proposed to obtain correction factors from a range of measurement subsets.

Let \( \Lambda \in \mathbb{N} \) be the number of subsets selected according to steps detailed in Appendix A. Correction factors \( a_{s_1}, a_{r_1}, b_{s_1}, b_{r_1}, \lambda = 1, \ldots, \Lambda \) are obtained from each subset using the proposed method. The correction factors are used to calculate impedance parameter estimates \( \hat{Z}_{\lambda} \) and \( \hat{Y}_{\lambda} \), details of which are given in Appendix B. To assess the accuracy of impedance parameter values, residuals \( S_{V\hat{\lambda}}, S_{I\hat{\lambda}} \) of calculated receiving end voltage and current \( \hat{V}_{r\hat{\lambda}}, \hat{I}_{r\hat{\lambda}} \) are evaluated. \( \hat{V}_{r\hat{\lambda}}, \hat{I}_{r\hat{\lambda}} \) are calculated by rearranging (1) and (2):
\[
\hat{V}_{r\hat{\lambda}} = (1 + \hat{Y}_s \hat{Z}_{\hat{\lambda}}/2)(a_{s\lambda} V_{s\lambda}) - \hat{Z}_{\hat{\lambda}} (b_{s\lambda} I_{s\lambda}) \tag{8}
\]
\[
\hat{I}_{r\hat{\lambda}} = (1 + \hat{Y}_s \hat{Z}_{\hat{\lambda}}/2)(b_{s\lambda} I_{s\lambda}) - (\hat{Y}_s + \hat{Y}_s \hat{Z}_{\hat{\lambda}})(a_{s\lambda} V_{s\lambda}) \tag{9}
\]
\( S_{V\hat{\lambda}}, S_{I\hat{\lambda}} \in \mathbb{R}_{\geq 0} \) are the root-mean-square of the voltage and current residuals, respectively, given by:
\[
S_{V\lambda} = \frac{1}{N} \sum_{i=1}^{N} |\hat{V}_{r\lambda} - a_{r\lambda} V_{r\lambda}|^2 \tag{10}
\]
\[
S_{I\lambda} = \frac{1}{N} \sum_{i=1}^{N} |\hat{I}_{r\lambda} - b_{r\lambda} I_{r\lambda}|^2 \tag{11}
\]
In addition, the root-mean-square of the temperature residual \( S_{T\lambda} \) is evaluated using temperature estimates \( \hat{T}_c \) and temperature measurements \( T_c \). Details of the estimation of \( T_c \) are given in Appendix B. \( S_{T\lambda} \in \mathbb{R}_{\geq 0} \) is given by
\[
S_{T\lambda} = \frac{1}{N} \sum_{i=1}^{N} [\hat{T}_{c\lambda} - T_{c\lambda}]^2 \tag{12}
\]
\( S_{V\lambda}, S_{I\lambda}, S_{T\lambda} \) are combined to give a single quantity \( S_{VIT\lambda} : \mathbb{R}^3 \to \mathbb{R}_{\geq 0} \).
\[
S_{VIT\lambda}(S_{V\lambda}, S_{I\lambda}, S_{T\lambda}) = S_{V\lambda} S_{I\lambda} S_{T\lambda} \tag{13}
\]
Once \( S_{VIT\lambda} \) has been evaluated for all \( \Lambda \) measurement sets, the optimal set of correction factors is that with the minimum value of \( S_{VIT\lambda} \). The selected correction factors can then be used to calculate \( Z, Y \) and \( T_c \) from synchrophasor measurements.

B. Summary of an existing method for impedance parameter estimation

For comparison, a summary of an existing method for synchrophasor-based impedance parameter and temperature estimation is given in this section. The existing method aims to maximize parameter accuracy by estimating values for both the impedance parameters as well as the synchrophasor measurements using non-linear estimation theory [?]. Resistance is assumed to be constant over the measurement period. For simplicity, equivalent instead of distributed line parameters are used in this paper. The objective function is based on Kirchhoff’s voltage law for the pi-circuit:
\[
V_s - I_s Z + V_s Z Y/2 - V_i \exp(j\beta) = 0 \tag{14}
\]
where \( \beta \in [-\pi, \pi] \) is a synchronization angle, which allows for detection and correction of a synchronization error between sending and receiving end measurements. Since the receiving end current \( I_r \) does not occur in (14), \( \beta \) corrects only the phase angle of \( V_r \).

Suppose that \( n \) sets of synchrophasor measurements \( \{V_{s_k}, I_{s_k}, V_{r_k}\}, k = 1, 2, 3, \ldots, n \) are used for parameter estimation. Let
\[
\begin{align*}
v_{s_k} &= |V_{s_k}|, \quad w_{s_k} = |I_{s_k}|, \quad v_{r_k} = |V_{r_k}|, \\
v_{r_k} &= \arg(V_{s_k}), \quad w_{s_k} = \arg(I_{s_k}), \quad v_{r_k} = \arg(V_{r_k}) \tag{15}
\end{align*}
\]
and define the vector of unknowns \( P \in \mathbb{R}^{5+6n} \), \( P = [R, X, G, B, \beta, v_{s_k}, w_{s_k}, v_{r_k}, \theta_{s_k}, \rho_{s_k}, \theta_{r_k}] \). Define a vector of objective functions \( F(P) \in \mathbb{R}^{8n+1} \).
where \( \eta \) and \( \theta \) are the estimated line temperature and a handbook value of reference values, respectively. The overhead transmission line under consideration was modelled as a transmission line. Firstly, details about the line’s properties and measurements taken over a short period of time, during which the resistance is assumed constant. In order to monitor variations in line resistance and temperature, \( \hat{R} \) has to be computed at regular time intervals using a set of synchrophasor measurements taken over a short period of time, during which the resistance is assumed constant.

### III. CASE STUDY

In this section, the existing method (Section II-B) as well as the proposed new method (Section II-A) are applied to estimate the impedance parameters of a specific overhead transmission line. Firstly, details about the line’s properties and measurements are given; then the results from a laboratory-based line simulation are presented.

### TABLE I

**NOMINAL TRANSMISSION LINE PARAMETER VALUES**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Per unit length</th>
<th>Equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance ( R_0 ) at ( T_c = 20^\circ \mathrm{C} )</td>
<td>34.5 m\Omega km(^{-1})</td>
<td>16.2 \Omega</td>
</tr>
<tr>
<td>Inductance ( L )</td>
<td>1.21 mH km(^{-1})</td>
<td>600 mH</td>
</tr>
<tr>
<td>Reactance ( X ) at ( f = 50 ) Hz</td>
<td>381 m\Omega km(^{-1})</td>
<td>189 \Omega</td>
</tr>
<tr>
<td>Capacitance ( C )</td>
<td>9.35 nF km(^{-1})</td>
<td>5.00 \mu\F</td>
</tr>
<tr>
<td>Susceptance ( B ) at ( f = 50 ) Hz</td>
<td>2.94 \mu\S km(^{-1})</td>
<td>1.57 mS</td>
</tr>
</tbody>
</table>

### A. Transmission line properties and measurements

The overhead transmission line under consideration is operated at a nominal voltage level of 330 kV and at a nominal frequency of 50 Hz; its length is 521 km and it is fully transposed. The MATLAB\textsuperscript{®} Simscape\textsuperscript{TM} Power Systems\textsuperscript{TM} program program lineparam has been used to calculate per unit length values of positive sequence resistance at 20 \(^\circ\)C as well as inductance and capacitance of the overhead line, based on the conductor types, tower geometry and electromagnetic theory\[7\]. The calculated results are listed in Table I, along with values of the equivalent lumped pi-circuit components shown in Fig. 1, which represent the uniformly distributed parameters.

As was noted in Section II-A3, the proposed approach for parameter estimation requires values of the average line temperature. The average conductor temperature was calculated using the heat-balance equation for bare overhead conductors\[7\]. The calculation was based on measurements of ambient temperature, wind speed and solar radiation, which were based on average values from two weather stations closest to the line ends.

### B. Transmission line simulation

A software simulation of the transmission line was implemented in MATLAB\textsuperscript{®} Simscape\textsuperscript{TM} Power Systems\textsuperscript{TM}. The transmission line under consideration was modelled as a symmetric, three-phase line with uniformly distributed parameters and length as specified in Section III-A. The assumed variation in positive sequence resistance was calculated using the estimated line temperature and a handbook value of \( \alpha = 0.0039 \) \(^{\circ}\)C\(^{-1}\) for the resistance-temperature coefficient\[7\],\[7\].

Equivalent voltage sources were used to model the network at either line end; their magnitudes and phase angles were varied to give a range of operating conditions spread over a 24-hour period. Fig. 2 and 3 show voltage and current magnitudes, respectively.

### C. Laboratory-based measurements

Values of voltage and current at the line ends were taken from the software simulation and used as input files for two physical waveform generators. The voltage and current signals were played out simultaneously, then captured by two power quality instruments that report time-tagged phasors at the fundamental frequency. A diagram of the experimental setup is shown in Fig. 4.
were added to the reported phasors. Based on the accuracy classes of instrument transformers and characterization of instrumentation channels [2], [9], [10], errors in voltage and current magnitude were assumed to be up to ±4% and ±6%, respectively, and errors in phase angle up to ±0.04 rad and ±0.07 rad for voltage and current, respectively. 100 cases of randomly selected systematic errors were applied to the phasor measurements and for each case, impedance parameters were estimated using both methods introduced in Sections II-B and II-A. For the existing method, a moving window spanning one hour of measurements was used in each estimation.

### D. Results

First, one individual case of systematic errors is considered and then a summary of the results for 100 cases is given. Table II lists the systematic errors in magnitude and phase angle of voltage and current that have been applied in the individual case, together with the corrections that were identified by the proposed method. It can be recognized that the corrections for \( V_s, V_r, I_s, I_r \) individually differ substantially from the systematic error; however, the 'net' correction, i.e. the difference between receiving and sending end values for each quantity matches the 'net' systematic errors very closely.

In Fig. 5 to 7 the estimated values of positive sequence resistance \( R \), reactance \( X \) and susceptance \( B \) over time are shown. Nominal values as well as parameter estimates from both methods are included. All three graphs indicate close agreement between the nominal values and parameters estimated by the proposed method. In contrast, the existing method gives parameter estimates with greater and more variable deviation, especially for resistance. These observations are supported by the values in Table III, where it can be seen that the root-mean-square errors \( E_{\Delta} \), as calculated in Appendix C, are below 5% for the new method for \( R, X \) and \( B \). Moreover, the standard deviation of error \( \Sigma_{\Delta} \) is less than 1% for all three parameters computed by the proposed method, but it reaches 36% for the resistance values obtained by the existing method. Similarly, the resistance-based temperature estimates agree more closely with the conductor temperature for the new method.

Table IV shows the 50th, 75th and 95th percentiles of the root-mean-square errors \( E_{\Delta} \), as calculated in Appendix C, are below 5% for the new method for \( R, X \) and \( B \). Moreover, the standard deviation of error \( \Sigma_{\Delta} \) is less than 1% for all three parameters computed by the proposed method, but it reaches 36% for the resistance values obtained by the existing method. Similarly, the resistance-based temperature estimates agree more closely with the conductor temperature for the new method.

Table IV shows the 50th, 75th and 95th percentiles of the root-mean-square errors \( E_{\Delta} \), as calculated in Appendix C, are below 5% for the new method for \( R, X \) and \( B \). Moreover, the standard deviation of error \( \Sigma_{\Delta} \) is less than 1% for all three parameters computed by the proposed method, but it reaches 36% for the resistance values obtained by the existing method. Similarly, the resistance-based temperature estimates agree more closely with the conductor temperature for the new method.
The percentile values show that parameter errors are lower and less variable when estimated by the newly suggested method. For instance, the 95th percentile of the rms error in $R$ is at 5.4% for the proposed method, while the existing method gives a value of 58%. The standard deviation of the error is two orders of magnitude lower, at 0.67% compared to 30%. In a similar manner, the new method gives lower values for the rms error and standard deviation of errors in reactance $X$ and susceptance $B$, as can be observed in Table IV. Across all 100 cases, rms error and standard deviation of errors in temperature estimates from the new method are approximately constant at 3.1°C and 1.7°C, respectively.

The existing method on the other hand yields rms errors and standard deviations of above 70°C.

### E. Analysis of results

1) Comparison of methods: The results of the case study strongly suggest that the parameter identification method that has been proposed in this paper can be used to effectively calculate values of overhead line impedance and admittance that are consistent with expected physical behaviour. For a variety of cases of systematic errors, parameter estimates within 10% of known values were achieved. The new method’s performance has been considerably better than that of an existing method for transmission line impedance parameter estimation. This difference in performance is attributed to various factors.

Firstly, in contrast to the existing method, the new method assumes that the synchrophasor measurements of voltage and current may contain systematic errors. As recommended by the authors of the existing method, bad data (individual measurements with large errors, for example due to instrumentation failure) may be removed before parameter estimation and synchronization errors corrected; but systematic errors will
still be present in the remaining data set. Furthermore, the chi-square test may not detect all instances of bad data and synchronization errors, which means there is no removal or correction and thus no increase in impedance parameter accuracy.

Secondly, the existing method assumes constant parameters and thus attempts to estimate values from a limited time span of measurements in order to monitor thermal variations. If the set of measurements does not contain sufficient variation in operational states of the line, the problem becomes ill-conditioned, which means that the synchronization angle as well as impedance parameter estimates are likely to diverge significantly.

2) Estimated correction factors: Application of the proposed method to simulated measurements with known systematic errors has shown that the identified correction factors are not in good agreement with the size of the errors, yet a good level of impedance parameter accuracy is achieved. The reason is that calculation of impedance and admittance relies strongly on the differences of voltage and current between the two line ends; hence, correction of the 'net' errors across the line has a significant positive impact on impedance parameter calculation. On the other hand, it is difficult to detect and eliminate errors of the same sign and similar magnitudes at both line ends. But if the instrumentation channel at one line end is calibrated, they act as a reference and the estimated correction factors for the other line end become more accurate.

IV. DISCUSSION

For practical applications in power networks, the proposed method could be utilized to determine correction factors and parameter estimates that can then be stored in databases of network management systems and thus support applications such as state estimation, protection, fault location, dynamic thermal line rating and safety monitoring. An initial measurement campaign for collecting synchrophasor and line temperature data would be necessary, but all or at least some of the instrumentation would not have to be installed permanently.

The proposed method has been used to identify positive sequence quantities at the fundamental frequency. Some applications require zero sequence or harmonic impedance of the transmission line, as well as corrections for the individual phase voltages and currents. An area for future work is the application of the proposed method to non-steady state conditions, which may provide measurements with significant unbalance, zero sequence or harmonic components.

In this paper, a general, simple error model based on constant transformer correction factors has been assumed. The actual systematic errors may behave in a different manner. One aspect of future work is to make the method adaptive, so that it can detect and compensate for different types of errors, with the aim of further improving parameter estimation accuracy.

V. CONCLUSION

The contribution of this paper is a novel method for synchrophasor-based overhead line impedance parameter estimation. The method differs from previous approaches in that it takes into account systematic errors in measured phasors and thermal variation of the line’s electrical resistance. The results of a case study on laboratory measurements of an emulated long overhead transmission line suggest that the proposed method can determine impedance parameters effectively and more accurately than an existing method.

Estimation and monitoring of transmission line impedance parameters are essential building blocks in creating accurate power network models. Through continual improvement of the model accuracy, many functions of power network operation can be made more reliable and efficient, and new functions facilitated. These processes therefore play an important part in the development of smart grids, integration of renewable energy generation and in securing stable electricity provision.

APPENDIX A

SELECTION OF MEASUREMENT SUBSETS

Suppose there are \( N \in \mathbb{N} \) available sets of synchrophasor measurements \( V_{s_1}, I_{s_1}, V_{s_2}, I_{s_2}, \ldots, V_{s_N}, I_{s_N} \), then one can choose \( \Gamma = 1 + (N-1) + (N-2) + \ldots + N = \sum_{m=0}^{N-1} N - m \) distinct subsets of consecutive measurements of sizes \( n = 1 \) to \( n = N \). Some subsets should be excluded because of their size and lack of variation of operational states. In order to ensure enough variation within the subsets, only those with a minimum range of current magnitudes are chosen. Given \( \Gamma \) possible subsets, exclude those for which

\[
\eta < p; |\max |I_{s_i}| - \min |I_{s_i}|| < \frac{\eta}{n} \sum_{i=1}^{n} |I_{s_i}|, \quad (21)
\]

where \( p \in \mathbb{N} \) is the minimum number of required measurement sets and \( \eta \in \mathbb{R} \geq 0 \) is a factor that should be chosen at least one order of magnitude larger than the measurement uncertainties. For instance, if the measurement uncertainty in \( I_s \) is less than 1\%, \( \eta = 10\% \). Let the number of subsets that satisfy criterion (21) be \( \Psi \in \mathbb{N} \), hence, the number of remaining subsets is \( \Lambda = \Gamma - \Psi \).

APPENDIX B

CALCULATION OF \( \hat{Z}_\lambda \) AND \( \hat{Y}_\lambda \)

Given the set of correction factors \( a_{s_1}, a_{s_2}, b_{s_1}, b_{s_2} \), values of \( Z_i = R_i + jX_i \) and \( Y_i = G_i + jB_i, i = 1, 2, 3, \ldots, N \) are calculated using (1) and (2). Since \( X, G, B \) are assumed constant, a single estimate can be obtained by taking the mean values \( \bar{X}_\lambda = 1/N \sum_{i=1}^{N} X_i, \bar{G}_\lambda = 1/N \sum_{i=1}^{N} G_i, \bar{B}_\lambda = 1/N \sum_{i=1}^{N} B_i \). \( \bar{R} \) is not constant, but varies with temperature. The resistance-temperature relationship is assumed linear over the range of operating temperatures [?]:

\[
R_i = R_0(1 + \alpha(T_{c_i} - T_0)) \quad (22)
\]

where \( R_0, T_{c_0}, T_{c_i}, \alpha \in \mathbb{R} \). \( T_{c_i} \) is the average conductor temperature at time instant \( t_i, i = 1, 2, 3, \ldots, N \), \( R_0 \) is the resistance value at a reference temperature \( T_{c_0} \), and \( \alpha \) is the resistance-temperature coefficient. In order to estimate values for constants \( R_0 \) and \( \alpha \), (22) is expressed as

\[
R = x_0 + x_1 T_{c_i}, \quad (23)
\]
where \( x_0, x_1 \in \mathbb{R} \) are unknown. The parameters \( x_0, x_1 \) of the resistance-temperature model are identified through linear least squares estimation from temperature measurements \( T_c \) and calculated resistance values \( R_i \). Define vectors \( \mathbf{R}, \mathbf{T} \in \mathbb{R}^N, \mathbf{x} \in \mathbb{R}^2 \) where \( \mathbf{R} = [R_1, R_2, \ldots, R_N]^T, \mathbf{T} = [T_{c_1}, T_{c_2}, \ldots, T_{c_N}]^T, \mathbf{x} = [x_0, x_1] \). The vectors are related by the N-dimensional matrix equation

\[
\mathbf{R} = \mathbf{T} \mathbf{x} + \mathbf{\varepsilon},
\]

which is based on the theoretical model (23). \( \mathbf{\varepsilon} = [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N]^T \) models the deviation between synchrophasor-based values \( \mathbf{R} \) and temperature-based values \( \mathbf{T} \mathbf{x} \). An estimate \( \hat{\mathbf{x}} = [\hat{x}_0, \hat{x}_1] \) of \( \mathbf{x} \) is computed by satisfying the least squares criterion, \( \min \sum_{i=1}^{N} \varepsilon_i^2 \):

\[
\hat{\mathbf{x}} = (\mathbf{T}^T \mathbf{T})^{-1} \mathbf{T}^T \mathbf{R}.
\]

Estimated values of reference resistance \( \hat{R}_0 \) and coefficient \( \hat{\alpha} \) can be calculated from \( \hat{x}_0 \) and \( \hat{x}_1 \). \( \hat{X}_\lambda, \hat{G}_\lambda, \hat{B}_\lambda \) and temperature measurements \( T_{c_i} \) are combined to give estimates of impedance and admittance, \( \hat{Z}_{i\lambda}, \hat{Y}_\lambda \):

\[
\hat{Z}_{i\lambda} = \hat{R}_0(1 + \hat{\alpha}(T_{c_i} - T_{c_0})) + j\hat{X}_\lambda, \hat{Y}_\lambda = \hat{G}_\lambda + j\hat{B}_\lambda.
\]

Conversely, temperature estimates \( \hat{T}_{c_i} \) can be obtained from calculated resistance using the resistance-temperature model:

\[
\hat{T}_{c_i} = (R_i - \hat{x}_0)/\hat{x}_1.
\]

\[\text{Appendix C} \]

**Metrics for Parameter Accuracy**

The first metric is the root-mean-square of the error \( E_{\Delta P} \in \mathbb{R}_{\geq 0} \) gives an indication of how close \( N \) parameter estimates \( P_i \) are to a nominal value \( P_0 \). Define \( \Delta P_i = P_i - P_0 \) as the error in an individual parameter estimate. Then

\[
E_{\Delta P} = \left( \frac{1}{P_0} \sum_{i=1}^{N} \Delta P_i^2 \right)^{1/2},
\]

The standard deviation of the error \( \Sigma_{\Delta P} \in \mathbb{R}_{\geq 0} \) reveals the variability of the errors in \( P_i \):

\[
\Sigma_{\Delta P} = \left( \frac{1}{P_0} \sum_{i=1}^{N} (\Delta P_i - \mu_{\Delta P})^2 \right)^{1/2},
\]

where \( \mu_{\Delta P} = 1/N \sum_{i=1}^{N} \Delta P_i \) is the mean parameter error.
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