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Abstract  Recent theoretical advances in the relationship between heat transport and the position of the Intertropical Convergence Zone (ITCZ) present an elegant framework through which to interpret past changes in tropical precipitation patterns. Using a very large ensemble of climate model simulations, we investigate whether it is possible to use this framework to interpret changes in the position of the ITCZ in response to glacial and interglacial boundary conditions. We find that the centroid of tropical precipitation, which represents the evolution of precipitation in the whole tropics, is best correlated with heat transport changes. We find that the response of the annual mean ITCZ to glacial and interglacial boundary conditions is quite different to the response of the climatological annual cycle of the ITCZ to the seasonal cycle of insolation. We show that the reason for this is that while the Hadley Circulation plays a dominant role in transporting heat over the seasonal cycle, in the annual mean response to forcing, the Hadley Circulation is not dominant. When we look regionally, rather than at the zonal mean, we find that local precipitation is poorly related either to the zonal mean ITCZ or to meridional heat transport. We demonstrate that precipitation is spatially highly variable even when the zonal mean ITCZ is in the same location. This suggests only limited use for heat transport in explaining local precipitation records; thus, there is limited scope for using heat transport changes to explain individual paleoprecipitation records.

Plain Language Summary  How energy is moved across the equator is important in determining how the temperature of the Northern and Southern Hemispheres differ. Recent theory has suggested that this energy transport can be related to the rainfall in the tropics. Understanding how the global temperature and the rainfall are related is an important question for understanding the climate of the past and the future. To understand the relationship between rainfall and heat transport in the past and future, it has been assumed that it was possible to use the relationship between them over the seasonal cycle in the modern day as a template. In this paper we show that this is not the case. To understand how rainfall and energy are related in the past and future will require additional theory. One implication of this is that we must be very careful when assessing records of rainfall from the past, not to use our intuition from how rainfall varies over the course of the year in the present. This unfortunately makes the interpretation of these records markedly more difficult!

1. Introduction

Recent advances in the theory for how the position of the zonal mean Intertropical Convergence Zone (ITCZ) is determined have provided a useful framework within which to interpret its movements [e.g., Schneider et al., 2014]. In particular the idea that the ITCZ’s position is either related to or determined by the transport of heat between the hemispheres, the energetic framework, provides an elegant way to relate changes in the tropical climate to much larger-scale global changes in the energy budget [Marshalletal., 2013]. It is frequently argued that this framework could be useful for explaining changes in the tropics in the past [Donohoe et al., 2014].

There is evidence from numerous paleorecords for changes in local precipitation in many areas of the tropics over many thousands of years [e.g., Haug et al., 2001; Konecky et al., 2011; Russell et al., 2014]. These have frequently been linked to changes in the much larger-scale tropical circulation and to movements in the global ITCZ, often in the context of zonally uniform northward and southward “shifts” [e.g., Wang et al., 2006]. Through the energetic framework these shifts can potentially be linked to even larger-scale phenomena...
such as Northern Hemisphere warming during Dansgaard/Oeschger events or changes in insolation. One
might even use paleorecords to infer the size of the changes in the heat fluxes [McGee et al., 2014].

However, to use the energetic framework to interpret paleorecords, we must first understand how the ITCZ
responds to forcing that is typical of these paleorecords: forcings such as greenhouse gases or ice sheets.
Much of the theory that underpins the energetic framework arises from an analysis of the seasonal cycle;
however, it is not clear if, or indeed why, the climate should respond to glacial and interglacial forcings in the
same way as it does to the seasonal cycle. For example, an ice sheet evolves over thousand of years and has
a large amount of zonal asymmetry: the insolation forcing over the seasonal cycle is zonally symmetric and
quickly varying. Studies using idealized forcing [Shaw et al., 2015] or elevated greenhouse gases [Hill et al.,
2015] have shown that the ITCZ does not necessarily respond to forcing as it does the seasonal cycle. The
energetic framework assumes that the mean meridional circulation in the tropics (the Hadley Circulation)
is responsible for the majority of the heat transport across the equator. While this is true on a month by month
basis, in the annual mean it is not [Marshall et al., 2013; Heaviside and Czaja, 2013]. It is thus an open question
whether analyzing changes in the annual mean Hadley Circulation in response to glacial forcing will yield
insights into the changes in the total heat transport.

The energetic framework is based on an assessment of the zonal mean ITCZ. Over the seasonal cycle there
is a remarkable zonal symmetry to movements in the precipitation; it is not obvious that this is the case in
response to glacial forcings [DiNezio and Tierney, 2013]. Furthermore, even over the seasonal cycle it has been
shown that the across-equator heat transport is not the only term that determines the location of the ITCZ
[Bischoff and Schneider, 2014]. If there is no zonal symmetry in the response of the climate to the glacial forcing
or if other terms are important, it is not clear how to then relate the local changes in precipitation to the zonal
mean ITCZ and thus place the local precipitation into the global context.

We shall investigate these questions in this paper by examining the response of the zonal mean ITCZ in a
climate model to the seasonal cycle and many different glacial/interglacial forcings.

2. Simulations and Metrics

We analyze output from the fully coupled atmosphere-ocean model HadCM3 [Gordon et al., 2000; Valdes et al.,
2017]. The model is forced with a variety of glacial and interglacial boundary conditions; for convenience we
henceforth refer to these as “glacial” boundary conditions. In all we have 363 such simulations. One hundred
twenty-two of these simulations simulate the evolution of the climate over the last 120 thousand years in a
series of snapshots [Singarayer and Valdes, 2010]; 240 investigate the sensitivity of the climate to individual
glacial forcings such as orbital forcing, greenhouse gases, or the configuration and sea level impacts of the
continental ice sheets [Roberts and Valdes, 2017]. There is one preindustrial control experiment about which
we compute anomalies. To assess the robustness of the results, we also use some “hosing simulations.” Such
hosing simulations are argued to represent the effects of abrupt climate changes in glacial times [Singarayer and Valdes, 2010]. There are eight hosing simulations each of which imposes the hosing to different glacial
boundary conditions. These simulations are not used in any of the regressions or correlations presented; they
are thus an independent test.

All simulations are run for at least 500 years with averages of the final 100 years of simulation analyzed. Data
shown in analysis of the seasonal cycle (Figures 1a, 1c, 1e, and 1g) are monthly averages over the final 100 years
of each simulation. Data shown in analysis of the glacial forcing (Figures 1b, 1d, 1f, and 1h) are annual aver-
ages of the final 100 years of each simulation. From this ensemble of models we also show results from four
members that are run for an extra 50 years over which we calculate the complete moist static energy budget.

A host of different metrics for the ITCZ location exists. The energy flux equator (δ and δlin [Bischoff and
Schneider, 2014] frames the ITCZ in terms of moist static energy transports across the equator. The centroid
tropical precipitation (ρcore) [Donohoe et al., 2013] and the maximum of tropical precipitation (ρmax) [Adam
et al., 2016] are the most conventional views of the ITCZ assessing the precipitation, with an emphasis on the
peak precipitation (ρmax) or the tropic-wide distribution (ρtotal). The location at which the atmospheric merid-
ional stream function is zero (Ψp) [Donohoe et al., 2013] views the ITCZ as the boundary between the Northern
and Southern Hemispheres Hadley Cells, emphasizing the transport of dry static energy. In this study we cal-
culate all of these metrics to establish whether any one is particularly good at explaining movements in the
ITCZ in response to glacial forcing. We do, however, emphasize those metrics that could potentially be used
for interpreting paleoclimate records, which are generally some sort of proxy for rainfall.
Figure 1. Metrics of ITCZ location plotted against atmospheric heat transport across the equator over the course of the (a, c, e, g) seasonal cycle and in response to (b, d, f, h) glacial forcing. Over the seasonal cycle each point represents the average of 100 years of each month in a preindustrial simulation; in response to glacial forcing each point represents a 100 year average. Solid lines show regression for the glacial forcing simulations; dashed lines show regression over the seasonal cycle. Dashed lines show the best fit to the data with faint lines indicating the 95% confidence interval on these fits. The grey central rectangle in Figures 1a, 1c, 1e, and 1g indicates the range of the axes used in the corresponding plots (Figures 1b, 1d, 1f, and 1h). The black squares (Figures 1b, 1d, 1f, and 1h) indicate the results from the hosing simulations. Note that the scale of the y axes (ITCZ location) in each panel is different. The x axes (AHT) in Figures 1a, 1c, 1e, and 1g are the same; the x axes in Figures 1b, 1d, 1f, and 1h are the same. Green vertical lines in Figures 1b, 1d, 1f, and 1h indicate the AHT at the preindustrial; blue vertical lines indicate the AHT at the LGM.
In the simulations in which the moist static energy budget is calculated, we decompose the meridional transports into its mean meridional, stationary, and transient eddy components. Full details of this decomposition are contained in the supporting information. The mean meridional circulation component represents heat transported by the time mean Hadley Circulation; the heat transported by this circulation is primarily due to the contrast in moist static energy between the upper and lower level flows. The stationary eddy term represents heat transported by the zonally asymmetric flow; heat transports by this circulation are predominantly a result of horizontal contrasts in the column-integrated moist static energy. The transient eddy term represents heat transported on timescales shorter than the time averaging used.

3. ITCZ Response to the Seasonal Cycle

Over the course of the year the position of the ITCZ moves north and south of both the equator and its mean position slightly north of the equator. The heat transport mirrors this migration going from negative (southward) when the ITCZ is farthest north to positive (northward) when it is farthest south. By relating the ITCZ location to the heat transport over this seasonal march we can derive a relationship which we might apply to other climate states. This was the procedure followed by McGee et al. [2014] and Donohoe et al. [2013]. This assumes that the dynamics that control the transport of heat and moisture over the seasonal cycle are the same as those that control these transports in the annual mean [see Donohoe et al., 2013, Figure 11]. This is by no means assured. For example, Hill et al. [2015] show that although over the seasonal cycle the largest contributor to the northward heat transport is the Hadley Circulation, with small roles for the stationary and transient eddies, in response to either an aerosol or greenhouse gas forcing, the changes in the heat transport are similarly large in the Hadley Circulation or the eddy terms. We cannot therefore assume that because the Hadley Circulation dominates heat transports over the course of the seasonal cycle, its changes are also the dominant cause of heat transport changes in response to some external forcing. We shall return to this point in section 6.

In Figures 1a, 1c, 1e, and 1g we show the relationship between the ITCZ and heat transport over the seasonal cycle from a preindustrial simulation. For all of the metrics shown there is a strong correlation with the heat transport: for all metrics the correlation coefficient is greater than 0.9 (supporting information Table S1). The gradients of the slopes are however rather different. The circulation ITCZ, $\Psi_0$, has the greatest slope ($-7.5 \pm 1.9^\circ\ PW^{-1}$) and the precipitation centroid, $p_{\text{cent}}$, the least ($-3.3 \pm 0.2^\circ\ PW^{-1}$). These model-derived relationships agree well with those derived from the National Centers for Environmental Prediction reanalysis (reported by Donohoe et al. [2013]) of $-8.9^\circ\ PW^{-1}$ for $\Psi_0$ and $-2.7 \pm 0.6^\circ\ PW^{-1}$ for $p_{\text{cent}}$.

We find that the weakest correlation between the ITCZ and heat transport is for $p_{\text{max}}$ and $\Psi_0$. This is because, while the seasonal change in atmospheric heat transport is nearly sinusoidal [see, e.g., Adam et al., 2016], the movements in the precipitation distribution are far less smooth, with the ITCZ spending relatively more time at its seasonal extremes [Chiang and Friedman, 2012]. Hu et al. [2007] showed that it is only in a number of distinct domains and seasons that the precipitation associated with the ITCZ does not vary smoothly over the seasonal cycle. These are still large enough, however, to affect the seasonality in the zonal mean. The position of $\delta$, the energy flux equator, is, unsurprisingly, well correlated with the seasonal cycle in heat transport. The high correlation between $p_{\text{cent}}$ and atmospheric heat transport is rather more surprising since, as was just discussed, the maximum rainfall in the ITCZ spends much of its time at its seasonal extremes. However, since $p_{\text{cent}}$ represents the total rainfall across the whole tropics, it includes changes that are not exclusively related to the peak rainfall bands. It has been shown that, when considered over the whole of the tropics, the circulation of the Hadley Circulation does vary smoothly over the seasonal cycle [Dima and Wallace, 2003; Hu et al., 2007]. We therefore suggest that over the seasonal cycle, $p_{\text{cent}}$ represents the precipitation associated with Hadley Circulation and the circulation of the Tropics more generally, whereas $p_{\text{max}}$ represents the precipitation associated exclusively with the strongest rainfall in the ITCZ. The difference between $p_{\text{cent}}$ and $\Psi_0$, both of which are associated with the Hadley Circulation, is that $p_{\text{cent}}$ mostly represents moisture convergence at the surface whereas $\Psi_0$ is more representative of the three dimensional circulation and dry static energy. Furthermore, since $p_{\text{cent}}$ encapsulates changes over a large latitudinal band, it can represent changes associated with more than just the ITCZ: changes in the monsoons, for example. Monsoon circulations are crucially important in determining the heat transport across the equator and are not zonally symmetric [Heaviside and Czaja, 2013].
4. ITCZ Response to Glacial/Interglacial Forcing

We turn now to the relationship between the ITCZ and the heat transport in response to glacial forcing (Figures 1b, 1d, 1f, and 1h). We first note that the changes in the annual mean location of the ITCZ in response to glacial forcing are considerably smaller than those in response to the seasonal cycle. Typical movements in the zonal mean ITCZ over the seasonal cycle are on the order of 5–10°, whereas in response to glacial forcing typical movements are on the order of 1–2°. The response to “hosing” simulations is larger, although again it is smaller than that from the seasonal cycle. To detect such small changes presents a challenge: the measurement of the zonal mean ITCZ position must be precise enough to resolve movements on the order of 100 km. We also find that the changes in the atmospheric heat transport (AHT) in response to glacial forcing are smaller than those in response to the seasonal cycle.

Many of the simulations show a northward shift in the ITCZ. This northward shift occurs in a number of runs in which there is an ice sheet in the Northern Hemisphere, which is counter to our intuition that a cooler Northern Hemisphere would move the ITCZ south. In these simulations the changes in the greenhouse gas (GHG) and orbital forcing both act to move the ITCZ north counteracting the effect of the ice sheet.

If we analyze the relationships between ITCZ location and AHT, we find that, as was the case for the seasonal cycle, the slope between \( p_{\text{cent}} \) and AHT is the shallowest, \(-5.0 \pm 0.2^\circ\) PW\(^{-1}\). However, with glacial forcing the steepest gradient is seen in \( \delta - 20.0 \pm 0.4^\circ\) PW\(^{-1}\) rather than in \( \Psi_0 \). Most notably, we find that for all the ITCZ metrics, their relationships with AHT are significantly different to those over the seasonal cycle and all are significantly steeper—the ITCZ shifts more for a change in the heat transport with glacial forcing than it does over the seasonal cycle. This is a different conclusion to previous studies.

Donohoe et al. [2013] report that the gradient between both the observed and simulated seasonal cycles of \( p_{\text{cent}} \) and AHT is, within error, the same as the gradient between the annual mean change in \( p_{\text{cent}} \) and AHT calculated for each model in the Paleoclimate Modelling Intercomparison Project (PMIP) simulations forced by either Last Glacial Maximum (LGM) or mid-Holocene forcing (the relationship is not the same for the 2×CO\(_2\) forcing). They also report that the gradient between both the observed and simulated seasonal cycles of \( p_{\text{cent}} \) and AHT is the same as the gradient between the annual mean \( p_{\text{cent}} \) and AHT calculated for the preindustrial simulation of each of the 15 PMIP models. This is a statement that the relationship between AHT and \( p_{\text{cent}} \) among the different models is the same as that seen over the seasonal cycle. Thus, the observation that in each of the forcing experiments the gradient remains the same is a statement that the model to model relationship between \( p_{\text{cent}} \) and AHT that is seen in the preindustrial is robust to forcings such as the LGM and mid-Holocene. The PMIP simulations can be used to examine the relationship between AHT and \( p_{\text{cent}} \) in response to forcing, the question we address, only if all three different forcing scenarios are considered together. However, with only 3 different forcing scenarios and 15 different models this comparison will still be heavily biased toward analyzing the model to model relationship rather than the forcing relationship. By contrast, our simulations use one single model but 363 different sets of glacial boundary conditions; thus, our results show only the response of the climate to glacial forcing.

To further examine the robustness of the relationship between AHT and the ITCZ, we also examine hosing simulations. Such simulations are proposed to represent rapid climate changes during glacial periods such as Heinrich or Dansgaard/Oeschger events. These simulations dramatically perturb the ocean circulation and cool the Northern North Atlantic by more than 15°C [Singarayer and Valdes, 2010]. Both of these responses can act to change the climate’s energy transports and thus may move the ITCZ. In common with other simulations of this kind we see a large change in the rainfall patterns [Cheng et al., 2007; Stouffer et al., 2006]. We note that the regressions that we present above, and are plotted in the figures, exclude these simulations and thus use an independent test of the relationship of the ITCZ to forcing.

We find that for all ITCZ metrics, except \( p_{\text{cent}} \), the relationships between AHT and ITCZ location derived from either the seasonal cycle (dashed lines) or from glacial boundary conditions (solid lines) fail to capture the changes in the ITCZ during the hosing simulations. The ITCZ shifts measured by \( \Psi_0 \) and \( p_{\text{max}} \) during the hosing simulations are larger than those seen with changes in the glacial boundary conditions; however, they remain much smaller than the movements seen over the seasonal cycle. The changes in \( \delta \), by contrast, are far smaller than those suggested by a linear relationship derived from the glacial boundary condition simulations.
Interestingly, they lie close to the location predicted by the linear approximation of Bischoff and Schneider [2014] (supporting information). This suggests that the effect of any change in the net incoming radiation at the top of the atmosphere in the tropics is negligible in the hosing simulations.

The relationship derived from $p_{\text{cent}}$ using glacial boundary conditions is a remarkably good predictor of the AHT and ITCZ location during the hosing simulation. We note, though, that the relationship derived from the seasonal cycle is, once again, a poor predictor of forced changes in the annual mean location: this relationship predicts a shift in the ITCZ location that is roughly half that seen in the model.

5. Precipitation Patterns Associated With ITCZ Shifts

In the derivation of $p_{\text{cent}}$, we must be able to quantify the mean rainfall across the whole tropics: we must quantify the rainfall at all longitudes to compute the zonal mean, and we must quantify the rainfall across all latitudes to compute the distribution. Knowing how the peak rainfall varies is insufficient. With modern satellite-derived rainfall products it is relatively easy to compute $p_{\text{cent}}$. Before satellites, however, our understanding of the global rainfall distribution is far less well known. It is important therefore to understand how local precipitation is related to the zonal mean, so that we might be able to place point records of precipitation, typical of paleorecords, into the energetic framework.

To demonstrate how different the spatial patterns of the precipitation can be for the same value of a zonal mean ITCZ metric, we plot maps of the difference between the global rainfall for two simulations with glacial forcing whose annual mean $p_{\text{cent}}$ is the same (Figure 2a) and two simulations where the annual mean AHT is the same (Figure 2b). If local precipitation reflects either the zonal mean ITCZ or AHT, we would expect the difference between these maps to be zero or at least small, everywhere. However, in both case we find that there are large changes in the tropical precipitation patterns. Rainfall in many locations changes by more than 50% (as shown by the crosses). Furthermore, we also find that in these simulations although $p_{\text{cent}}$ (AHT) is effectively the same, the AHT ($p_{\text{cent}}$) is quite different. For the two simulations in which $p_{\text{cent}}$ is the same, the AHT differs by 0.05 PW, which compares to the standard deviation of 0.09 PW over all glacial forcings. Similarly for the simulations in which the AHT is the same, $p_{\text{cent}}$ differs by 0.40° compared to the standard deviation of 0.47° over all the glacial forcings. The region that accounts for much of the spread in these simulations which have the same $p_{\text{cent}}$ and AHT, and more generally to all glacial forcing, is the West Pacific (supporting information Figure S4). HadCM3 has been shown to well simulate the changes in precipitation in this region at the LGM, suggesting that it is a robust response to glacial forcing [DiNezio and Tierney, 2013]. In this region the response to glacial forcing has little in the way of symmetry either zonally or across the equator; this is in contrast to the response to the seasonal cycle where there is a generally zonally symmetric response (supporting information Figure S3) [Adler et al., 2003].

6. Why is the Seasonal Cycle and Glacial Forcing Response Different?

We have shown that there are statistically significant relationships between the ITCZ and heat transport in response to both the seasonal cycle and glacial forcing, but that the nature of these relationships is rather different. We now seek to explain these differences.

In Figure 3 we decompose the zonal mean cross-equatorial moist static energy transport into its Hadley Circulation component (the mean meridional circulation) and its stationary and transient eddy components for
Figure 3. Decomposition of zonal mean meridional heat transport. (a) Preindustrial seasonal cycle: JJA and DJF average as anomalies about the annual mean which is shown in the rightmost bar. (b) Forced runs shown as annual mean differences to the preindustrial annual cycle, which is shown in the rightmost bar of Figure 3a. Forced simulations, from left to right: full LGM forcing (orbit/GHG/ice sheets); 10ka forcing (GHG/orbit); LGM ice sheets (all other forcings for preindustrial); LGM GHG forcing (all other forcings for preindustrial). Scale on seasonal cycle extends from ±3 PW, forced simulation ±0.3 PW, with this range shown by dashed lines in Figure 3a.

four different experiments with glacial forcing (see supporting information for details of the decomposition). Consistent with reanalysis data, we find that in the annual mean there is an important contribution from all components of the heat transport [Marshall et al., 2013, Figure 3a and Table 1]. Looking at the two seasons, December, January, February (DJF) and June, July, August (JJA), we see that the dominant component of the meridional heat transport is the Hadley Circulation; this observation forms the basis of the energetic framework [Donohoe et al., 2014]. In the glacially forced simulations, however, we do not find that the Hadley Circulation is the dominant cause of the change in the heat transport. This component can be of opposite sign to the total change in the heat flux (LGM) or so small as to be negligible (ice sheets only).

We therefore find that the mechanism that drives changes in heat transport over the seasonal cycle, a change in the Hadley Circulation, is not the same mechanism that drives heat transport changes in response to different glacial forcings, which includes changes in the stationary and transient eddies. Hill et al. (2015) show a similar result. In their simulation with elevated greenhouse gas concentrations, the change in the meridional heat transport is due to changes in the eddy and mean meridional circulations, with the mean meridional circulation change opposing that in the eddies. This is a similar result to that seen in our LGM greenhouse gas experiment. The heat transport response to the imposition of LGM ice sheets shows negligible change in the Hadley Circulation yet large changes in both eddy components. The LGM ice sheets impose a large albedo anomaly in the Northern Hemisphere which would imply a reduction in the top of the atmosphere radiation in the Northern Hemisphere and a related increase in the northward heat flux across the equator [Chiang and Bitz, 2005; Yoshimori and Broccoli, 2008; Roberts and Valdes, 2017]. Our model shows this increase in the heat transport across the equator; however, it is not manifested in the Hadley Circulation. The Full LGM response is a linear combination of the effect of ice sheets and greenhouse gases. The response to 10 ka forcing shows changes to the Hadley Circulation and the eddies. At 10 ka there is a large change in the seasonality of insolation which has a large impact on the monsoon circulations [Braconnot et al., 2007]. Because the monsoon circulations are responsible for much of the heat transport across the equator [Heaviside and Czaja, 2013], any change in the monsoons will result in a change in heat transport. Furthermore, since the monsoon circulations lack zonal symmetry this change will not be seen in the mean meridional circulation. At 10 ka the climate is forced by changes in the insolation: over the seasonal cycle the climate is also forced by insolation. Therefore, although insolation forces the changes in heat transport in both cases, this change in heat transport is caused by two different mechanisms.
This decomposition shows why the response of the heat transport to seasonal forcing is not the same as the response to glacial forcing. It does not, however, explain why we see the strong relationships between heat transport and the ITCZ in response to glacial forcing. Given the very different mechanisms that combine to give the changes in the total heat transport in the four experiments that we show, it is rather surprising that there is any relationship between the zonal mean ITCZ and the across-equator heat transport.

7. Conclusions

By comparing 363 climate model simulations using the same climate model but forced with different glacial and interglacial boundary conditions we have investigated the relationship between the location of the ITCZ and the transport of heat across the equator by the atmosphere. We have shown that, although there are relatively robust relationships between the AHT and various metrics of the ITCZ over both the seasonal cycle and in response to forcing, the strength of these relationships (i.e., the regression between them) is not the same. We cannot therefore make inferences about past changes in the annual mean location of the ITCZ from analyzing changes in the present-day seasonal cycle. Furthermore, our results suggest that the relationship between the ITCZ and AHT is different in response to abrupt climate changes such as might be simulated by hosing experiments.

We have demonstrated that the energetic framework is a robust way to interpret changes in the zonal mean circulation, in model configurations that are far more complex than those in which it has previously been demonstrated [e.g., Kang et al., 2008; Yoshimori and Broccoli, 2008; Cvijanovic and Chiang, 2012; Maroon et al., 2016]. We caution, however, that in order to understand the change in AHT that arises from a particular forcing, one must carefully consider the mechanisms by which the climate responds to the forcing. We have shown that in response to glacial forcings, the Hadley Circulation is not necessarily the dominant cause of any changes in the heat transport. At the heart of the energetic framework lies the assumption that the Hadley Circulation is the reason for the relationship between rainfall and AHT; it is, therefore, somewhat surprising that there was any relationship in these simulations. We found that in response to glacial forcing the strongest correlations were between heat transport and $p_{cent}$. Since the calculation of $p_{cent}$ requires the full tropical precipitation distribution, this metric can reflect more moist processes than just those involved in the Hadley Circulation. We suggest that this is the reason for the closer relationship between AHT and $p_{cent}$. By contrast, metrics such as $p_{max}$ and $\Psi_{e}$ more closely reflect only the Hadley Circulation and are thus less able to reflect changes in the circulation due to the eddies. These changes in the eddies were shown to be important in response to glacial forcing.

We have demonstrated that the energetic framework only works when considering changes in the zonal mean ITCZ. There are some regions where the local rainfall does seem to correlate well with some metrics of the zonal mean ITCZ, such as the Atlantic, South America, and Africa, but equally, there are large areas where the local rainfall is uncorrelated with the zonal mean ITCZ, such as the East and West Pacific. It is thus unsurprising that dramatically different patterns of rainfall are possible for the same value of an ITCZ metric. In the context of the decomposition of the meridional circulation, this may be understood as reflecting the importance of the stationary and transient eddy components of the flow. As a way to encapsulate these zonal inhomogeneities it has been suggested that an energetic framework for the zonal circulation may exist [Boos and Korty, 2016]. We caution that, given the complexity of the response in the meridional circulation, attempts to frame the far less understood zonal flow in a similar context may be premature. Separating the zonal and meridional circulations will be confounded by the important zonally inhomogeneous stationary wave component of the heat transport.

We motivated this study by seeking to make more explicit how we might apply a theoretical framework for understanding tropical rainfall to observations of the past. We have shown that it is not possible to try to extend an understanding of the precipitation at one single point to the global zonal mean; furthermore, it is also not possible to place one single rainfall record in the context of changes in the global energy budget. Networks of records, however, might be placed into a global context—especially those that have significant latitudinal extent. We have shown that $p_{cent}$ has skill at explaining changes in the heat transport in both response to glacial forcing and the hosing. However, to correctly estimate $p_{cent}$ the precipitation distribution must be known throughout the tropics. There are hints that in some regions, such as the Atlantic, South America, and Africa, movements in the rainfall are rather well correlated with $p_{cent}$ (supporting information Figure S3) and thus might be placed into a global context. However, we caution that when calculating $p_{cent}$
on a basin scale, as might be done with a network of precipitation proxies in the Atlantic, although we find statistically robust relationships between local precipitation and global energy fluxes, these relationships are not the same as those between global precipitation and global energy fluxes (supporting information Figures S5 and S6). Further study is needed to understand this.
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