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Abstract

Understanding the impacts of land use and land-cover change such as urbanization is essential in many disciplines. This study investigates the impacts of urban-rural contrasts in terms of momentum roughness length ($z_0$) and aerodynamic surface temperature (TSK) on dry planetary boundary layers (PBLs) using large-eddy simulations (LES) with the Weather Research and Forecasting (WRF) model. In addition, the impacts of small-scale heterogeneities within urban areas are also examined. The original WRF-LES is modified in order to use prescribed TSK as surface boundary conditions. Numerical simulations are then conducted to examine turbulence characteristics and mesoscale circulations resulting from large-scale urban-rural contrasts as well as small-scale heterogeneities in urban areas. The results indicate that (1) the urban-rural contrasts in $z_0$ and TSK have significant but different impacts on surface heat fluxes, mesoscale circulations, and the wind and potential temperature profiles. Compared to the case where the whole domain is homogeneous, increases in $z_0$ and/or TSK in urban areas in the center of domain induce stronger sensible heat fluxes, stronger urban circulations, and weaker inversions at the top of the PBL. (2) When the patch size that characterizes the urban heterogeneity scale is comparable to the size of the whole urban area, the simulated results are strongly dependent on both the heterogeneity scale and the specified surface temperature values. As the patch size decreases, the simulated results become more similar to those over a homogeneous urban surface.

1. Introduction

About 52% of the world’s population now resides in urban areas that cover only 0.5% of the Earth’s land, which leads to many environmental consequences [Schneider et al., 2009; United Nations, Department of Economic and Social Affairs, Population Division, 2014]. The urban heat island (UHI) effect is one of the most known impacts of urbanization: the surface temperature and near-surface air temperature of urban areas are typically higher than those of the surrounding rural areas [Arnfield, 2003; Grimmond, 2007; Oke, 1982]. The UHI effect has significant implications for human health, energy use, biodiversity, and regional climate [Grimm et al., 2008; Rizwan et al., 2008]. Numerous studies have shown that the UHI effect can alter the rainfall pattern and amount at regional scales [Lowry, 1998; Miao et al., 2011; Shepherd, 2005; Yang et al., 2014]. Recent studies also show that synergies between UHIs and heat waves can create extremely high heat stresses for urban residents [Li and Bou-Zeid, 2013; Li et al., 2015; Li et al., 2016].

The characteristics of urban surfaces are very different from those of natural surfaces. For example, urban surfaces have high fractions of impervious materials such as asphalt and concrete, which prevent the rain from infiltrating to the soil and reduce the evapotranspiration rate. Another example is that urban surfaces, with buildings and other man-made structures, are usually aerodynamically rougher than natural surfaces such as grassland. These unique characteristics of urban environments often result in higher surface or near-surface air temperature (namely, the UHI effect) and stronger surface heating rate in urban areas, which further affects the planetary boundary layer (PBL) and regional climate.

Much is known about the impacts of land surface heterogeneities on turbulent structures and mixing processes in the PBL, particularly thanks to a powerful research tool of large-eddy simulations (LES). For example, Liu et al. [2011] investigated turbulent structures in a convective PBL driven by mosaic-like heterogeneous heating at the ground and concluded that the turbulent kinetic energy is not enhanced unless the heterogeneity scale is large enough. Kang and Lenschow [2014] studied the temporal evolution of low-level winds induced by two-dimensional heterogeneous heating and found that stronger mesoscale circulations occurred in the spanwise direction even with a background wind in the streamwise direction than those with...
no background wind. Van Heerwaarden et al. [2014] documented that the optimal state and transition for the vertically integrated kinetic energy do not occur at a fixed ratio of the heterogeneity size to the PBL height but at a ratio that increases with increasing heterogeneity sizes. There are also many studies specifically examining urban-rural contrasts and their impacts. For example, the contrast between urban and rural areas in terms of surface heating rate is shown to generate organized mesoscale circulations [Baidya Roy, 2003; Hidalgo et al., 2008a; Hidalgo et al., 2008b; Ryu and Baik, 2013; Ryu et al., 2013], the so-called UHI circulations or urban breeze circulations, which have a direct influence on surface fluxes, the atmospheric flow, temperature profiles, and so on. Wang [2009] investigated the influence of UHI circulations induced by urban-rural contrasts in terms of surface sensible heat flux and roughness on flow statistics using LES and found that an isolated UHI could enhance the horizontal velocity variance in the central urban area through the low-level flow convergence. Zhang et al. [2014] studied the turbulent characteristics and mesoscale circulations caused by different urban and rural heating rates and found that the UHI intensity has an obvious impact on the spatial distribution of the wind field.

These LES studies often use sensible heat flux as surface boundary conditions. In many numerical models such as the Weather Research and Forecasting (WRF) model [Chen and Dudhia, 2001], the surface sensible heat flux (HFX) is calculated following

\[
HFX = \rho c_p \bar{w} \theta = \rho c_p C_h (\theta_s - \theta_a),
\]

where \( \rho \) is the air density, \( c_p \) is the specific heat of air at constant pressure, \( U \) is the wind speed at the first atmospheric model level, \( \theta_s \) is the surface temperature (TSK), \( \theta_a \) is the air temperature at the first atmospheric model level, \( C_h \) is the turbulent transfer coefficient for heat and is computed based on Monin-Obukhov Similarity Theory (MOST) [Monin and Obukhov, 1954] as

\[
C_h = \frac{\kappa^2}{\ln \left( \frac{z}{z_0} \right) - \psi_m(\tilde{z}) - \psi_h(\tilde{z})},
\]

where \( \kappa \) is the von Kárman constant (≈0.4), \( z \) is the height of the first grid level of the atmospheric model, \( z_0 \) is the momentum roughness length, \( \zeta_0 \) is the thermal roughness length, \( L \) is the Obukhov length, and \( \psi_m \) and \( \psi_h \) are the stability correction functions for momentum and heat, respectively. Thus, as sensible heat flux is affected by both surface roughness \( z_0 \) and surface temperature \( T_{SK} \), representing an urban area by a higher sensible heat flux could not distinguish the dynamic effect (through altering \( z_0 \)) and thermodynamic effect (through altering TSK) of urbanization. Although these two effects are not independent of each other (i.e., altering \( z_0 \) will inevitably change TSK) [Lee et al., 2011; van Heerwaarden and Mellado, 2016; Zhao et al., 2014], studying their impacts separately and jointly motivates our study.

In this study, we focus on the urban-rural contrasts of dynamic and thermodynamic characteristics, which are represented by the roughness length \( z_0 \) and the aerodynamic surface temperature \( T_{SK} \), respectively. In particular, we aim to assess the relative importance of urban-rural contrasts of dynamic and thermodynamic characteristics in modulating surface sensible heat flux, which further affects boundary layer properties including potential temperature and wind profiles through altering the buoyant production/destruction of turbulent kinetic energy. In addition to the large-scale urban-rural contrast, surface heterogeneities within urban areas due to different surface materials (e.g., grass, asphalt, and concrete) and urban configurations (e.g., industrial zones, high-intensity residential zones, and low-intensity residential zones) may be also important depending on their heterogeneity scales [Bou-Zeid et al., 2004, 2007]. However, there has been no study investigating the impact of these small-scale heterogeneities on urban-atmosphere interactions within the context of large-scale urban-rural contrast, which also motivates our study.

To answer these questions, we use the WRF model in LES mode. First, the WRF-LES model is modified so we can specify TSK as surface boundary conditions. Two sets of numerical experiments are then conducted: one is used to investigate the impacts of the dynamic and thermodynamic urban-rural contrasts and the other is used to study the impacts of small-scale surface heterogeneity in urban areas. The paper is organized as follows: the setup of numerical experiments is described in section 2; the simulation results are analyzed and discussed in section 3. The conclusions are presented in section 4.
2. Numerical Model and Experiments

2.1. Model Description and Configuration

The WRF-LES model has been widely used in previous studies [Kang and Lenschow, 2014; Moeng et al., 2007; Talbot et al., 2012; Yamaguchi and Feingold, 2012]. It has proven to be a good simulation tool to investigate convective PBL characteristics under heterogeneous heating conditions [Kang and Lenschow, 2014; Liu et al., 2011]. In our study, the WRF version 3.5.1 is used. The default surface boundary condition option for WRF-LES is to prescribe sensible heat flux, which is incapable of separating the dynamic and thermodynamic characteristics of urban areas and thus cannot be used to address our research question. Meanwhile, some studies [Basu et al., 2008; Holtslag et al., 2007] suggest that prescribing surface temperature is a better option than prescribing sensible heat flux under stable conditions. As a result, prescribing surface heat flux could result in two physically sensible values for the friction velocity (and thus two different temperature gradients) and it is hard to determine which of these two values is more appropriate [Gibbs et al., 2014]. As shall be seen later, stable conditions occur in our simulations over rural areas due to the inhomogeneous heating rates between urban and rural surfaces, and hence, the WRF-LES model is modified in our study so that surface temperature is prescribed from which sensible heat flux is calculated. The surface layer scheme in the WRF model, which is based on the MOST, is used to calculate the surface heat flux and the friction velocity from prescribed surface temperature and momentum roughness length. Note that MOST is based on many assumptions including horizontal homogeneity, which might be violated in our simulations with large-scale urban-rural contrasts and/or small-scale urban heterogeneities. However, despite being strictly valid for homogeneous flows, MOST has been widely used to provide surface boundary conditions for LES over heterogeneous terrain [Albertson et al., 2001; Huang and Margulis, 2010; Miller and Stoll, 2013; Stoll and Porté-Agel, 2006, 2009]. This is partly because there has not been any theory proposed to replace MOST for heterogeneous terrain and also partly because observational evidence shows that many flow statistics over heterogeneous terrain still follow MOST [Wang et al., 2014; Wood et al., 2010].

From equation (2) it is clear that both the momentum roughness length $z_0$ and the thermal roughness length $z_{0T}$ can affect the calculation of $C_p$. In this study, we only prescribe the momentum roughness length $z_0$ as it is often parameterized as a function of land use. The thermal roughness length $z_{0T}$ is calculated in the surface layer scheme as follows [Chen and Dudhia, 2001]:

$$z_{0T} = \frac{1}{\frac{k_a}{u_*} + \frac{1}{z_l}}$$

(3)

where $k_a$ is the molecular thermal diffusivity of air, $u_*$ is the friction velocity, and $z_l (=0.01 \text{ m})$ is molecular sublayer height [Carlson and Boland, 1978]. Except for the surface layer scheme, other physics schemes in the WRF-LES model such as microphysics and radiation are all turned off. The model uses a fifth-order scheme for advection in the horizontal direction and a third-order scheme for advection in the vertical direction as suggested by WRF user’s guide. The third-order Runge-Kutta scheme is adopted for the time integration with a time step of 1 s. This study uses the 1.5-order turbulent kinetic energy scheme [Deardorff, 1980] to compute the subgrid-scale eddy viscosity and eddy diffusivity (diff_opt = 2 and km_opt = 2 in the WRF namelist).
In this study, the simulation domain is 100 km x 12 km in the horizontal directions, as shown in Figure 1, and the number of grid points is 1000 x 120 (i.e., the resolution in both x and y directions is 100 m). The top of the domain is 4 km with 100 levels, and the vertical resolution is about 40 m. The area between 40 km and 60 km is urban land, which has different momentum roughness length and/or surface temperature as compared to the surrounding rural areas (Figure 1). The surface in the entire simulation domain is flat, and thus, the influence of terrain is not considered. The model is initialized with an idealized neutral boundary layer profile, in which the potential temperature is 300 K below 950 m, and there is a strong inversion layer with a potential temperature surge of 50 K km\(^{-1}\) from 950 to 1050 m. The potential temperature gradient is 3 K km\(^{-1}\) above 1050 m. All cases have the same initial atmospheric conditions. Potential temperature fields in WRF-LES model are perturbed randomly at the first four vertical layers to promote convection. The model is driven by periodic lateral boundary conditions in the horizontal directions.

### 2.2. Numerical Experiments

In our first set of experiments, we aim to examine the different impacts of dynamic and thermodynamic contrasts between urban and rural areas under different geostrophic wind speed conditions. The dynamic and thermodynamic contrasts are again represented by \(z_0\) and TSK differences, respectively. Over rural areas, the surface temperature and momentum roughness length are set to 304 K and 0.1 m, respectively; while over urban areas they vary in different cases. The values of TSK and momentum roughness length are taken from typical values reported in the literature [Stull, 1988]. Table 1 lists all the cases in our first set of experiments and parameters characterizing the stability of the PBL such as the frictional velocity \(u^*\), the potential temperature scale \(\theta^* = -\frac{HFX}{u^*c_p\mu^*}\), and the Obukhov length \(L = \frac{u^2}{g\rho \theta^* \theta'}\) over the urban area, where \(g\) is the gravitational acceleration and \(\theta\) is mean potential temperature. In cases starting with W (i.e., W0, W1, and WS), where the number refers the wind speed in units of m s\(^{-1}\) and the wind direction is always along the x direction), the \(z_0\) and TSK of urban areas are set to be the same as the rural areas. In cases starting with A (i.e., A0, A1, and A5), the value of TSK in urban areas varies, while in cases starting with B (i.e., B0, B1, and B5), the value of \(z_0\) in urban areas varies. In cases starting with AB (i.e., AB0, AB1, and AB5), both TSK and \(z_0\) values in urban areas vary. It is noted here that the configuration used in our first set of experiments is different from previous studies using two-dimensional heterogeneous heating [e.g., Kang and Lenschow, 2014]. The surface heterogeneity in our configuration is present only in the x direction.

In the second set of experiments (Table 2), the impact of heterogeneities within urban areas is investigated, with a specific focus on the heterogeneity scale. First, the urban area is divided into rectangle patches. Eleven new cases are created, and the number in the case name stands for the number of patches. Then, in each case, the TSK values of different patches are generated by random selection from a Gaussian distribution with the mean of 306 K and the standard deviation of 1 K (Figure 2a). It should be noted that the mean value \(\bar{u}\) (and the standard deviation \(\sigma\)) of actual values generated by a random value generator may not be exactly \(u\) (and \(\sigma\)) due to insufficient realizations. To avoid significant differences simply caused by insufficient realizations, we ensure that the values of TSK in each case satisfy \(|\bar{u} - u| \leq 0.001\) K and \(|\sigma - \sigma'| \leq 0.1\) K. Figure 2b shows an

### Table 1. An Overview of the First Set of Experiments

<table>
<thead>
<tr>
<th>Case Name</th>
<th>TSK (K)</th>
<th>(z_0) (m)</th>
<th>Wind Speed (m s(^{-1}))</th>
<th>(u^*) (m s(^{-1}))</th>
<th>(\theta^*) (K)</th>
<th>L (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W0</td>
<td>304</td>
<td>0.1</td>
<td>0</td>
<td>0.101</td>
<td>-0.090</td>
<td>-8.741</td>
</tr>
<tr>
<td>W1</td>
<td>304</td>
<td>0.1</td>
<td>1</td>
<td>0.111</td>
<td>-0.080</td>
<td>-11.26</td>
</tr>
<tr>
<td>W5</td>
<td>304</td>
<td>0.1</td>
<td>5</td>
<td>0.279</td>
<td>-0.005</td>
<td>-1041.45</td>
</tr>
<tr>
<td>A0</td>
<td>306</td>
<td>0.1</td>
<td>0</td>
<td>0.225</td>
<td>-0.243</td>
<td>-12.52</td>
</tr>
<tr>
<td>A1</td>
<td>306</td>
<td>0.1</td>
<td>1</td>
<td>0.186</td>
<td>-0.265</td>
<td>-7.30</td>
</tr>
<tr>
<td>A5</td>
<td>306</td>
<td>0.1</td>
<td>5</td>
<td>0.335</td>
<td>-0.136</td>
<td>-59.83</td>
</tr>
<tr>
<td>B0</td>
<td>304</td>
<td>0.5</td>
<td>0</td>
<td>0.146</td>
<td>-0.084</td>
<td>-15.83</td>
</tr>
<tr>
<td>B1</td>
<td>304</td>
<td>0.5</td>
<td>1</td>
<td>0.154</td>
<td>-0.085</td>
<td>-17.14</td>
</tr>
<tr>
<td>B5</td>
<td>306</td>
<td>0.5</td>
<td>5</td>
<td>0.341</td>
<td>-0.001</td>
<td>-11918</td>
</tr>
<tr>
<td>AB0</td>
<td>306</td>
<td>0.5</td>
<td>0</td>
<td>0.335</td>
<td>-0.240</td>
<td>-28.95</td>
</tr>
<tr>
<td>AB1</td>
<td>306</td>
<td>0.5</td>
<td>1</td>
<td>0.262</td>
<td>-0.216</td>
<td>-17.27</td>
</tr>
<tr>
<td>AB5</td>
<td>306</td>
<td>0.5</td>
<td>5</td>
<td>0.420</td>
<td>-0.144</td>
<td>-83.95</td>
</tr>
</tbody>
</table>

\(^*\)The frictional velocity \(u^*\), the potential temperature scale \(\theta^* = -\frac{HFX}{u^*c_p\mu^*}\), and the Obukhov length L are averaged from 18 to 20 h over the urban area.
example of the TSK distribution in case C16. In this set of experiments, the momentum roughness length of urban areas is chosen to be 0.1 m, and there is no geostrophic wind. We note that our approach is idealized and does not necessarily reflect the nature of small-scale urban heterogeneities in the real world. However, this approach does allow us to investigate the impact of such idealized small-scale urban heterogeneities within the context of large-scale urban-rural contrast.

3. Results and Discussion

3.1. The Temporal Evolution of Surface and Boundary Layer Properties

The temporal evolution of sensible heat flux and the boundary layer height in case A0 are presented in Figure 3. Note that the rural areas in the left and right are averaged together since this case is completely symmetrical in the x direction. The PBL height is calculated by using the potential temperature gradient method where the PBL height is defined as the level at which the potential temperature gradient becomes larger than 10 K km$^{-1}$.

As shown in Figure 3, it is clear that the simulation reaches a quasi-steady state after about 20 h. As the air temperature becomes warmer, the sensible heat flux decreases and becomes almost zero or even negative over rural areas. The PBL height over rural areas grows at a constant rate since the beginning of the simulation, while the PBL height over urban areas changes its growth rate after the integration period. The trend is consistent with previous studies using sensible heat flux as surface boundary conditions [Liu et al., 2011], but the rate is different due to a decreasing sensible heat flux in our study. It can also be seen that the averaged PBL height over urban areas is higher than that over rural areas during the integration period, which is caused by the stronger heating rate over urban areas. However, in the later stage, the growth rate of the PBL height over rural areas exceeds that over urban area. Close inspection reveals that this is because the rural boundary layer becomes slightly stable after 40 h so the rural PBL height calculated by the potential temperature gradient method is the sum of stable boundary layer height and the residual layer height. Since developing methods to identify the PBL height is not the emphasis of our study, we will no longer use the PBL height calculated by the potential temperature gradient method but rather directly examine the potential temperature profiles.
To further examine the quasi-steady state of our simulations, different kinetic energies are calculated at 120 m above the ground. The total kinetic energy (TTE) and mean kinetic energy (MKE) are defined as

\[ \text{TTE} = \frac{1}{2}(u^2 + v^2 + w^2), \]  
\[ \text{MKE} = \frac{1}{2}(v^2 + v^2 + w^2), \]

where \( u, v, \) and \( w \) are the longitudinal, meridional, and vertical velocity components, respectively. The overbars denote the Reynolds averages (represented by the spatial averages in the homogenous \( y \) direction). The brackets denote horizontal averages in the \( x-y \) plane (i.e., over urban and rural areas). Note that because of
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**Figure 3.** The temporal evolution of averaged sensible heat flux and PBL height for case A0. The red line denotes the urban area; the blue line denotes the rural area.

To further examine the quasi-steady state of our simulations, different kinetic energies are calculated at 120 m above the ground. The total kinetic energy (TTE) and mean kinetic energy (MKE) are defined as

\[ \text{TTE} = \frac{1}{2}(u^2 + v^2 + w^2), \]  
\[ \text{MKE} = \frac{1}{2}(v^2 + v^2 + w^2), \]

where \( u, v, \) and \( w \) are the longitudinal, meridional, and vertical velocity components, respectively. The overbars denote the Reynolds averages (represented by the spatial averages in the homogenous \( y \) direction). The brackets denote horizontal averages in the \( x-y \) plane (i.e., over urban and rural areas). Note that because of
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**Figure 4.** The temporal evolution of domain-averaged kinetic energies. (a and c) Rural area. (b and d) Urban area. Figures 4a and 4b show the original values, while Figures 4c and 4d show the normalized values.
the UHI circulation, the domain averaged $u$ is nearly zero for case A0. Our definition of MKE is thus similar to the volume-averaged turbulence kinetic energy or the domain-averaged perturbed kinetic energy in some previous papers [Letzel and Raasch, 2003; Liu et al., 2011]. It can be seen in Figures 4a and 4b that TTE and MKE have similar trends. As indicated by equations (4) and (5), MKE represents the energy of the mean flow and is the main contributor to TTE. Figures 4d and 4e show the normalized TTE/$w^2$ and MKE/$w^2$, where the $w$-is the convective velocity scale defined by Deardorff [1972]. As can be seen, the normalized TTK and MKE reach a quasi-steady state after a 20 h integration period.

It is also noticed that oscillations are present in Figure 4. Even though the oscillation period is almost the same over urban and rural areas, the amplitude of the oscillation is much larger in urban areas, which is directly correlated with the higher surface heating rate in urban areas. This expected result indicates that the intensity of surface heating plays an important role in controlling the kinetic energy of the atmospheric flow. Meanwhile, it can be also seen that the amplitude of the oscillation becomes smaller as the simulation continues, which probably results from friction from the ground and the entrainment flux, as discussed in previous studies [Kang, 2009; Kang and Lenschow, 2014; Letzel and Raasch, 2003; Patton et al., 2005].

To avoid the influence of initial atmospheric conditions, which may be inconsistent with our surface boundary conditions, and to reach a consistent coupled land-atmosphere state, we need an integration period. Considering the above results, it is deemed that the growth rate of PBL height and normalized kinetic energies after 20 h do not change significantly. Given the computational costs of running multiple sets of experiments, in the following sections, the average results from 18 to 20 h are analyzed if not otherwise stated. By focusing on the coupled consistent land-atmosphere state, this approach also allows us to better understand the long-term response of the atmosphere to changes in surface states under such an urban-rural setting.

3.2. The Different Impacts of Dynamics and Thermodynamics Contrasts

In the first set of experiments, the surface temperatures of both urban and rural areas are set to be higher than the initial atmospheric temperature. For cases A, the surface temperature of urban areas is further higher than that of rural areas. For cases B, the momentum roughness length of urban areas is larger than that of rural areas. For cases AB, both the surface temperature and the momentum roughness length in urban areas are larger than their counterparts in rural areas.

Figure 5 shows the distribution of $y$-averaged (see Figure 1 for the definition of $x$ and $y$ directions) sensible heat flux in the first set of experiments. As expected, the $y$-averaged sensible heat flux over urban areas is significantly larger that over rural areas, which leads to a distinct UHI circulation and will be demonstrated later in Figure 6. The distribution of sensible heat flux shows a valley shape over urban areas. This is due to the mixing power of turbulence causing the air temperature at the junction fairly uniform over both urban and rural areas. As a result, the abrupt change of surface temperature (or momentum roughness length) occurring at the junction results in an abrupt change of sensible heat flux. From Figure 5a, it can be seen that the urban-rural contrasts of TSK and $z_0$ have significant but different effects on sensible heat flux. In our simulations, the urban averaged sensible heat flux is 61.4 W m$^{-2}$ in case A0 (A indicates that TSK is higher in urban areas), whereas its counterpart in case B0 is only 14.4 W m$^{-2}$ (B indicates that $z_0$ is larger in urban areas). The difference in the magnitude of sensible heat flux is related to the magnitude of urban-rural contrasts of TSK (2 K) and $z_0$ (0.4 m). As can be seen from equations (1) and (2), HFX scales nearly linearly with ($\theta_s - \theta_0$) but logarithmically with $(z/z_0)$. As a result, changing TSK from 304 to 306 K results in a change of $(\theta_s - \theta_0)$ from 4 to 6 K (note that the initial $\theta_s$ is 300 K), namely, by a factor of 1.5. However, a change of $z_0$ from 0.1 to 0.5 m changes HFX only by a factor of 0.65 assuming $z = 10$ m. From Table 1, we can see that the sensible heat flux is obviously larger with larger TSK (cf., case A0 and case W0), while it is not evident with larger $z_0$. Interestingly, the frictional velocity $u_*$ is case ABO (0.335 m s$^{-1}$) > A0 (0.243) > B0 (0.146) > W0 (0.101). In other words, the larger TSK also significantly enhances the shear stress, which, as shall be seen later, is related to the induced UHI circulations. As a result, the trend in Obukhov length $L$, which is dominated by the trend in $u_*$, indicates that W0 is the most unstable case as compared to A0, B0, and AB0.

The geostrophic wind speed plays an important role in modulating the distribution of $y$-averaged sensible heat flux. As the geostrophic wind speed increases, the friction velocity $u_*$ generally increases and the PBL becomes closer to neutral conditions (except A1 versus A0 and AB1 versus AB0). It is clear from Figure 5b that the valley shape of sensible heat flux in urban area when the geostrophic wind speed is 1 m s$^{-1}$ shifts to the
right (i.e., downwind) as compared to its counterpart in Figure 5a where there is no wind. As a result, this enhances the shear stress on left part of the urban area while reduces the shear stress on the right part of the urban area, which explains why case A1 (and case AB1) has a lower $u^*$ value than A0 (and AB0). When the wind speed is sufficiently large (5 m s$^{-1}$ in Figure 5c), the air temperature over the upwind rural area has an important influence on the sensible heat flux over urban areas that the valley shape almost disappears. According to Figure 5b, even under a same background wind speed, the lowest position of the valley shape of sensible heat flux distribution is not same for different cases. The minimum sensible heat flux in case AB1 occurs at a location closer to the urban center ($x = 50$ km) because of its higher sensible heat flux than in cases A1 and B1, which leads to a stronger UHI circulation. Comparing case B1 to A1 reveals that the impact of urban-rural contrast of $z_0$ on the sensible heat flux is smaller as compared to the impact of urban-rural contrast of TSK.
contrast of TSK as explained earlier and that the UHI circulation caused by the urban-rural contrast of momentum roughness length is weaker.

It should be noted that the sum of case A0 and case B0 is not identical to the case AB0 as shown in Figure 5a. The sensible heat flux from case AB0 is larger than the sum of case A0 and case B0 over urban areas. This

Figure 7. Changes in the $y$ averaged potential temperature and wind speed profiles in the first set of experiments when the geostrophic wind speed is $1 \text{ m s}^{-1}$. (a and d) Results from the upwind rural area; (b and e) results from the middle urban area; (c and f) results from the downwind rural area.
indicates that the dynamic and thermodynamic characteristics defined here by $z_0$ and TSK are not independent as expected. For the cases with background wind speed of 1 m s$^{-1}$, the sum of case A1 and case B1 in the urban center is higher than the case AB1. This is because the lowest point of the valley shape in the case AB1 is at a different and upwind location as compared to that in the result of A1 + B1, which is further due to the fact that the surface heating rate is stronger in urban areas and the background wind effect is thus relatively weaker in the case AB1 as compared to A1 + B1.

The $y$-averaged vertical distributions of potential temperature and wind in the first set of experiments are shown in Figure 6. It can be seen from cases A0 and B0 that the air rises over urban areas and sinks over rural areas and forms an UHI circulation because of urban-rural contrasts of TSK or $z_0$. The physical mechanisms, however, differ for these cases. For case A0, the air rises due to a stronger heating rate, while for case B0, the air rises due to the slowdown of air over urban areas, which is further due to a stronger drag force. As a result of this UHI circulation, the lower level wind converges over urban areas and the upper level wind diverges. Quantitatively, in the case A0 the potential temperature in the boundary layer over urban areas is 0.5 K higher than that over rural areas, while the difference in case B0 is about 0.3 K. The maximum values of the lower level wind and the upper level wind are 2.4 m s$^{-1}$ and 3.9 m s$^{-1}$, respectively, in case A0, while they are 1.1 m s$^{-1}$ and 1.7 m s$^{-1}$, respectively, in case B0. These maximum values all appear at the location near $x = 40$ km and 60 km, which are the edges of urban areas. The vertical wind speed below the inversion layer at the circulation center is also larger in case A0 than in case B0, with a maximum value of 0.45 m s$^{-1}$ and 0.3 m s$^{-1}$ for cases A0 and B0, respectively. Moreover, the case A0 develops a considerably stronger UHI circulation than both A0 and B0 cases, with a maximum potential temperature difference between urban and rural areas of 1.7 K and a maximum vertical wind speed of 0.68 m s$^{-1}$.

It should be noted that the location of the circulation center varies in different cases due to the influence of winds. When there is no wind (A0, B0, and AB0), the circulation center is at $x = 50$ km (i.e., the center of urban areas). The UHI circulation in the cases A1, B1, and AB1 is still clearly seen but is moved toward right, or the downwind direction, due to the background wind of 1 m s$^{-1}$. As the intensity of the UHI circulation increases (AB1 > A1 > B1), the distance of the UHI circulation from the domain center is smaller. When the wind speed is sufficiently large (e.g., for cases A5, B5, and AB5), the UHI circulation is diminished. Specifically, in case A5, the averaged potential temperature in the urban center is 304.4 K as compared to 304.3 K in rural areas and the maximum vertical wind speed at the circulation center is just 0.1 m s$^{-1}$. This indicates that the wind speed also plays an important role and the UHI circulation is more clearly seen under calm conditions.

Figure 7 shows the differences in the potential temperature and wind speed profiles between different cases and the control case W when the geostrophic wind speed is 1 m s$^{-1}$. In urban areas, the potential temperature below 1.1 km (within the PBL) is higher than the control case, while the potential temperature above 1.1 km is lower than the control case. The colder anomaly above 1.1 km and the warmer anomaly below 1.1 km create a smaller potential temperature gradient and thus a weaker inversion and facilitates the growth of PBL. It is clear that changes in the potential temperature profiles over rural areas are very different from those in urban areas. In addition, due to the wind, changes in the downwind rural areas are also different from changes in the upwind urban areas. For example, throughout the PBL except near the inversion, changes in the potential temperature over rural areas are nearly an order of magnitude smaller than changes in the surface heating rate. Changes in the downwind rural area are also larger than changes in the upwind rural area except near the inversion.

Changes in the wind speed show more complex patterns. First, the upwind rural area (Figure 7d) shows small changes of the wind speed, which is again due to the background wind effect that moves the circulation center toward downwind direction. Second, in the urban area (Figure 7e), changes in the wind speed for cases A1 and B1 are negative at the PBL top. The fact that the upper level of urban areas develops a diverging flow makes the wind speed in urban area smaller than the control case. It is also noticed that the differences between case AB1 and W1 are small in urban areas while large in the downwind rural area. From Figure 6 it can be seen that the center of the UHI circulation is almost over the right rural area so the differences in wind speed in urban areas are small while the differences over the downwind rural area are large (Figure 7f). Over the downwind rural area, the increased outward wind speed at 1.1 km and the inward wind speed around 0.1 km are a manifestation of the UHI circulation seen in Figure 6.
Comparing the B1 case to A1 case shows that changes in both potential temperature and wind speed are similar but smaller in magnitude, which is consistent with the smaller change in the sensible heat flux in case B1 observed in Figure 5. It is also noted that results from the case AB1 are different from the sum of results from case A1 and B1, which is again consistent with the finding from Figure 5.

3.3. The Impacts of Small-Scale Urban Heterogeneities Within the Context of Large-Scale Urban-Rural Contrast

In the previous section, the UHI circulation induced by urban-rural contrasts of dynamic and thermodynamic characteristics is discussed. In this section, we use results from the second set of experiments to further study the impacts of small-scale urban heterogeneities within the context of large-scale urban-rural contrast, with a specific focus on the importance of surface heterogeneity scale. In the second set of experiments, the urban surface temperature has the same spatial mean as the control case A0 (i.e., 306 K) but varies across different patches. The number of patches increases as the number in the case name increases. It is pointed out here that the large-scale urban-rural contrasts are one-dimensional heterogeneities, but the small-scale heterogeneities examined here are two-dimensional.

Figure 8a shows the spatial distribution of the y-averaged sensible heat flux, similar to Figure 5. It can be seen that varying surface temperatures causes different sensible heat fluxes over urban areas but has little influence on sensible heat fluxes over rural areas. The impact on urban sensible heat fluxes varies significantly as the patch size changes. According to Figure 8a, the sensible heat flux distribution becomes more random but closer to the control case result as the heterogeneity scale becomes smaller (or as the case name number becomes larger). Large differences are seen for cases when the heterogeneity scale is large (or when the case name number is small). The maximum difference between different cases and the control case reaches 40 W m$^{-2}$ in the case C64, which is nearly 50% higher than the value in the control case A0.

In order to quantify the effect of these small-scale urban heterogeneities, we use the root-mean-square deviation ($\sigma$) between C cases and the control case A0 in terms of sensible heat flux, which is further normalized by the air density, the specific heat capacity $c_p$, the convective velocity scale $w_c$, and the standard deviation of the surface temperature in the urban area $\sigma_{TSK}$. We also use the following index $\zeta$ to represent the relative heterogeneity scale defined as

$$\zeta = \frac{1}{\sqrt{S_{\text{patch}}/S_{\text{urban}}}}$$

Here $S_{\text{patch}}$ is the area of the patch and $S_{\text{urban}}$ is the total urban area. When $\zeta$ is larger, the heterogeneity scale is smaller (i.e., smaller patches). As can be seen from Figure 8b, when $\log_{10}(\zeta)$ is larger than 1, the normalized root-mean-square deviation of sensible heat flux differences (the black dots connected by the red line) no
longer changes significantly, implying that the effect of small-scale heterogeneities is stabilized. When \( \log_{10}(\zeta) \) is smaller than 1, the normalized deviation of sensible heat flux differences is fairly random (despite the fact that the TSK variability is restricted by \( \sigma_{TSK} = 1 \) K). This implies that when the heterogeneity scale is large, the effect of surface heterogeneity can be large or small depending on the exact TSK value of each patch, which is again randomly selected from a Gaussian distribution in our study.

Some previous studies have proposed the concept of optimal heterogeneity scale at which the impact of surface heterogeneity on kinetic energy maximizes [Baidya Roy, 2003; Patton et al., 2005; Van Heerwaarden et al., 2014]. If the impact of surface heterogeneity is quantified by normalized root-mean-square deviation of the sensible heat flux between the heterogeneous case and the homogeneous case, it appears that \( \zeta = 0.6 \) would be such optimal heterogeneity scale. In order to verify this result, we reran the large heterogeneous scale cases (C4, C8, C16, C32, and C64) with different but again randomly selected TSK values (described in the section 2.2). The new results, shown as blue circles in Figure 8b, do not seem to support the existence of an optimal heterogeneity scale. The difference between our study and previous studies may be explained by the unique configuration of our experimental design, and also the fact that normalized the root-mean-

Figure 9. The sensible heat flux over the urban area in the second set of experiments.
The new results, however, reconfirmed that the effect of surface heterogeneity can be affected by the specified TSK values when the heterogeneous scale is large. Figure 9 further shows the sensible heat flux in the atmosphere (as compared to Figures 5 and 8 showing the surface sensible heat flux) in different cases in the second set of experiments. It can be seen that small-scale urban heterogeneities have an impact on the sensible heat flux, especially near the surface and the inversion layer. It can also be seen that cases with larger heterogeneity scales (such as in cases C4, C8, and C16) more significantly affect the sensible heat flux. Figure 10 shows the temporal evolution of MKE in the second set of experiments, which is computed at 120 m using equation (5). It is interesting to see that the MKE in rural areas, in addition to that in urban areas, is affected by the small-scale heterogeneities in urban areas, especially when the patch size is large. The red lines, which stand for cases with smaller heterogeneity scales, are generally closer to the control homogeneous case (A0), which again implies that results become more similar to those in the homogenous case as the heterogeneity scale reduces. Previous studies have shown that cases with heterogeneous heating will result in an enhanced MKE as compared to cases with homogeneous heating under otherwise similar conditions [Letzel and Raasch, 2003; Liu et al., 2011]. In our study, this seems to be true in general but not for two cases in the upwind rural area, where the MKE in cases C4 and C16 is lower than that in the homogenous case. This is again related to the fact that when the number of patches is small, the exact TSK value of each patch plays an important role. These results indicate that small-scale urban heterogeneities can enhance MKE over the urban area and can also affect the rural MKE especially when the heterogeneity scale is large. When the patch size is large, the exact values of surface characteristics (which in our study is TSK) also matter.

To investigate how the heterogeneity affects the thermal environment, Figure 11 shows the difference in the \( y \)-averaged vertical distribution of potential temperature (normalized by the \( \Delta TSK = 1 \) K) between four different C cases (C4, C32, C100, and C6000) and the control case A0. It is clear that the potential temperature over both urban and rural areas has been affected by the heterogeneous surface heating through the UHI approach.
circulation, similar to the MKE. Similar to the effect of urban-rural contrasts, the heterogeneity in urban areas also strongly affects the potential temperature around the inversion, which makes a weaker inversion and favors PBL development as compared to the control case. It can be also found that as the heterogeneity scale decreases, the differences in potential temperature gradually become smaller.

4. Conclusions

In order to understand the impacts of urbanization on regional climate, this study investigates changes in the sensible heat flux, kinetic energy, potential temperature, and wind profiles due to changes in the momentum roughness length and surface temperature by using large eddy simulations with the Weather Research and Forecasting model. In addition, the impacts of small-scale urban heterogeneities within the context of large-scale urban-rural contrast are also studied. The results indicate the following:

1. The urban-rural contrasts in momentum roughness length and surface temperature have significant but different effects on the surface heat flux, the circulation, and the vertical distribution of potential temperature and wind. Changes in momentum roughness length and surface temperature due to urbanization, which represent changes in the dynamic and thermodynamic characteristics, tend to induce a stronger surface heating rate and a weaker inversion layer that favors development of a stronger planetary boundary layer over urban areas. With a low geostrophic wind speed, the induced urban heat island circulation is evident. However, when the geostrophic wind speed is sufficiently large (5 m s\(^{-1}\) in our simulations), the urban circulation is diminished, which is consistent with many previous studies.

Figure 11. Differences in the \(y\)-averaged potential temperature between (a) C4, (b) C32, (c) C100, (d) C6000, and the default case A0.
2. The small-scale surface heterogeneity in terms of surface temperature in urban areas has an important effect on the spatial distribution of sensible heat flux and the vertical profiles of potential temperature. Cases with heterogeneous heating have enhanced kinetic energy over urban areas. Under the influence of the UHI circulation, potential temperatures in both urban and rural areas can be affected by the small-scale heterogeneous surface heating in urban areas. When the urban surface heterogeneity scale is large, the exact surface temperature value of each patch plays an important role. As the heterogeneity scale decreases, the difference from the control case where there is no surface heterogeneity in urban areas becomes smaller.

In conclusion, the study provides insights into the different effects of the dynamic and thermodynamic characteristics of urban surfaces and the often-ignored impacts of small-scale urban heterogeneities in an urban-rural setting. Our study provides a platform for further investigating the impact of mitigation and adaption strategies, which often occur at small-scales. In addition, how the moisture exchange between the land surface and the atmosphere is affected by surface heterogeneity in such urban-rural settings remains an open question. Future work involves examining the coupled heat-water dynamics and the associated impacts on the urban water cycle.
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