
Self-consistent formation of a 0.5 cyclotron
frequency gap in magnetospheric whistler-
mode waves 
Article 

Published Version 

Ratcliffe, H. and Watt, C. E. J. (2017) Self-consistent formation
of a 0.5 cyclotron frequency gap in magnetospheric whistler-
mode waves. Journal of Geophysical Research - Space 
Physics, 122 (8). pp. 8166-8180. ISSN 0148-0227 doi: 
10.1002/2017JA024399 Available at 
https://centaur.reading.ac.uk/71971/ 

It is advisable to refer to the publisher’s version if you intend to cite from the 
work.  See Guidance on citing  .

To link to this article DOI: http://dx.doi.org/10.1002/2017JA024399 

Publisher: American Geophysical Union 

All outputs in CentAUR are protected by Intellectual Property Rights law, 
including copyright law. Copyright and IPR is retained by the creators or other 
copyright holders. Terms and conditions for use of this material are defined in 
the End User Agreement  . 

www.reading.ac.uk/centaur   

http://centaur.reading.ac.uk/71187/10/CentAUR%20citing%20guide.pdf
http://www.reading.ac.uk/centaur
http://centaur.reading.ac.uk/licence


CentAUR 

Central Archive at the University of Reading 
Reading’s research outputs online



Journal of Geophysical Research: Space Physics

Self-consistent formation of a 0.5 cyclotron frequency gap
in magnetospheric whistler mode waves

H. Ratcliffe1 and C. E. J. Watt1

1Department of Meteorology, University of Reading, Reading, UK

Abstract Decades of in situ observations of whistler mode waves in Earth’s magnetosphere reveal that
there is frequently a gap in the spectral power at around half the local electron gyrofrequency. Recent
theoretical and kinetic simulation studies have suggested that the gap arises due to the presence of
temperature anisotropy in both a “warm” and a “hot” electron population, leading to two separate
(and independent) regions of wave growth in frequency space. We present two-dimensional kinetic
plasma simulations using the powerful EPOCH (Extendable PIC Open Collaboration) particle-in-cell
code that offer an alternative explanation. After an initial linear-growth period, our simulations show
self-consistent formation of a gap feature. In most cases this arises where linear theory predicts the
maximum growth rate and is associated with subtle local structuring of the hot electron distributions.
This feature persists in multiple simulations with varying hot electron parameters. We discuss these results
in the context of in situ observations of both waves and electron distribution functions and argue that
the rapid reorganization of electron distributions in a small, but key, region of phase space during the
growth of whistler mode waves naturally results in the spectral gap often observed at half the electron
gyrofrequency.

1. Introduction

Whistler mode chorus waves are found throughout low-density regions in the magnetosphere outside of the
plasmasphere [e.g., Burtis and Helliwell, 1969; Meredith et al., 2001; Li et al., 2011b; Spasojevic and Inan, 2010;
Sigsbee et al., 2010; Bunch et al., 2011; Agapitov et al., 2013; Meredith et al., 2012; Bunch et al., 2012]. They are
important for the acceleration and pitch angle scattering of high-energy electrons in Earth’s outer radiation
belt [Horne et al., 2005; Ni et al., 2011a; Thorne et al., 2013] and are responsible for the diffuse aurora [Thorne
et al., 2010; Nishimura et al., 2013].

A gap in the chorus mode at around half the electron gyrofrequency𝜔ce is a common feature in whistler mode
spectra [Burtis and Helliwell, 1969; Santolík et al., 2004; Santolik et al., 2008; Taubenschuss et al., 2014], although
this feature is not seen in every case [Burtis and Helliwell, 1976; Cornilleau-Wehrlin et al., 1978; Kurita et al.,
2012; Taubenschuss et al., 2015]. A spectral gap at near 𝜔ce∕2 has also been observed in whistler mode emis-
sions at other planets [Coroniti et al., 1984]. Waves display a banded structure with “lower band” occupying
𝜔lh < 𝜔 < 0.5𝜔ce [Tsurutani and Smith, 1977], where 𝜔lh is the lower-hybrid frequency, and “upper band”
occupying 0.5𝜔ce < 𝜔 < 𝜔ce. Several explanations have been proposed for the banded emissions that either
require the independent generation of each band or invoke the preferential absorption of waves at different
frequencies across the whistler mode band. For example, Bell et al. [2009] postulate that lower band cho-
rus is generated within enhanced density ducts and upper band chorus is generated within depleted ducts.
Liu et al. [2011] and Fu et al. [2014] investigate the energetic electrons that provide the source of free energy
for the waves, and argue that distinct anisotropic warm (<1 keV) and hot (>10 keV) components indepen-
dently provide the upper and lower band whistler mode emissions, respectively. Bortnik et al. [2006] showed
that convective Landau damping was theoretically reduced immediately above 𝜔ce∕2 and that this could
contribute to the appearance of suppressed emissions at half the gyrofrequency, but the effect only became
apparent after the chorus had propagated a significant distance away from the magnetic equator. The sup-
pression of waves close to half the gyrofrequency is suggested by Omura et al. [2008, 2009], who argue that
as whistler mode waves propagate along the inhomogeneous magnetic field of the magnetosphere, small
deviations from perfectly field-aligned wave normals result in nonlinear damping of waves with frequencies
close to 𝜔ce∕2.
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Although distinct warm and hot plasma populations can neatly predict the presence of distinct upper and
lower bands of whistler mode waves, these theories rely upon particular choices of plasma parameters to
ensure a gap at the correct frequency. We show in this paper that the linear theory predictions of growth for
Bi-Maxwellian plasma are very sensitively dependent upon the temperature and anisotropy of each compo-
nent. Given the common occurrence of a 𝜔ce∕2 gap in the whistler mode spectrum, and the range of possible
temperatures and anisotropies possible in the magnetosphere, we investigate further the behavior of whistler
mode waves given a range of plasma conditions. We perform numerical experiments using a particle-in-cell
code to demonstrate that the rapid nonlinear evolution in velocity space of the anisotropic electron distri-
bution function in the presence of growing whistler mode waves naturally results in a spectral gap at 𝜔ce∕2
long before any electron holes develop in phase space and nonlinear growth starts [Omura et al., 2008, 2009].
We also discuss the minimum requirements for numerical experiments to demonstrate the self-consistent
formation of the frequency gap.

In section 2 we present important theoretical results pertaining to the growth of whistler mode waves. The
particle-in-cell code EPOCH (Extendable PIC Open Collaboration) used throughout the paper, is presented in
section 3, along with a description of the postsimulation analysis we have used to study the wave-particle
interactions. We present our results in section 4, followed by a discussion and summary in section 5.

2. Theoretical Considerations

The growth 𝛾 of small amplitude electromagnetic waves can be estimated from linear theory

𝛾 = −DI(𝜔)
[
𝜕DR(𝜔)
𝜕𝜔

]−1

(1)

where DR is the real part and DI is the imaginary part of the full relativistic kinetic dispersion relation [Treumann
and Baumjohann, 1997]. Applying equation (1) to a single hot Bi-Maxwellian particle distribution function with
temperature anisotropy predicts growth that is roughly Gaussian-shaped with respect to frequency. Previous
plasma models of the inner magnetosphere indicate that more than one Bi-Maxwellian component is often
required to model the energetic plasma with components at different average temperatures [Denton et al.,
2010; Watt et al., 2012]. It is important to note that a wide range of combinations of plasma parameters are
possible at different times.

Combining a pair of heated plasma distributions can produce two distinct growth peaks, and careful tuning
of the plasma parameters can then produce a gap feature at around 0.5𝜔ce [e.g., Fu et al., 2014]. Figure 1
shows the growth rates calculated using equation (1) for a range of different plasma parameters. The black line
indicates the growth possible for parameters chosen by Fu et al. [2014] which we will denote as M0. The other
colored lines indicate growth rates for the numerical experiments contained in this paper and listed in Table 1:
M1 is shown in purple, M2 in blue, M3 in green, M4 in orange, and M5 in red. Different choices of warm and
hot populations can provide a range of different growth behavior: set M3 (green line), for example, provides
a peak in growth exactly where there is a local minimum in growth for set M0 (black line). In this paper we
will investigate the evolution of wave growth for all of these sets of parameters using two-dimensional fully
self-consistent particle-in-cell simulations.

When initiating studies of wave growth, the choice of parameters can be challenging. Observations show that
the particle distributions outside the plasmasphere are often strongly non-Maxwellian and must be rapidly
evolving from an unstable injected state to the stable “pancake” distribution [Wrenn et al., 1979; Meredith et al.,
1999; Gannon et al., 2007; Li et al., 2011c; Tao et al., 2011]. The pancake distribution [Meredith et al., 1999] is
the distribution which is perfectly stable against whistler mode wave growth and likely indicates the previous
action of whistler mode waves to reduce the free energy in an unstable anisotropic distribution. For a pancake
distribution, phase space density is constant along lines given by

v⟂ =

√
2Ec

me

[
f (xc) − f (x)

]
v∥ =

√
2Ec

me
g(x)

(2)
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Figure 1. Whistler mode growth rates for parallel wave vector for six sets of parameters including those of Fu et al.
[2014] (black line). Referring to Table 1 which lists the full set of parameters, set M1 is shown in purple, M2 in blue, M3 in
green, M4 in orange, and M5 in red. Note that the orange line is hidden under the red on the left. Hot electron thermal
velocities range from 0.075 to 0.5c, warm electron from 0.015 to 0.075c with densities from 0.01 to 0.18 times the
background.

with

f (x) =
[(1 − x

x

)
+ 2x − ln x

]
g(x) = −

√
(1 − x)3

x

(3)

and x = 𝜔∕𝜔ce. The parameter xc is the value of x at pitch angle zero and Ec =
1
2

mec2(𝜔ce∕𝜔pe)2 the magnetic
energy per particle. However, the model given by equation (2) cannot dictate the spacing between isolines,
that is, the lines of constant xc, and so does not fully specify a distribution. We cannot predict the final stable
distribution from the initial Maxwellian, but we expect evolution toward these contours. For our simulations,
we must therefore choose an initial electron distribution function that is unstable (e.g., Bi-Maxwellian) in order
to observe the growth of the waves, rather than using observed electron distribution functions that are more
likely to be stable to wave growth.

3. Methods

We perform fully self-consistent particle-in-cell simulations for a range of plasma parameters. Kinetic descrip-
tions of the plasma are necessary because of the waves’ resonant interaction with electrons, satisfying:

𝜔 − k∥v∥ = 𝜔n , 𝜔n ∶= sn𝜔ce∕𝛾 (4)

where s = ±1, n is an integer, 𝛾 is the relativistic gamma factor, and 𝜔ce = |q|B∕me is the (unsigned) local
electron cyclotron frequency.

Table 1. Run Parameters for Our Five Simulationsa

Hot Warm

Label vx∕c vy∕c A nh∕ne vx∕c vy∕c A nw∕ne

M1 0.075 0.15 3.0 0.17 0.015 0.038 5.4 0.17

M2 0.225 0.32 1.0 0.15 0.015 0.038 5.4 0.15

M3 0.1 0.2 3.0 0.17 0.015 0.038 5.4 0.18

M4 0.225 0.5 4.0 0.01 0.015 0.075 24 0.01

M5 0.225 0.5 4.0 0.01 0.015 0.038 5.4 0.01
aWe show the hot and warm components separately and list the x and y thermal

speeds, the resulting anisotropy, and the density of the component as fraction of the
background density.
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The number of phase space dimensions necessary to simulate the interaction between whistler mode waves
and electrons is an important consideration. Theoretically, for a single anisotropic electron distribution, the
maximum growth rate of the whistler mode waves is field aligned, with finite, but smaller, growth for small
oblique angles [e.g., Watt et al., 2011]. However, observational studies have shown that whistler mode wave
normal angles in the magnetosphere can have a range of values from close to the field-aligned direction,
to large oblique angles [Haque et al., 2010; Artemyev et al., 2012; Agapitov et al., 2013; Li et al., 2012, 2013;
Taubenschuss et al., 2014, 2015; Artemyev et al., 2015; Hartley et al., 2016; Li et al., 2016; Taubenschuss et al.,
2016; Gao et al., 2016; Artemyev et al., 2016]. We choose to perform two-dimensional (2-D) simulations in
order to include important oblique wave vectors. To perform 2-D simulations with sufficient particles to
resolve the fairly weak wave E and B fields requires significant computing time. Computations were per-
formed on the Data Analytic (Cambridge) and Data Centric (Durham) systems of the STFC DiRAC HPC Facility.
Each large numerical experiment M1–M5 (see parameters in Table 1) required approximately 12.5k core
hours. Storage and IO limitations restricted the output to 4–5 spectra and distribution functions per run. We
therefore also show results from a number of smaller numerical experiments with the same parameters as
M1–M5 performed on a 16-core workstation. In these, particle number and box size were reduced to obtain
a shorter simulation time. The combination of results from each type of numerical experiment has provided
the required insight and will be used to shape future sets of numerical experiments.

3.1. Code Description and Setup
We use EPOCH2D [Arber et al., 2015], a Birdsall and Langdon-type PIC code [Birdsall and Langdon, 2004]
using Villasenor and Buneman current deposition [Villasenor and Buneman, 1992]. EPOCH solves Maxwell’s
equations combined with the equations of motion for charged particles in an EM field to provide a direct
simulation of collisionless plasma. The electron-proton mass ratio is set to the real value of 1:1836.2. EPOCH
uses a Cartesian grid, which in 2-D means all quantities may vary in the x and y directions. In the z direction,
plasma quantities are assumed constant but are well defined: for example, the plasma components have a
well-defined z direction temperature. All quantities are thus given in normal SI units. In what follows, we set
an ambient magnetic field along the x direction, so refer to x as parallel, y and z as perpendicular, and assume
symmetry such that in a 3-D simulation the z direction behavior would follow y.

We assume cold, fully ionized hydrogen background plasma with temperature 104 K in both parallel and per-
pendicular directions, with an ambient magnetic field along the x direction of 300 nT. The plasma frequency is
𝜔pe = 3𝜔ce, i.e., a background plasma density of ne = 7.9×106 m−3. These parameters are chosen to represent
plasma conditions near the equator at a magnetospheric location of L ∼ 5.

To initiate a situation unstable to the growth of whistler mode waves, we then add two additional electron
components, denoted “warm” and “hot.” Both components are Bi-Maxwellian with larger perpendicular than
parallel temperature. Initial particle distributions for each component are Bi-Maxwellians of the form

f (p∥, p⟂) = C exp

(
−

p2
∥

p2
th,∥

)
exp

(
−

p2
⟂

p2
th,⟂

)
(5)

where pth,∥ and pth,⟂ are the parallel and perpendicular thermal momenta, and C is the normalization constant.
The distributions are normalized so that

∫ f (p∥, p⟂)dp∥d2p⟂ = ne (6)

in units of m−3. Momentum-space distributions are averaged over the spatial domain for output.

Throughout this paper, plasma anisotropy is defined as

A =
T⟂
T∥

− 1 =
2v2

th,y

v2
th,x

− 1 (7)

where T⟂ and T∥ are the perpendicular and parallel temperatures, respectively, and vth,x and vth,y are the ther-
mal speeds in the x and y directions, respectively. Note that the z direction thermal speed is the same as the
y direction speed and so v2

th,⟂ = v2
th,y + v2

th,z = 2v2
th,y . Our definition of A ensures that an isotropic distribution

would have an anisotropy of zero. The spatial resolution is 0.06c∕𝜔ce in both x and y directions, with 1024 and
512 grid points, respectively. This gives at least three cycles over the box length and three points per cycle
in both directions for wave numbers between k = 2.0 × 10−5 m−1 and k = 0.001 m−1. Periodic boundary

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 4
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Figure 2. Example of the Fourier transformed Ey component of electric
field against kx and 𝜔 for ky = 0 (propagation parallel to the ambient
magnetic field) over the initial growth period. The dashed line is the
theoretical whistler dispersion, as given by equation (8).

conditions are used in both directions.
We use between 50 and 500 particles
per cell (ppc) for each species (ions,
background electrons, warm, and
hot electrons, respectively) denoted
ppc/s. The large simulations (M1–M5)
use 500 ppc/s, while 50, 150, and 300
ppc/s simulations are also used for
convergence testing (see section 4.2).
As discussed above, the large simu-
lations require supercomputing time,
and so some additional, smaller exper-
iments were performed to obtain
more detailed distribution functions,
spectra over intermediate times, and
to perform some additional investi-
gations. These less computationally

expensive numerical experiments use a smaller box and lower particle number, 512 by 256 cells with resolu-
tion as above and 150 ppc/s, respectively. Detailed convergence testing is discussed below in section 4.2, but
we note that between 150 and 500 ppc/s the quantities of interest here (e.g., spectra, growth rates, particle
distributions) show changes of generally less than 10%.

3.2. Whistler Mode Wave Analysis
To extract wave spectra from the E and B fields, and to discriminate between forward and backward waves, we
perform Fourier analysis in space and time together. The FFT of a given field is typically performed using 500
time bins and the entire spatial domain, with an example of the results for simulation M1 shown in Figure 2.
Wave spectra of the form Ẽ(𝜔, 𝜃), with 𝜃 the wave normal angle, are then extracted by summing the wave
power in a band around the dispersion curve, given by

𝜔 =
−c2k2𝜔ce cos 𝜃

c2k2 + 𝜔2
pe

(8)

where 𝜔 is the (real) wave frequency, c is the speed of light, k is the magnitude of the wave vector, 𝜃 is the
angle between the wave vector and the ambient magnetic field, and 𝜔pe is the plasma frequency. A spread of
10% in local frequency was used to reduce the contributions of PIC noise while capturing all whistler mode
power. The resulting Ẽ(𝜔, 𝜃) is then measured in V/m, with B̃(𝜔, 𝜃) in T . The total wave power is given by the
sum of the power at each frequency in the spectrum.

To derive growth rates we assume linear growth over a given interval, i.e.,

dEk

dt
= 𝛾kEk (9)

with 𝛾 a constant for each value of wave number k and so

𝛾 = 0.5 ln
(

E(t2)2

E(t1)2

)
∕(t2 − t1) (10)

over the time interval [t1, t2]. The time FFTs for spectrum extraction require at least three periods of the lowest
frequency expected. For frequencies down to about 0.1𝜔ce, which is where we see significant power, this
means 30 inverse cyclotron periods minimum, so we cannot evaluate the spectrum at exactly t = 0. Instead,
we estimate the “initial” noise using the power in the wings (𝜔 ∼ 0.9) of the first spectrum.

Predictions of growth rates are calculated directly from EPOCH distribution functions at different stages of
simulation evolution using equations (23)–(25) of Xiao et al. [1998]. The integrals are evaluated numerically
using the trapezium rule. To evaluate the necessary derivatives of the distribution functions, we use a sim-
ple one-sided difference, with fixed small dp for analytic distributions. When calculating growth rates from
EPOCH distribution function output, we smooth in phase space to reduce noise due to the discrete simulation
pseudo-particles. For this, we use a Gaussian smoothing on the 2-D px py distribution functions. In the

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 5
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Figure 3. Initial wave growth rates in a typical simulation. The black line is
the growth rate derived from the simulation Ey component over the first
0.006 s derived as described in the previous section and summed over all
angles. The blue line is the same construction using only the first 0.003 s.
The red line shows the analytic prediction of growth rate using the
equations of Xiao et al. [1998].

EPOCH experiments, we have defined
four species (ions, background elec-
trons, and warm and hot electron
populations) and so multicomponent
growth rates are produced by sum-
ming the rates from each component
separately.

4. Results
4.1. Typical Run
For our “typical” or base simulation
(denoted M1 in Table 1), we follow
Fu et al. [2014] and set parameters
similar to those in the magneto-
sphere, but increase the anisotropy to
speed up evolution for computational
efficiency. The “warm” plasma com-
ponent has parallel thermal velocity
vth,∥=0.015c (equivalent to T∥=60 eV)
and perpendicular thermal velocity
vth,⟂ =

√
2vth,y = 0.05c (T⟂ = 800 eV),

giving an anisotropy as defined by
equation (7) of A = 5.4, with a density of nw = 0.18ne. The “hot” component has vth,∥ = 0.075c (T∥ = 1.6 keV),

vth,⟂ =
√

2vth,y = 0.21c (T⟂ = 11.5 keV), A = 3.0 and nh = 0.17ne.

The initial growth of waves, shown in Figure 2, follows the linear theory prediction very well. We see growth
of a single peak centered on 0.5𝜔ce, produced by the hot plasma component. This stage lasts around ∼0.01 s
and its derived growth rate is shown in Figure 3, along with the linear theory growth rate prediction. The
Fourier analysis described in section 3.2 necessitates taking the first 50 cyclotron periods (0.006 s) for a rea-
sonably clean spectrum, during which the wave-particle interaction changes significantly. Growth near 0.5𝜔ce

is slightly less than the initial linear prediction, whereas growth for 𝜔 < 0.45𝜔ce and for 𝜔> 0.6𝜔ce matches
the initial linear predictions very well. A spectrum calculated using only the first half of this data period is also
shown, which although rather noisy, agrees very well with the linear prediction of growth rate at 𝜔 = 0.5𝜔ce.
We will discuss the rapid evolution of this instability in further detail below.

In the initial stages of the simulation, the distribution function of the hot component begins to form into the
typical “pancake” shape (see equation (2)), starting first at p ∼ 0.1−0.3c before proceeding to higher and lower
momenta as shown in Figure 4. Simultaneously, the distribution isotropizes, and so it takes longer to estab-
lish the full pancake shape at larger momenta. The warm component (not shown), initially evolves toward a
pancake, but by 0.048 s it is almost completely isotropized, taking some energy from the hot distribution in
the process. The total electron energy is conserved to better than 5% over the simulation.

Toward the end of this first phase, we observe the formation of a “kink” or shoulder feature in the hot plasma
parallel distribution function, f (px) = ∫ dpyf (px , py), shown in Figure 5. It is a reduction in the gradient of the
distribution function which would appear as a plateau if it were more pronounced. We show the gradient
of the distribution function in Figure 5 to highlight this change. From the Doppler resonance condition of
equation (4), for the primary resonance at n = −1, we calculate that the center of the kink at 0.15 c corresponds
to a frequency of 0.5𝜔ce. The wave distributions in Figure 5 at t = 0.02 s and t = 0.045 s (blue and green
lines, respectively) display a clear dropout at precisely this frequency. The simulation domain is periodic, so we
cannot distinguish the Landau and n = −1 resonances at 0.5𝜔ce by direction [Artemyev et al., 2016]. However,
we show later (section 4.4) another simulation with different initial parameters, where the n = −1 case can
be identified with the same behavior.

As the simulation continues, the distribution function of the hot plasma component becomes more pancake
shaped, the kink deepens, and, finally smooths out. The wave spectra show a deepening dropout at 0.5𝜔ce

and an increasing absorption over the entire upper band. By 0.07 s the upper band has returned to noise,
driven by absorption in the increasingly isotropic warm plasma component.

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 6
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Figure 4. Initial evolution of the hot plasma distribution function for the typical simulation. The solid lines show the
isolines of a pancake distribution for xc of 0.2, 0.4, 0.6. Note that this plot shows results from an additional, lower ppc
(150/cell), simulation, outputting distributions in more detail than was possible with the main case.

There is good evidence that the strong initial wave growth around 0.5𝜔ce causes this kink in the distribution
function. It is both colocated in velocity/frequency space, and contemporary in time. The kink appears shortly
after the initial growth period. Even by 0.006 s it is clear that particles are absorbing, rather than producing,
waves around 0.5𝜔ce, as we see clear shortfall in wave levels in Figure 3. The shoulder feature persists through-
out the simulation, although by 0.07 s it is significantly reduced, by which time there are very few or no waves
around 0.5𝜔ce.

Figure 5. Wave spectra and hot plasma parallel distribution derivative during the typical simulation. The colors
correspond to times centered on t = 0.003 s (black line), t = 0.02 s (blue), t = 0.05 s (green), and t = 0.07 s (orange).

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 7
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Figure 6. Wave growth rates for the typical simulation compared with predictions obtained from the simulation
distribution functions. The black line is the growth rate obtained from the evolution of the electric field over t = 0 s to
t = 0.006 s. The linear theory predictions use the hot component distribution function only and are shown for t = 0.0 s
(blue solid line) and t = 0.006 s (blue dashed line) and a 3:1 weighted average of these (red).

While the derivative never crosses zero, i.e., this is not a true inflection of the distribution, it does represent
a flattening of the expected gradient. The net effect of the waves is to transfer energy from the slower elec-
trons below the inflection to the faster ones on its upper side. Given the resonance condition, equation (4),
this amounts to a transfer of energy from waves at higher frequencies to waves at lower frequencies. We
emphasize that it is not necessary that the waves at any instant contain energy comparable to the elec-
trons here, only that they can act as an energy transfer mechanism. The net absorption of waves in creating
the kink is what causes the visible dropout. We discuss this proposal in section 4 in context of our full set
of simulations.

Given the modification of the distributions, we do not expect the Maxwellian-based linear theory prediction
of growth to hold for longer than the very first stage of the simulation, 0.01 s in this case. Instead, the linear
equation for calculating growth can be applied directly to the observed EPOCH distribution functions after
normalizing and smoothing (as described in section 3). The growth rates thus predicted agree very well in the
initial part of the simulation as shown in Figure 6. Since the growth rate calculation from the wave spectrum
uses data over the first 0.006 s, we show the linear growth rate prediction based on the distribution functions
at both the beginning and end of this period and a weighted average of the two. The weighted average of
the predictions agrees remarkably well with the observed wave levels and provides strong evidence that we
have identified the source of the discrepancy noted in Figure 3, where growth is reduced around 0.5𝜔ce.

Figure 7 shows the predicted growth rates over time with and without the warm plasma component
influence. We see a clear absorptive effect above 0.7𝜔ce and spreading downward as the simulation proceeds.

Figure 7. Growth rates as predicted by linear theory for the actual simulation particle distributions over time during the
early part of the simulation. The dashed line is for the input Maxwellian. (left) Hot Maxwellian component only. (right)
Hot and warm components. The times, from dark to light blue, are 0.0 s (black), 0.006 s (darkest blue), 0.012 s (mid blue),
0.018 s (lighter blue).
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Figure 8. The contribution of the warm plasma component to growth at
t = 0.018 s. The black line is including, the red excluding the warm plasma.
Note that these simulations use 150 ppc and a smaller box due to
computational constraints.

No effect of the warm component on

the 0.5𝜔ce dropout is seen, showing

that in this case it is not the warm

plasma creating the dropout. A sim-

ulation with only the hot component

included shows small but nonspecific

changes as shown in Figure 8. Only the

lower ppc/s with smaller domain simu-

lation is available for this comparison,

but the dropout is clearly beginning to

form in both cases.

Figure 9 shows the detail of the actual

and numerically predicted growth

rates for t = 0.02 s and t = 0.045 s.

The wave-derived growth rates (black

lines) show some absorption, but as

the PIC noise gives a hard baseline on

the wave levels, orders of magnitude

above the true thermal wave background, stronger absorption will not be reproduced. The earlier time shows

clear growth at around 𝜔 = 0.2 to 0.45𝜔ce, which is also seen in the prediction. The later time shows almost

entirely absorption, except a small band at 0.3𝜔ce, again matching the evolving linear predictions well. Above

about 0.4𝜔ce the prediction is for strong absorption, which cannot be reproduced in the PIC simulation for

these levels of ppc/s, but a weak absorption is still present.

4.2. Convergence Testing

Before proceeding further, we discuss the convergence of the simulations as the ppc/s levels are increased.

At 50 ppc/s the growing waves never exceed noise level. Figure 10 shows the initial wave growth rates for

150 and 500 ppc/s. The simulation with 150 ppc/s shows significantly more noise at low and high frequencies

(𝜔 < 0.35𝜔ce and 𝜔> 0.7𝜔ce), but the peak growth rate values are very similar. Over this range, the average

values are 𝛾∕𝜔ce = 0.017 (500 ppc/s) and 0.019 (150 ppc/s), i.e., a change of less than 20%, while the value

at 0.5𝜔ce changes by less than 10%. Figure 10 shows the wave spectra for 2 times and both ppc levels. The

lower ppc run shows an increased wave level initially both due to the slightly enhanced growth rate and to

the higher noise baseline. At later times, both show a clear gap formation and twin-peaked structure.

We note that the wave peak levels are only 1–2 orders above noise for the lower ppc/s run shown in Figure 10

and must thus be treated with care, including the growth rates derived from them. However, in general,

Figure 9. (left) (Blue) at 0.02 s, (right) (green) 0.045 s (colors match those in Figure 5). In both panels, the solid line is the
growth rate derived from the wave spectra, the short dash, the predicted growth using the hot electron distribution
only, and the long dash, the predicted growth from hot and warm electron components combined. The predictions are
smoothed in omega.
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Figure 10. Convergence testing based on the Ey field component. All panels use parameters from the “typical”
simulation, M1. The red lines show 512 × 256 at 150 ppc/s and the black 1024 × 512 at 500 ppc/s. (top) The growth rates
calculated from the change in electric field spectra over t = 0 to t = 0.006 s. (bottom) The wave spectra at t = 0.003 s
(left) and t = 0.027 s (right).

by 500 ppc/s, our numerical experiment results show that good convergence and no qualitative changes in
behavior are seen as particle number is increased.

4.3. Angular Distribution of Wave Power and 1-D Simulation Comparisons
Figure 11 shows the 2-D kxky distributions for the Ey component of whistler mode waves at t = 0.045 s. This is
obtained by performing the 3-D FFT in space and time and then extracting a band around the whistler mode
dispersion curve, with small (10% local frequency) width in the 𝜔 direction and summing the result in omega.
The two-peaked distribution is clearly evident. Moreover, the upper peak (above 0.5𝜔ce) shows clear evidence
of angular modification, with wave power concentrated around 5 to 20∘ off axis and reduced on axis. At these
wave numbers we have an angular resolution of around 5∘ in the lower band and 3∘ in the upper band. The
angular features strongly suggest an angular dependence of the warm plasma damping effect which acts to

Figure 11. The angular distribution of whistler mode power at t = 0.05 s.
The solid lines show 5, 10, 15, and 20∘ angles.

absorb waves in this region and/or the
hot plasma growth rates.

Further evidence of the angular
dependence is provided by repeating
the simulations in 1-D with the same
typical parameters as above. In this
case waves cannot propagate at an
angle, or more accurately, there can
be no y variation of the E and B fields.

Figure 12 shows the 1-D and 2-D spec-
tra at 0.045 s. Based on Figure 3 we
expect broadband growth between
0.3 and 0.7𝜔ce, with a peak around
0.5𝜔ce and roughly Gaussian shape.
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Figure 12. One- and two-dimensional simulations using both warm and
hot plasma components, at t = 0.045 s.

The 1-D case in fact matches this rather
well. There is some growth down
to 0.2𝜔ce and significant asymme-
try around the peak, but the general
prediction holds. The asymmetry, in
particular, is easily explained by damp-
ing from the rapidly evolving warm
plasma component. The clear dropout
seen in 2-D is entirely absent from the
1-D numerical experiment. In agree-
ment with this, there is no kink fea-
ture in the hot electron distribution.
This strongly suggests that the angu-
lar extent or scattering of the whistler
mode waves is crucial to forming the
dropout.

4.4. Runs With Other Parameters
Figure 1 showed the linear theory-predicted growth rates for a variety of parameters, including those used
by Fu et al. [2014] (black line) and our typical simulation (M1, purple). It is clear that small variations in the hot
and warm component parameters lead to significant changes in predicted growth rate. In the “typical” run
of section 4.1, the gap feature was clearly associated with the kink in hot electron distribution, which itself
appeared to be associated with the location of predicted peak wave growth. For cases M4 and M5 the gap is
located at a lower frequency, 0.2 to 0.3Ωce and so can be identified specifically as the n = −1 resonance, as
noted in 4.1.

Figure 13 shows the 0.02 s spectra for five numerical experiments; the experiment described in section 4.1
(M1, purple line) and four more with parameters as listed in Table 1. It also shows the derivatives of the par-
allel component of hot electron distribution. All five show evidence of a kink feature at p ≃ 0.15me∕c which
resonantly corresponds to 𝜔 = 0.5𝜔ce. The red and orange lines, for M4 and M5 (corresponding to the tenu-
ous, more anisotropic simulations) show this very weakly and also show a kink feature at around p = 0.4 to
0.55me∕c, i.e., around 𝜔 = 0.15𝜔ce to 0.22𝜔ce.

All five cases show a clear gap formation in the wave spectra. The gap appears roughly where peak growth
is expected from the initial conditions of experiments M1 and M3–M5, shown in Figure 14. In experiments
M1 and M3–M5, the gap also neatly corresponds to the kink feature in the distribution. Case M2 shows a gap
feature at 0.5𝜔ce but also shows unexpected growth over the entire upper band, from 0.4𝜔ce upward. This
may be connected with the warm plasma component, which we saw earlier and in Figure 14 strongly affects
the high-frequency prediction above 0.7𝜔ce.

Figure 13. Wave spectra and hot component parallel derivatives for the five simulations at t = 0.025 s. Colors are as in
Figure 1: M1 is shown in purple, M2 in blue, M3 in green, M4 in orange, and M5 in red.
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Figure 14. (left) Growth rates from linear theory applied to the initial distributions for the five runs and (right) the
high-frequency part with (solid) and without (dashed) the warm plasma component contribution included. Colors are as
in the previous figure.

5. Discussion and Summary

The preceding results show that for a range of plausible magnetospheric hot plasma parameters, a gap fea-
ture arises self-consistently in whistler mode spectra. For most numerical experiments we have performed,
this gap lies at approximately 0.5𝜔ce, as often observed in naturally occurring whistler mode waves in the
magnetosphere [Burtis and Helliwell, 1969; Santolík et al., 2004; Santolik et al., 2008; Taubenschuss et al., 2014].
One of our simulations, M2, did not show a convincing gap feature, as its upper band is mostly absent.

Based on the 1-D and 2-D simulations and the analysis of distribution functions, a picture arises. The waves
grow initially as expected by linear growth theory for a hot anisotropic Maxwellian. For the simulation dis-
cussed in detail in section 4.1, the peak wave growth is then at 0.5𝜔ce. In response to these waves, a region of
reduced 𝜕f∕𝜕p‖ quickly forms in the parallel direction of the electron distribution function over a small region
corresponding to the phase velocity of the waves with largest growth rates. This shoulder feature does not
form in one-dimensional simulations, but these constrain k × B = 0, and so there is no resulting E∥ to mod-
ify the electrons in the parallel direction. In our simulations, we find that at least two spatial dimensions are
necessary to observe the modification of f required to explain the formation of a whistler mode spectral gap,
as suggested by Katoh and Omura [2016]. Fourier analysis of the Ex (parallel to B) component of wave power
shows a weak signal, centered around 20∘ off axis, and generally more oblique for the upper band of waves.
It appears that the oblique wave numbers, even though they initially have weaker growth rates than those
with k⟂ = 0, are critical to the process, providing E∥ required to modify the distribution function in the parallel
direction. The action of oblique whistler mode waves is a subject of growing importance in magnetospheric
physics [see, e.g., Artemyev et al., 2016, and references therein], and our results show that they are crucially
important for the evolution of the anisotropy-driven whistler mode wave instability.

The modification of the distribution may be interpreted as an inverse Landau-damping-type effect, where
waves are produced toward the upper end of the “dropout” feature, around 0.6𝜔ce for the typical case, reso-
nant with electrons in and below the kink in the hot electron distribution. Waves are driven off axis by a few
degrees, reaching around 10–15∘ over time and are absorbed by different particles at a new, lower, v∥. The
net effect of processes like this is to transfer energy from the slower to the faster particles, with the waves as
a conduit.

The key common aspect of our simulations is the formation of a plateau in the distribution function in the par-
allel momentum direction. This plateau forms as a result of wave-particle interactions and was not part of the
initial conditions. In situ observations have repeatedly demonstrated that anisotropy in electron distributions
can be energy dependent [e.g., Li et al., 2011a; Ni et al., 2011b; Fu et al., 2014]. Plateau formation in the parallel
direction is one way to decrease the anisotropy of a T‖ < T⟂distribution over a small energy range. Multiple
examples of plateau formation over the energy range∼2–10 keV (which corresponds to∼0.1–0.15c as seen in
our simulations) are shown by Li et al. [2016], although their analysis concerns the Landau resonance plateau
at lower energies. Agapitov et al. [2015] also studied plateau formation at around 1–20 keV in the measured
electron parallel velocity distribution, attributed to Landau resonance with observed oblique chorus waves.
Agapitov et al. [2016] suggested that any sufficiently anisotropic initial distribution could quickly relax to form
such a plateau and further showed that parallel acceleration of low-energy electrons by the electric field of
very oblique waves up to the energy range for cyclotron resonance with parallel waves is very efficient and
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may result in a quick suppression of the temperature anisotropy necessary for parallel chorus wave growth.
However, these studies mainly focused on the effects of very oblique waves and did not consider effects on
the 0.5𝜔ce gap. Some authors have used these features in the observed electron distribution as the initial
point of their instability analysis. We show that the plateau could be a natural consequence of whistler mode
wave growth from an original Bi-Maxwellian type of distribution. Once the plateau has formed, linear the-
ory can once again be used to estimate the resulting growth rates due to the modified distribution function
(e.g., Figure 7), demonstrating that growth is suppressed near 0.5𝜔ce and enhanced above and below this
frequency. Subsequent wave growth from the more structured anisotropic distribution results in the banded
structure of whistler mode emission that is frequently observed.

These changes in growth rates occur very rapidly, over tens of wave periods as the distribution function
remodels. As these simulations are constrained for computational reasons to run as an initial-value-type prob-
lem, we expect the evolution to proceed all at once. In reality, energetic electron injections across 1–100 keV
from the nightside that drift into the morning sector [Asnes et al., 2005; Tao et al., 2011] are more gradual,
and the distribution remodeling may be continually reformed by drifting electrons. However, such a long,
slow injection requires greatly increased simulation particle numbers to adequately reproduce weak waves.
Additionally, repeated injections of particles into already disturbed plasma will change the early growth
behavior. The simulations presented here have thermal noise (due to random motions and the restricted
pseudo-particle number) which is orders-of-magnitude larger than true thermal wave levels, but still 1 to
2 orders of magnitude lower than the wave saturation levels. Strongly disturbed plasma will speed up ini-
tial growth: if this were to reach the true nonlinear regime, the explanation of Omura et al. [2008, 2009]
would apply.

More realistic first-principles simulations pose many computational challenges, but we suggest that further
insight may be gained from running simulations with rapidly growing waves, similar to those documented in
this paper. Future work will include some kind of source term that mimics the remodeling of the distribution
function as a result of electron drift around the Earth. The effects of variation of magnetic field strength with
latitude and the refractive effects this has on the waves could also be usefully explored, although a simulation
domain large enough to do this is very demanding.

What is remarkable from our analysis is that the predictions of growth using linear (small wave amplitude)
theory still appear to give accurate growth rates throughout the evolution of the electron distribution func-
tion. It is only important to get the details of the distribution function correct. The subtle changes in f (p‖)
yield large changes in the predicted growth rate 𝛾 , a phenomenon we will investigate further in future work.
Further, as the distribution remodeling appears to be due to the rapid initial wave growth, we would expect
lower or wider band wave growth rates not to produce this feature and any other thermalization processes to
suppress it. This offers an immediate explanation for the not uncommon absence of the gap feature.

In summary, we have shown that self-consistent simulations can produce a spectral gap for whistler mode
waves for a broad range of hot electron parameters. The central frequency of this gap depends on plasma
parameters and often occurs at 0.5𝜔ce. The effect is seen to be inherently two-dimensional and to require
good reproduction of small local changes in the distribution function, making it very difficult to capture
numerically. Future work will consider higher particle number simulations to improve reproduction of the
effect and also address the differences between the initial-value setup and more physical continuous injection
of fast particles.

References
Agapitov, O., A. Artemyev, V. Krasnoselskikh, Y. V. Khotyaintsev, D. Mourenas, H. Breuillard, M. Balikhin, and G. Rolland (2013), Statistics

of whistler mode waves in the outer radiation belt: Cluster STAFF-SA measurements, J. Geophys. Res. Space Physics, 118, 3407–3420,
doi:10.1002/jgra.50312.

Agapitov, O. V., A. V. Artemyev, D. Mourenas, F. S. Mozer, and V. Krasnoselskikh (2015), Nonlinear local parallel acceleration of electrons
through Landau trapping by oblique whistler mode waves in the outer radiation belt, Geophys. Res. Lett., 42, 10,140–10,149,
doi:10.1002/2015GL066887.

Agapitov, O. V., D. Mourenas, A. V. Artemyev, and F. S. Mozer (2016), Exclusion principle for very oblique and parallel lower band chorus
waves, Geophys. Res. Lett., 43, 11,112–11,120, doi:10.1002/2016GL071250.

Arber, T. D., et al. (2015), Contemporary particle-in-cell approach to laser-plasma modelling, Plasma Phys. Controlled Fusion, 57(11), 1–26.
Artemyev, A., O. Agapitov, D. Mourenas, V. Krasnoselskikh, V. Shastun, and F. Mozer (2016), Oblique whistler-mode waves in the Earth’s

inner magnetosphere: Energy distribution, origins, and role in radiation belt dynamics, Space Sci. Rev., 200, 261–355,
doi:10.1007/s11214-016-0252-5.

Acknowledgments
This work was supported by STFC
grant ST/M000885/1. The EPOCH
code was funded by the UK EPSRC
grants EP/G054950/1, EP/G056803/1,
EP/G055165/1, and EP/ M022463/1.
This work was performed on the
Data Analytic (Cambridge) and
Data Centric (Durham) systems of
the STFC DiRAC HPC Facility. This
equipment was funded by a BIS
National E-infrastructure capital grant
(ST/K001590/1), STFC capital grants
ST/H008861/1 and ST/H00887X/1, and
DiRAC Operations grant ST/K00333X/1.
DiRAC is part of the National
E-Infrastructure. H.R. thanks C.S. Brady
for helpful discussions of PIC code use.
The input decks needed to generate
the results in this paper can be made
available on request.

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 13

http://dx.doi.org/10.1002/jgra.50312
http://dx.doi.org/10.1002/2015GL066887
http://dx.doi.org/10.1002/2016GL071250
http://dx.doi.org/10.1007/s11214-016-0252-5


Journal of Geophysical Research: Space Physics 10.1002/2017JA024399

Artemyev, A. V., V. V. Krasnoselskikh, O. V. Agapitov, D. Mourenas, and G. Rolland (2012), Non-diffusive resonant acceleration of electrons
in the radiation belts, Phys. Plasmas, 19(12), 122901, doi:10.1063/1.4769726.

Artemyev, A. V., O. V. Agapitov, D. Mourenas, V. V. Krasnoselskikh, and F. S. Mozer (2015), Wave energy budget analysis in the Earth’s radiation
belts uncovers a missing energy, Nat. Commun., 6, 8143, doi:10.1038/ncomms8143.

Asnes, A., R. W. Friedel, J. Stadsnes, M. Thomsen, N. Østgaard, and T. Cayton (2005), Statistical pitch angle properties of
substorm-injected electron clouds and their relation to dawnside energetic electron precipitation, J. Geophys. Res., 110, A05207,
doi:10.1029/2004JA010838.

Bell, T. F., U. S. Inan, N. Haque, and J. S. Pickett (2009), Source regions of banded chorus, Geophys. Res. Lett., 36, L11101,
doi:10.1029/2009GL037629.

Birdsall, C., and A. Langdon (2004), Plasma Physics via Computer Simulation, Series in Plasma Physics, Taylor and Francis, Abingdon, U. K.
Bortnik, J., U. S. Inan, and T. F. Bell (2006), Landau damping and resultant unidirectional propagation of chorus waves, Geophys. Res. Lett., 33,

L03102, doi:10.1029/2005GL024553.
Bunch, N. L., M. Spasojevic, and Y. Y. Shprits (2011), On the latitudinal extent of chorus emissions as observed by the polar plasma wave

instrument, J. Geophys. Res., 116, A04204, doi:10.1029/2010JA016181.
Bunch, N. L., M. Spasojevic, and Y. Y. Shprits (2012), Off-equatorial chorus occurrence and wave amplitude distributions as observed

by the polar plasma wave instrument, J. Geophys. Res., 117, A04205, doi:10.1029/2011JA017228.
Burtis, W., and R. Helliwell (1976), Magnetospheric chorus: Occurrence patterns and normalized frequency, Planet. Space Sci., 24(11),

1007–1024, doi:10.1016/0032-0633(76)90119-7.
Burtis, W. J., and R. A. Helliwell (1969), Banded chorus—A new type of VLF radiation observed in the magnetosphere by OGO 1 and OGO 3,

J. Geophys. Res., 74(11), 3002–3010, doi:10.1029/JA074i011p03002.
Cornilleau-Wehrlin, N., R. Gendrin, F. Lefeuvre, M. Parrot, R. Grard, D. Jones, A. Bahnsen, E. Ungstrup, and W. Gibbons (1978),

VLF electromagnetic waves observed onboard GEOS-1, Space Sci. Rev., 22(4), 371–382, doi:10.1007/BF00210874.
Coroniti, F. V., F. L. Scarf, C. F. Kennel, and W. S. Kurth (1984), Analysis of chorus emissions at Jupiter, J. Geophys. Res., 89(A6), 3801–3820,

doi:10.1029/JA089iA06p03801.
Denton, M. H., J. E. Borovsky, and T. E. Cayton (2010), A density-temperature description of the outer electron radiation belt during

geomagnetic storms, J. Geophys. Res., 115, A01208, doi:10.1029/2009JA014183.
Fu, X., et al. (2014), Whistler anisotropy instabilities as the source of banded chorus: Van Allen Probes observations and particle-in-cell

simulations, J. Geophys. Res. Space Physics, 119, 8288–8298, doi:10.1002/2014JA020364.
Gannon, J. L., X. Li, and D. Heynderickx (2007), Pitch angle distribution analysis of radiation belt electrons based on Combined Release and

Radiation Effects Satellite Medium Electrons A data, J. Geophys. Res., 112, A05212, doi:10.1029/2005JA011565.
Gao, X., D. Mourenas, W. Li, A. V. Artemyev, Q. Lu, X. Tao, and S. Wang (2016), Observational evidence of generation mechanisms for very

oblique lower band chorus using THEMIS waveform data, J. Geophys. Res. Space Physics, 121, 6732–6748, doi:10.1002/2016JA022915.
Haque, N., M. Spasojevic, O. Santolik, and U. S. Inan (2010), Wave normal angles of magnetospheric chorus emissions observed on the Polar

spacecraft, J. Geophys. Res., 115, A00F07, doi:10.1029/2009JA014717.
Hartley, D. P., C. A. Kletzing, W. S. Kurth, S. R. Bounds, T. F. Averkamp, G. B. Hospodarsky, J. R. Wygant, J. W. Bonnell, O. Santolík,

and C. E. J. Watt (2016), Using the cold plasma dispersion relation and whistler mode waves to quantify the antenna sheath impedance
of the Van Allen probes EFW instrument, J. Geophys. Res. Space Physics, 121, 4590–4606, doi:10.1002/2016JA022501.

Horne, R., et al. (2005), Wave acceleration of electrons in the Van Allen radiation belts, Nature, 437, 227–230, doi:10.1038/nature03939.
Katoh, Y., and Y. Omura (2016), Electron hybrid code simulation of whistler-mode chorus generation with real parameters in the Earth’s

inner magnetosphere, Earth Planets Space, 68, 192, doi:10.1186/s40623-016-0568-0.
Kurita, S., Y. Katoh, Y. Omura, V. Angelopoulos, C. M. Cully, O. Le Contel, and H. Misawa (2012), Themis observation of chorus elements

without a gap at half the gyrofrequency, J. Geophys. Res., 117, A11223, doi:10.1029/2012JA018076.
Li, W., J. Bortnik, R. M. Thorne, and V. Angelopoulos (2011a), Global distribution of wave amplitudes and wave normal angles of chorus

waves using THEMIS wave observations, J. Geophys. Res., 116, A12205, doi:10.1029/2011JA017035.
Li, W., J. Bortnik, R. M. Thorne, Y. Nishimura, V. Angelopoulos, and L. Chen (2011b), Modulation of whistler mode chorus waves: 2. Role of

density variations, J. Geophys. Res., 116, A06206, doi:10.1029/2010JA016313.
Li, W., R. M. Thorne, J. Bortnik, Y. Nishimura, and V. Angelopoulos (2011c), Modulation of whistler mode chorus waves: 1. Role of

compressional Pc4-5 pulsations, J. Geophys. Res., 116, A06205, doi:10.1029/2010JA016312.
Li, W., et al. (2016), Unraveling the excitation mechanisms of highly oblique lower band chorus waves, Geophys. Res. Lett., 43, 8867–8875,

doi:10.1002/2016GL070386.
Li, W., R. M. Thorne, J. Bortnik, X. Tao, and V. Angelopoulos (2012), Characteristics of hiss-like and discrete whistler-mode emissions, Geophys.

Res. Lett., 39, L18106, doi:10.1029/2012GL053206.
Li, W., J. Bortnik, R. M. Thorne, C. M. Cully, L. Chen, V. Angelopoulos, Y. Nishimura, J. B. Tao, J. W. Bonnell, and O. LeContel (2013),

Characteristics of the Poynting flux and wave normal vectors of whistler-mode waves observed on THEMIS, J. Geophys. Res. Space Physics,
118, 1461–1471, doi:10.1002/jgra.50176.

Liu, K., S. P. Gary, and D. Winske (2011), Excitation of banded whistler waves in the magnetosphere, Geophys. Res. Lett., 38, L14108,
doi:10.1029/2011GL048375.

Meredith, N. P., A. D. Johnstone, S. Szita, R. B. Horne, and R. R. Anderson (1999), “Pancake” electron distributions in the outer radiation belts,
J. Geophys. Res., 104, 12,431–12,444, doi:10.1029/1998JA900083.

Meredith, N. P., R. B. Horne, and R. R. Anderson (2001), Substorm dependence of chorus amplitudes: Implications for the acceleration
of electrons to relativistic energies, J. Geophys. Res., 106(A7), 13,165–13,178, doi:10.1029/2000JA900156.

Meredith, N. P., R. B. Horne, A. Sicard-Piet, D. Boscher, K. H. Yearby, W. Li, and R. M. Thorne (2012), Global model of lower band and upper
band chorus from multiple satellite observations, J. Geophys. Res., 117, A10225, doi:10.1029/2012JA017978.

Ni, B., R. M. Thorne, N. P. Meredith, Y. Y. Shprits, and R. B. Horne (2011a), Diffuse auroral scattering by whistler mode chorus waves:
Dependence on wave normal angle distribution, J. Geophys. Res., 116, A10207, doi:10.1029/2011JA016517.

Ni, B., R. M. Thorne, N. P. Meredith, R. B. Horne, and Y. Y. Shprits (2011b), Resonant scattering of plasma sheet electrons leading to diffuse
auroral precipitation: 2. Evaluation for whistler mode chorus waves, J. Geophys. Res., 116, A04219, doi:10.1029/2010JA016233.

Nishimura, Y., et al. (2013), Structures of dayside whistler-mode waves deduced from conjugate diffuse aurora, J. Geophys. Res. Space Physics,
118, 664–673, doi:10.1029/2012JA018242.

Omura, Y., Y. Katoh, and D. Summers (2008), Theory and simulation of the generation of whistler-mode chorus, J. Geophys. Res., 113, A04223,
doi:10.1029/2007JA012622.

Omura, Y., M. Hikishima, Y. Katoh, D. Summers, and S. Yagitani (2009), Nonlinear mechanisms of lower-band and upper-band VLF chorus
emissions in the magnetosphere, J. Geophys. Res., 114, A07217, doi:10.1029/2009JA014206.

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 14

http://dx.doi.org/10.1063/1.4769726
http://dx.doi.org/10.1038/ncomms8143
http://dx.doi.org/10.1029/2004JA010838
http://dx.doi.org/10.1029/2009GL037629
http://dx.doi.org/10.1029/2005GL024553
http://dx.doi.org/10.1029/2010JA016181
http://dx.doi.org/10.1029/2011JA017228
http://dx.doi.org/10.1016/0032-0633(76)90119-7
http://dx.doi.org/10.1029/JA074i011p03002
http://dx.doi.org/10.1007/BF00210874
http://dx.doi.org/10.1029/JA089iA06p03801
http://dx.doi.org/10.1029/2009JA014183
http://dx.doi.org/10.1002/2014JA020364
http://dx.doi.org/10.1029/2005JA011565
http://dx.doi.org/10.1002/2016JA022915
http://dx.doi.org/10.1029/2009JA014717
http://dx.doi.org/10.1002/2016JA022501
http://dx.doi.org/10.1038/nature03939
http://dx.doi.org/10.1186/s40623-016-0568-0
http://dx.doi.org/10.1029/2012JA018076
http://dx.doi.org/10.1029/2011JA017035
http://dx.doi.org/10.1029/2010JA016313
http://dx.doi.org/10.1029/2010JA016312
http://dx.doi.org/10.1002/2016GL070386
http://dx.doi.org/10.1029/2012GL053206
http://dx.doi.org/10.1002/jgra.50176
http://dx.doi.org/10.1029/2011GL048375
http://dx.doi.org/10.1029/1998JA900083
http://dx.doi.org/10.1029/2000JA900156
http://dx.doi.org/10.1029/2012JA017978
http://dx.doi.org/10.1029/2011JA016517
http://dx.doi.org/10.1029/2010JA016233
http://dx.doi.org/10.1029/2012JA018242
http://dx.doi.org/10.1029/2007JA012622
http://dx.doi.org/10.1029/2009JA014206


Journal of Geophysical Research: Space Physics 10.1002/2017JA024399

Santolík, O., D. A. Gurnett, and J. S. Pickett (2004), Multipoint investigation of the source region of storm-time chorus, Ann. Geophys., 22(7),
2555–2563, doi:10.5194/angeo-22-2555-2004.

Santolik, O., E. Macusova, E. E. Titova, B. V. Kozelov, D. A. Gurnett, J. S. Pickett, V. Y. Trakhtengerts, and A. G. Demekhov (2008), Frequencies
of wave packets of whistler-mode chorus inside its source region: A case study, Ann. Geophys., 26(6), 1665–1670,
doi:10.5194/angeo-26-1665-2008.

Sigsbee, K., J. D. Menietti, O. Santolík, and J. S. Pickett (2010), Locations of chorus emissions observed by the polar plasma wave instrument,
J. Geophys. Res., 115, A00F12, doi:10.1029/2009JA014579.

Spasojevic, M., and U. S. Inan (2010), Drivers of chorus in the outer dayside magnetosphere, J. Geophys. Res., 115, A00F09,
doi:10.1029/2009JA014452.

Tao, X., R. M. Thorne, W. Li, B. Ni, N. P. Meredith, and R. B. Horne (2011), Evolution of electron pitch angle distributions following injection
from the plasma sheet, J. Geophys. Res., 116, A04229, doi:10.1029/2010JA016245.

Taubenschuss, U., Y. V. Khotyaintsev, O. Santolík, A. Vaivads, C. M. Cully, O. L. Contel, and V. Angelopoulos (2014), Wave normal angles
of whistler mode chorus rising and falling tones, J. Geophys. Res. Space Physics, 119, 9567–9578, doi:10.1002/2014JA020575.

Taubenschuss, U., O. Santolík, D. B. Graham, H. Fu, Y. V. Khotyaintsev, and O. Le Contel (2015), Different types of whistler mode chorus
in the equatorial source region, Geophys. Res. Lett., 42, 8271–8279, doi:10.1002/2015GL066004.

Taubenschuss, U., O. Santolik, H. Breuillard, W. Li, and O. Le Contel (2016), Poynting vector and wave vector directions of equatorial chorus,
J. Geophys. Res. Space Physics, 121, 11,912–11,928, doi:10.1002/2016JA023389.

Thorne, R. M., B. Ni, X. Tao, R. B. Horne, and N. P. Meredith (2010), Scattering by chorus waves as the dominant cause of diffuse auroral
precipitation, Nature, 467, 943–946, doi:10.1038/nature09467.

Thorne, R. M., et al. (2013), Rapid local acceleration of relativistic radiation-belt electrons by magnetospheric chorus, Nature, 504, 411–414,
doi:10.1038/nature12889.

Treumann, R. A., and W. Baumjohann (1997), Advanced Space Plasma Physics, Imperial College Press, London.
Tsurutani, B. T., and E. J. Smith (1977), Two types of magnetospheric ELF chorus and their substorm dependences, J. Geophys. Res., 82(32),

5112–5128, doi:10.1029/JA082i032p05112.
Villasenor, J., and O. Buneman (1992), Rigorous charge conservation for local electromagnetic field solvers, Comput. Phys. Commun.,

69(2–3), 306–316, doi:10.1016/0010-4655(92)90169-Y.
Watt, C. E. J., A. W. Degeling, R. Rankin, K. R. Murphy, I. J. Rae, and H. J. Singer (2011), Ultralow-frequency modulation of whistler-mode wave

growth, J. Geophys. Res., 116, A10209, doi:10.1029/2011JA016730.
Watt, C. E. J., R. Rankin, and A. W. Degeling (2012), Whistler mode wave growth and propagation in the prenoon magnetosphere, J. Geophys.

Res., 117, A06205, doi:10.1029/2012JA017765.
Wrenn, G. L., J. F. E. Johnson, and J. J. Sojka (1979), Stable ‘pancake’ distributions of low-energy electrons in the plasma trough, Nature, 279,

512–514.
Xiao, F., R. M. Thorne, and D. Summers (1998), Instability of electromagnetic R-mode waves in a relativistic plasma, Phys. Plasmas, 5,

2489–2497, doi:10.1063/1.872932.

RATCLIFFE AND WATT WHISTLER MODE FREQUENCY GAP FORMATION 15

http://dx.doi.org/10.5194/angeo-22-2555-2004
http://dx.doi.org/10.5194/angeo-26-1665-2008
http://dx.doi.org/10.1029/2009JA014579
http://dx.doi.org/10.1029/2009JA014452
http://dx.doi.org/10.1029/2010JA016245
http://dx.doi.org/10.1002/2014JA020575
http://dx.doi.org/10.1002/2015GL066004
http://dx.doi.org/10.1002/2016JA023389
http://dx.doi.org/10.1038/nature09467
http://dx.doi.org/10.1038/nature12889
http://dx.doi.org/10.1029/JA082i032p05112
http://dx.doi.org/10.1016/0010-4655(92)90169-Y
http://dx.doi.org/10.1029/2011JA016730
http://dx.doi.org/10.1029/2012JA017765
http://dx.doi.org/10.1063/1.872932

	Abstract
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


