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Abstract

To understand the impacts of urbanization on moist convection, we explore how an idealized circular urban island affects the diurnal cycle and spatial distribution of rainfall over urban and surrounding rural areas at the diurnal equilibrium state using large-eddy simulations (LES) performed with the Weather Research and Forecasting (WRF) model. Compared to the control case where the whole domain is covered by grassland, the existence of an urban island significantly enhances the rainfall rate over the urban area as the stronger surface heating creates convergence zones and stronger vertical motions over the urban area. A suite of experiments is then conducted to investigate the effects of soil moisture of the surrounding rural land and the urban size on precipitation. Results show that as the rural soil moisture increases, both urban and rural precipitation rates increase almost linearly. This increase is not attributed to the urban heat island (UHI) effect but rather a stronger moisture deficit effect in the urban area creating a stronger moisture inflow. When the urban area becomes larger but the initial available water remains the same in the domain, the UHI effect and moisture deficit effect increase but the total water supply decreases. As a result, the urban rainfall rate increases first and then decreases as the urban size increases. This suggests that there is an ‘optimal’ scale at which the urban rainfall rate is maximized, at least in our modeling framework. Our simulations further suggest that this optimal scale occurs when the urban fraction lies between 1% and 10%.

Key Word: Large-eddy simulation; Moist convection; Precipitation; Urban heat island;
1. Introduction

With more than 50% of the global population now living in cities and continued urbanization, cities are becoming the nexus of water, energy, and health challenges facing the humanity in the 21st century (Grimm et al., 2008; United Nations, 2014). The continuous growth of urban population and the changing global climate mandate a better understanding of urban-atmosphere interactions within the context of climate change and variability. In response to this need, many studies have focused on the impact of urbanization on temperature, namely, the urban heat island effect (Oke, 1982; Arnfield, 2003). The factors contributing to the urban heat island (UHI) effect are relatively well understood nowadays, including reduced evapotranspiration due to abundant impervious surfaces, enhanced heat storage during daytime which is released at nighttime, and anthropogenic heat fluxes (Oke, 1982; Grimmond, 2007; Nie et al., 2014). However, the hydrometeorological impacts of urbanization remain elusive (Lowry, 1998; Shepherd, 2005; Mahmood et al., 2014).

The major challenges limiting our understanding of urban modification of convection is the difficulty in separating the urban signature from those of topography, land-sea or land-lake boundaries, and the large-scale atmospheric forcing in field experiments or in real-case modeling studies. As a result, studies conducted at different locations, in different seasons, and/or under different synoptic conditions often produce different findings. For example, the traditional paradigm generated by the famous METROpolitan Meteorological EXperiment (METROMEX) in the early 1970s (Changnon Jr et al., 1971; Changnon Jr, 1981) suggests that the precipitation rate in
the downwind region of urban areas increases due to the enhanced vertical motion in
urban areas. However, a recent modeling study by Schmid and Niyogi (2013)
documented that in weak convection cases, urban regions can either suppress or
invigorate rainfall over the downwind area. Trusilova et al. (2008) studied the impact
of urbanization in Europe and found that replacing urban areas by grassland in a
numerical model increases the rainfall amount in winter by an average value of 0.09
mm day\(^{-1}\) but reduces the rainfall amount in summer by an average value of -0.05 mm
day\(^{-1}\). Lei et al. (2008) simulated the 26 July 2005 heavy rainfall event over Mumbai,
India and found that the city had a significant impact on the vertical wind structure
with more precipitation occurring in the upwind region of Mumbai. However, Yang et
al. (2014) investigated the 22–23 July 2010 heavy convective precipitation event in
the Milwaukee, Wisconsin metropolitan region and concluded that urbanization had
little effect on the vertical dynamics of precipitating cloud system. Many other similar
studies have been conducted around the world as reviewed elsewhere (Shepherd, 2005;
Pielke et al., 2011; Mahmood et al., 2014; Zhang et al., 2014; Yeung et al., 2015; Nie
et al., 2017). All of these studies suggested strong connections between urban areas,
convection enhancement, and increased precipitation. However, these experimental
and modeling studies were unable to elucidate the fundamental mechanisms and
pathways due to their consideration of all features in a fully interactive way.

Inspired by idealized modeling studies (Schlemmer et al., 2011; Schlemmer et al.,
2012; Schmid and Niyogi, 2013) and the widely used Large Eddy Simulation (LES)
technique (Moeng et al., 2007; Reinert and Wirth, 2009; Talbot et al., 2012;
Yamaguchi and Feingold, 2012), we propose to use LES to perform controlled and quasi-idealized simulations to unravel the fundamental mechanisms through which urban surfaces initialize and modulate moist convection. The use of LES avoids the uncertainties from cumulus parameterizations by explicitly resolving moist convection and from planetary boundary layer parameterizations by explicitly resolving large turbulent eddies, respectively. As a logical starting point, we focus on the impacts of urban/rural characteristics and contrasts but do not consider the effects of large-scale forcing, topography and land-water boundaries. These complexities will be gradually and systematically added to the modeling system in forthcoming studies, thereby enabling a qualitative and quantitative understanding of interactions between urban/rural characteristics and other complexities in affecting moist convection.

Based on the idealized large-eddy simulations framework, we will also investigate how the effect of an urban island on moist convection is modulated by different soil moisture conditions in the surrounding rural areas. This is motivated by the rich literature on soil moisture-precipitation coupling, which has been debating in terms of positive feedback or negative feedback between soil moisture and precipitation (Betts et al., 1996; Eltahir, 1998; Hohenegger et al., 2009; Seneviratne et al., 2010; Taylor et al., 2012; Guillod et al., 2015; Tuttle and Salvucci, 2016). A recent study (Tuttle and Salvucci, 2016) presented empirical evidence of contrasting soil moisture-precipitation feedbacks across the United States and showed that the feedback is generally positive in the west and negative in the east, indicating the important role of regional aridity. This suggests that the background climate (thus the
large-scale rural conditions in which cities are located) might play a role in the problem of urban modification on rainfall. In addition, another recent study by Guillod et al. (2015) showed that afternoon rainfall occurs preferentially over wetter areas in the mean sense but over drier areas if the terrain is heterogeneous. Their findings were based on remote-sensing data and have not been validated using process-based models. Our idealized LES modeling framework avoids the uncertainty from moist parameterization by explicitly resolving moist convection, and thus will be very useful for evaluating these results.

Besides the rural soil moisture, the influence of urban size is also investigated, which has important implications for understanding the impacts further urban growth on their local climate. Many previous studies have examined this issue but by simulating real-world cases. For example, Shepherd et al. (2010) found expanded areas of rainfall with the 2025 land-cover scenario in Houston. Schmid and Niyogi (2013) studied the magnitude of precipitation-modification potential of cities of different sizes under a particular synoptic condition and concluded that modification of rainfall increases linearly with the city size but such an increase became much slower when the city size is larger than 20 km. However, this seems to be inconsistent with a recent radiative-convective equilibrium study on precipitation over tropical islands where precipitation over the island was found to increase with the size of island when the radius of the island is smaller than 20 km in a domain of 400 km by 400 km. Once the island radius becomes larger than 20 km, the precipitation starts to decrease (Cronin et al., 2015). The WRF-LES model introduced here is different from
the models used in the studies just mentioned and hence is used to revisit this issue. It
is noted that the problem considered here is more complicated than the problem of
rainfall enhancement over tropical islands because the surrounding rural land in our
configuration, unlike the ocean, does not have an unlimited water supply.

The paper is organized as follows: Sect. 2 describes the configuration of the model
and numerical experiments; Sect. 3 analyzed and discussed the simulation results;
Sect. 4 presented the conclusions of our study.

2. Method

2.1 Model Description and Configuration

The numerical experiments are performed with the WRF-LES model (Moeng et
al., 2007; Talbot et al., 2012; Yamaguchi and Feingold, 2012). The WRF model is a
nonhydrostatic model based on fully compressible Euler equations. It has proven to be
a useful simulation tool to investigate convective PBL characteristics under
heterogeneous heating conditions (Liu et al., 2011; Kang and Lenschow, 2014). In a
previous study, we have made some necessary modifications in the WRF Version
3.5.1 to take into account the urban features (Zhu et al., 2016).

In all the simulations, the model is initialized with idealized potential temperature
and specific humidity profiles. The potential temperature is 300 K below 950 m, and
there is a strong inversion layer of 50 K km\(^{-1}\) from 950 to 1050 m. Above 1050 m, the
potential temperature has a gradient of 3 K km\(^{-1}\). For the specific humidity, there is a
slightly decreasing trend from 6.00 g kg\(^{-1}\) at the ground surface to 5.8 g kg\(^{-1}\) at 950 m
and a jump at the inversion layer to 2.0 g kg\(^{-1}\) in all the free atmosphere levels.
Potential temperature fields in WRF-LES model are perturbed randomly at the first four vertical layers to break the symmetry of the initial conditions. The model is driven by periodic lateral boundary conditions in the horizontal directions and runs for a sufficiently long period to achieve the diurnal equilibrium. Since no nudging is performed, the initial profiles should not have any impacts on the final results.

We use the unified Noah land-surface model with four soil levels (0.1m, 0.3m, 0.6m and 1m) to predict soil temperature and soil moisture. A small change we have made is the treatment of runoff. Without treatment, the generated runoff leaves the simulation domain and never comes back. The amount of runoff is very small in our study due to the fact that no topography is considered, and has little effect on our simulated results. To conserve water in the land surface, both surface runoff and subsurface runoff generated over the previous time step is redistributed into the first soil layer locally in the next time step. If the first layer is saturated, the remainder of the water will be distributed into the next layer and so on. However, it should be noted that we do not deal with the runoff generated over the impervious surface in the urban area.

As for other physical schemes in WRF model, the 1.5 order turbulent kinetic energy scheme (Deardorff, 1980) is used to compute the subgrid-scale eddy viscosity and eddy diffusivity. WRF Single-Moment (WSM) 6-class (Hong and Lim, 2006) microphysics scheme, which is suitable for high-resolution simulations and can also take account of ice, snow and graupel processes, is utilized. The RRTM scheme (Mlawer et al., 1997) and Dudhia scheme (Dudhia, 1989) are chosen as the longwave
radiation and the shortwave radiation scheme, respectively. The planetary boundary
layer parameterization scheme is turned off since we use the LES mode. MM5
Monin-Obukhov scheme in the WRF model, which is based on the Monin–Obukhov
Similarity Theory (MOST), is chosen as the surface layer scheme to determine
exchange coefficients. The geostrophic wind is set to zero in our study and its
influence is left for future investigations. The surface in the whole simulation domain
is flat and the influence of topography is also left for future studies.

2.2 Numerical experiments

For all simulations, the domain size is $20 \text{ km} \times 20 \text{ km} \times 10 \text{ km}$ along the $x$, $y$ and $z$
directions and is centered at the latitude of $38^\circ$N. All simulations run for 30 days with
a fixed diurnal cycle of incoming shortwave radiation at the top of the atmosphere
(July 3, 2013). The resolution in both $x$- and $y$-direction is 100 m, while the vertical
grid spacing varies with height from 32 m to 160 m. A time step of 1 s is used. In the
control case (case CTL), the land surface is covered by homogeneous grassland with
the initial soil moisture 0.25 (volumetric, $\text{m}^3 \text{ m}^{-3}$). The simulation characteristics in
case CTL is shown in Table 1. To study urban modification of moist convection, we
perform case URB with the same domain size as the control case but with a circular
urban island with a diameter of 5 km located in the center of the domain. To
parameterize urban land processes, the single-layer urban canopy model coupled into
the Noah land surface model is turned on. The type of urban land in the cases URB is
set to be high-intensity residential urban.

Besides the case URB, we also design several other cases shown in Table 2 to
study the effects of soil moisture of the surrounding rural land and urban size. Cases starting with S (i.e., S0.2, S0.25, S0.3 and S0.35, where the number refers the initial soil moisture in units of m$^3$ m$^{-3}$) are designed to study the effect of soil moisture. Meanwhile, the wilting point is 0.066 m$^3$ m$^{-3}$ and the saturated value of soil moisture is 0.439 m$^3$ m$^{-3}$ in our study. In these cases, an urban island with same diameter of 5 km is located in the center of the domain, and the soil moisture is uniformly prescribed across all layers. Cases starting with D (i.e., D2.5, D5, D7.5 and D10, where the number refers to the diameter of the circular city in units of km and the initial soil moisture is 0.25 m$^3$ m$^{-3}$) are designed to study the effect of urban size. Due to the use of doubly periodic boundary conditions in our simulations, the urban areas are kept less than 20% of the domain to avoid the influence of upwind cities. To ensure identical initial available water amount in the domain as case D5, the initial soil moisture (ISM) in case D2.5, D7.5 and D10 are determined as:

$$\text{ISM} = \frac{0.25 \times (S_{\text{domain}} - S_{\text{urban}} \times FRC_{\text{imp}})}{(S_{\text{domain}} - S_{\text{urban}} \times FRC_{\text{imp}})_D},$$  \hspace{1cm} (1)$$

where ISM is the initial soil moisture, $S_{\text{domain}}$ is the domain area 400 km$^2$, $S_{\text{urban}}$ is the urban area and the $FRC_{\text{imp}}$ is the impervious surface fraction in urban grid (0.9 in our simulation). The angle brackets denote the value in different cases. Therefore, the initial soil moisture in case D2.5, D7.5 and D10 are 0.242, 0.265 and 0.290, respectively. In addition, we also perform a case with an urban diameter of 5 km in a 40 km x 40 km domain (case D5L).

Before the numerical experiments were conducted, we first did several sensitivity cases (without an urban island) to investigate the sensitivity to both spatial resolutions
and physical schemes using simulations of 2 weeks long. In particular, we tested the
performance of the Smagorinsky subgrid scale scheme and the WSM 3-class
microphysical scheme. To test the impact of the model resolution, we conducted three
simulations with the horizontal resolution of 50 m and 200 m, and 50 levels in the
vertical direction, respectively. These sensitivity experiments are designed to
understand the uncertainties in our CTL simulation and quantify the significance of
the influence of urban areas. As they are not the central focus of our study, the results
are presented in the appendix.

3. Results and discussion

3.1 Characteristics of the diurnal equilibrium in the control simulation

In this section, we describe the results of the control simulation with homogenous
grassland surface. Fig. 1 to Fig. 4 show the results of temporal evolution, diurnal
cycles, horizontal distributions, and vertical profiles, respectively.

Figure 1 shows the temporal evolution of domain averaged surface and
atmospheric properties, including (a) sensible heat flux H, (b) latent heat flux LE, (c)
surface rainfall rate P. It can be seen that the model gradually moves to a
quasi-equilibrium state as the simulation develops and changes in daily averages of
these variables become much slower and smaller (not shown). Turbulent heat fluxes
(Fig. 1a and 1b) and rainfall rate (Fig. 1c) show clear diurnal cycles in the simulation.

After the second week, the diurnal cycle of precipitation (Fig. 1c) starts to repeats
itself from day to day, suggesting the onset of diurnal equilibrium convection as found
in previous studies (Schlemmer et al., 2011; Schlemmer et al., 2012), which is loosely
defined as the repeating pattern from day to day. Note that the whole land-atmosphere system here has not reached true equilibrium due to the long memory of soil moisture (Koster and Suarez, 2001; Rochetin et al., 2014). In the following, the average results from last 7 days are used in this study hereafter if not otherwise stated.

We then examine the average diurnal cycles of surface energy (Fig. 2a) and water balances (Fig. 2b). The surface net radiation (Fig. 2a, black line, Rn) is apparently affected by clouds (see for example the dip of Rn around 9:00 LST, local standard time). The Bowen ratio ranges from 0.16 at the beginning of the day to 0.51 at noon and its average value is about 0.4. These results are broadly consistent with observations over grasslands (Xu et al., 2002). The rain begins at 9:00 LST, peaks at 11:00 LST and comes to an end at 18:00 LST. For comparison, we define \( \Delta S = S - S_0 \) as the reduction of soil moisture and it is clear from Fig. 2b that before the rain starts evapotranspiration is balanced by the reduction of soil moisture. It is pointed out that a small amount of runoff is generated because sometimes the precipitation rate exceeds the infiltration capacity. To conserve the water, the generated runoff is captured and re-distributed into the soil instead of allowing it to leave the simulation domain. We note that this has little effect on the averaged results. In addition, we notice that the Noah land surface model and WRF does not impose a strict constringency on water conservation, and a small water imbalance is observed especially when a small time step (like 1 s used here) is used.

The diurnal cycles of convective available potential energy (CAPE) and convective inhibition (CIN) are shown in Fig. 2c. CAPE reaches a peak exceeding
2350 J kg\(^{-1}\) at 8:00 LST right before it starts to rain. Almost at the same time, CIN reaches its minimum value of about 0.5 J kg\(^{-1}\) at 9:00 LST. Close inspection of the high frequency (1-min) outputs reveals that the rain begins at 8:40 LST. Fig. 2d illustrates the diurnal cycles of the lifting condensation level (LCL) and the planetary boundary layer (PBL) height. We compare these two variables because the PBL height exceeding the LCL is often viewed as a necessary condition for the onset of convective precipitation (Stull and Eloranta, 1984; Wilde et al., 1985; Haiden, 1997; Findell and Eltahir, 2003; Juang et al., 2007; Siqueira et al., 2009; Kang and Bryan, 2011; Santanello et al., 2011; Gentine et al., 2013; Yin et al., 2015). The PBL height is calculated using the potential temperature gradient method, where the thresholds for stable and unstable conditions are 1 K km\(^{-1}\) and 2 K km\(^{-1}\), respectively. As can be seen, although the domain averaged PBL height is always lower than LCL, the spatial variability of PBL height and LCL, indicated by the error bars, is significant, implying overlaps between PBL height and LCL in parts of the domain that may be inducible for convection.

Figure 3 shows the spatial distributions of wind, cloud, and precipitation right before (Fig. 3a), during (Fig. 3b), and after (Fig. 3c) the intensive rainfall period in the last day of the simulation. It can be seen that the convergence zones accompany the updraft regions (red line loops) where the upward wind speed is larger than 1.0 m s\(^{-1}\). Clouds mostly appear over these convergence areas, but precipitation only occurs adjacent to these convergence areas. At 9:00 LST, the rain event is at its early stage with small rainfall rates. At 11:00 LST, the convection is very strong covering a much
larger area, and many organized updrafts appear. At 17:00 LST, clouds and updraft regions are significantly reduced and little rain remains.

Figure 4 shows the domain averaged vertical profiles of potential temperature, water vapor mixing ratio, relative humidity and winds. Distinct features of thermal (Fig. 4a) and moist (Fig. 4a and 4b) conditions are observed between the atmospheric boundary layer (the lower 1-2 km) and the free atmosphere (above 2 km). Over a diurnal course, the profiles of potential temperature and water vapor mixing ratio in the upper troposphere show minimal changes but those in the atmospheric boundary layer have apparent diurnal cycles (not shown). In the daytime, the surface heating destabilizes the atmospheric boundary layer and leads to convection. As there is no geostrophic wind in our simulation, the horizontal wind speeds are on average close to zero and their fluctuations are mainly controlled by the surface heating and cooling in daytime and nighttime, respectively. Due to the use of periodic lateral boundary conditions, the vertical wind speed (Fig. 4f) is always orders of magnitude smaller than the horizontal wind speeds (Fig. 4d and 4e).

3.2. Impacts of the existence of an urban island

In this section, we present results from case URB, in which an urban island is created in the center of the domain, to study the impact of an urban island on moist convection. First of all, we note that the domain averaged diurnal cycles of the surface energy balance are similar between the default case and the case URB (Fig. 5a), due to the small fraction of the urban island. However, it can be seen from Fig. 5b that the energy fluxes averaged value over the urban island are very different from those in the
case URB. The surface net radiation in the urban area is smaller than the domain average value because of more rainfall and clouds over the urban area, which will be seen later. Even so, the sensible heat flux over urban areas in the case URB is much larger than the latent heat flux. This is because 90% of the urban island is impervious since the urban category is set to be high density residential as mentioned earlier. The higher sensible heat flux over urban areas can result in urban-rural circulations and stronger vertical motions over urban areas (not shown here but see e.g., Kang and Lenschow (2014)Zhang et al. (2014)Zhu et al. (2016)), which facilitate cloud formation and moist convection.

Figure 6 shows the vertical profiles of potential temperature, relative humidity, and cloud water mixing ratio of case CTL and case URB. It can be seen that there is no significant difference of the daily average profiles in terms of potential temperature, and relative humidity. The atmosphere over urban area shows slightly warmer and drier profiles over the urban area. But the profile of cloud water mixing ratio over the urban area in case URB is much larger. The diurnal cycles of cloud water mixing ratio and cloud cover fraction are examined in Fig. 7. Large fluctuations of cloud cover fraction over the urban area are observed in case URB. We note that the fluctuations become smoother but do not completely disappear when longer averaging periods are used. This might be related to feedbacks between clouds, shortwave radiation and surface sensible heat flux. As the cloud cover and rainfall rate are enhanced due to the higher sensible heat flux, the shortwave radiation in the urban area is reduced, which then reduces the surface temperature and weakens the urban-rural circulation and
convective activities in the urban area.

Figure 8a shows the domain averaged diurnal cycles of surface precipitation rate. Again, the domain averaged rainfall rates are similar between case CTL and URB (Fig. 8a). However, the average rainfall rate over the urban area is very different between the cases with an urban island (case URB) and the control case where there is no urban island. In particular, the rainfall rate (6.32 mm day$^{-1}$) over the urban area in the case URB is significantly larger than the rainfall rate (2.08 mm) in the control case. The surface precipitation rate also shows fluctuations over the diurnal cycle, and it seems that a period of 7 days is not sufficient to provide a smooth diurnal cycle of surface precipitation either. We also present the spatial distributions of surface precipitation at a few times on the last day (see red circles in Fig. 8b) in Fig. 9. It is clear that most of the precipitation concentrates over the urban area indicated by the black circle. Rain prefers to occur over the urban area not only when the rainfall rate is the largest but also at the beginning and the ending of the event. We have also calculated the averaged results over the last 3 days, 5 days 7 days, and 20 days and found that rain consistently prefers to occur over the urban area. This is consistent with the higher sensible heat flux in the urban area shown in Fig. 5, which results in the urban heat island circulation and strong vertical motions over urban areas (Fig. 9) and creates convergence zones in the urban area that facilitate convection. Previous studies also showed that clouds and rainfall tend to form sooner in the warmer area than the colder area (Kang and Bryan, 2011; Taylor et al., 2011; Guillod et al., 2015).

3.3 Impacts of the rural soil moisture
In this section, we examine the role of rural soil moisture in modulating the impact of an urban island on convection. Figure 10 shows the mean surface precipitation rates from four different cases in which the initial rural soil moisture varies. Visually it is clear that the existence of an urban island in the domain always leads to more rainfall in the urban area. The daily mean precipitation amounts range from smaller than 0.01 mm h\(^{-1}\) in the rural area to larger than 1 mm h\(^{-1}\) in the urban area.

Figure 11 provides further information about the scaling of changes in surface precipitation with respect to changes in soil moisture. As can be seen from Fig. 11a, the rainfall rates in all regions increase as the rural land becomes wetter. However, the increase in the urban rainfall rate is much stronger. When normalized by the domain average precipitation rate, the contrast between urban and rural becomes even stronger. The normalized urban precipitation rate increases but the normalized rural precipitation rate decreases nearly linearly as the rural soil moisture increases. Fig.11c shows the total surface rainfall amounts normalized by the domain total rainfall amount. As can be seen, despite that the precipitation rate is much higher in the urban area, due to its small fraction, it still receives far less precipitation than the rural area.

Similar trends with increasing rural soil moisture are observed.

Fig.11 shows a strong positive relation between the rural land soil moisture and the urban rainfall rate and amount, but a negative feedback in terms of land-atmosphere coupling: the drier the urban area compared to the rural area, the more rainfall it receives. The negative feedback is consistent with a recent study
focusing on soil moisture-precipitation coupling over heterogeneous terrain (Guillod
et al., 2015). To explore this further, the UHI effect and the moisture deficit effect are
shown in Fig. 12 (Schmid and Niyogi, 2013). From Fig. 12, the average UHI effect,
defined as the difference in the 2 m potential temperature between the urban area and
the rural area, are all higher than 1.0 K. We see a decrease of UHI effects as the initial
soil gets wetter. This is because stronger rain events occurring over the urban area
reduce the net surface radiation (shown in Fig. 5b). This suggests that the UHI effect
is not responsible for the increasing trend with rural soil moisture as seen in Fig. 11.
The moisture deficit represented by the difference in the 2-m dew point temperature,
on the other hand, becomes larger with increasing rural soil moisture. A stronger
moisture deficit effect, namely, a stronger gradient in atmospheric water vapor, creates
a stronger moisture flux into the urban area from the rural area, which enhances the
rainfall rate over urban area.

3.4 Impacts of the urban size

In order to investigate the role of the urban size, we describe the results of cases
within different urban sizes in this section. The same initial soil moisture as the URB
case and CTL case is used. Figure 13 shows the spatial distributions of surface
precipitation rates in different cases (D2.5, D5, D7.5 and D10). Case D2.5 where the
urban island only occupies 1% of the domain starts to show an enhancement of
rainfall rate around the urban area. However, unlike other cases, there are still places
in the rural area with a comparable surface precipitation rate and the maximum
rainfall rate occurs at the edge between urban and rural areas. As the urban island
expands, the rainfall concentrates more in the urban area and the rainfall rate becomes larger. For example, in cases D5 and D7.5 heavy rainfall rates are observed in urban areas. Interestingly, in the case D10, the rainfall rate in the urban area is much smaller than that in cases D5 and 7.5. This decrease is explained later.

When the rural area increases in the experiment while the urban area is maintained the same (c.f. Fig. 13b and 13e), the intensity of rainfall over urban area does not change much (0.262 mm day$^{-1}$ vs 0.263 mm day$^{-1}$), despite that the average rainfall rate over the domain increases from 0.076 to 0.1 mm day$^{-1}$ due to an enhanced water supply from a larger rural area.

To explain the results in Fig. 13, Fig. 14 shows the relation between surface precipitation and the urban island size. Specifically, Fig. 14a shows the rainfall rates averaged over different regions; Fig. 14b shows the urban/rural rainfall rates normalized by the domain averaged rainfall rate; Fig 14c shows the urban/rural total rainfall amounts normalized by the domain total rainfall amount; Fig 14d shows the relationship between the normalized rainfall rates and the total water amount supplied by the land surface. Comparing Fig. 14a and 14c shows that the trends in terms of rainfall rates and rainfall amounts become different since the size of urban area changes. As expected, the fraction of total rainfall amount received by the urban area is increased due to the growing size of urban area. The rainfall rate increases when the urban size increases from D2.5 to D5 but decreases with increasing urban size for urban sizes larger than D5. The large decrease in the urban rainfall rate in case D10 is because as the urban island expands (in case D10 the urban island occupies 20% of
the domain), the water supply, which is almost entirely controlled by the rural area, is reduced. It is important to point out that although we have ensured the same initial available water in these cases, the total water supplied by the land surface still decreases as urban area increases (Fig. 14d). This reduction in the water supply becomes a more severe constraint on the urban rainfall rate, despite that the urban area still produces larger sensible heating and stronger vertical motions. This suggests that there exists an ‘optimal’ urban size, at least in this particular modeling framework, at which the urban rainfall rate is maximized. The existence of an ‘optimal’ or ‘critical’ size is consistent with previous study results (Schmid and Niyogi, 2013; Cronin et al., 2015), although the exact value is different due to the difference in the modeling strategies.

Figure 15 further shows the average UHI intensity and moisture deficit effect. The average UHI intensity increases from 1.17 K in case D2.5 to 1.61 K in case D10. On the other hand, the moisture deficit effect represented by the difference in the 2-m dew point temperature also become stronger when the urban area increases due to the enhanced rural soil moisture as the urban size increases. Considering changes in these two factors (i.e., a larger UHI effect and a similar moisture deficit effect for a larger urban island), one would think that the urban rainfall rate would be enhanced. However, Fig. 14 shows that this only occurs when the urban size is smaller than a threshold, after which the reduction in the total water supply becomes more important and constrains the growth of urban rainfall rate.

4. Conclusion
In order to understand the impact of an urban island on precipitation, which is controlled by complex interactions between land and atmospheric processes, we develop an idealized framework using large eddy simulations within the Weather Research and Forecasting model. Using this idealized framework, we also study how the effects of an urban island on precipitation are modulated by different rural soil moisture and different urban island sizes.

The urban area significantly affects the surface energy balance. The sensible heat flux in the urban area is much larger than the rural area, resulting in urban heat island circulations and stronger vertical motions. These changes further have an important effect on the distribution of surface precipitation. Compared to the control case where the whole domain is covered by grassland, the existence of an urban island results in a significantly larger rainfall rate (6.32 mm day$^{-1}$ over urban area in case URB compared to 2.06 mm day$^{-1}$ in case CTL).

The cases with increasing rural soil moisture show increases in the urban and rural precipitation rates. The increases are almost linear at least for the cases studied here. Although the UHI effects decrease as the rural soil moisture increases, most of the extra water supply from the wetter rural land is transported into the urban area. Under the influence of a stronger moisture deficit and thus a stronger moisture inflow, the urban precipitation rate and amount increase.

When the urban area gets larger but the initial available water remains the same, the UHI effect and the moisture deficit increases, but the water supply averaged over the whole simulation period decreases. This leads to an interesting phenomenon: as
the urban size increases, the urban rainfall rate increases first and then decreases. This
suggests that there is an ‘optimal’ scale at which the urban rainfall rate is maximized,
at least in our modeling framework. Our simulations further suggest that this optimal
scale occurs when the urban fraction lies between 1% and 10% of the domain.

In conclusion, the study is the first step towards understanding the influence of
cities on moist convection in an idealized framework. This idealized framework offers
a new way to understanding interactions between urban islands and other
complexities such as the large-scale forcing, topography, and land-sea/land-lake
boundaries, which are not considered here but will be systematically included in
future investigations. In particular, because of the lack of large-scale forcing and the
long memory of soil, our simulations have not reached the radiative-convective
equilibrium. However, the changes from day to day are small enough to justify an
investigation of the behavior of the system. Our modeling framework can be also used
to study the broader research question of land-atmosphere coupling over
heterogeneous terrain.
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Appendix A

Sensitivity to physical schemes and spatial resolutions

To investigate how physical schemes and domain resolutions affect our results, we
use the Smagorinsky first order subgrid scale scheme in the case SGS and the WSM
3-class microphysical scheme in the case MP. To test the impact of the model
resolution, we set the horizontal resolution 50 m in the case H50, 200 m in the case
H200 and set 50 levels in the vertical direction in case V50. In all these sensitivity
simulations, the land surface is homogeneous as in the CTL case. All these cases just
run for 2 weeks and the average results from last 3 days are presented here.

Figure A1 shows the diurnal cycles of surface net radiation, surface sensible heat
flux and latent heat flux. It can be seen from Fig. A1 that there are no significant
differences between the sensitivity experiments and the control experiment. Case MP
shows a slightly smaller surface net radiation than case CTL. Some fluctuations of net
radiation are observed in the sensitivity cases with different horizontal/vertical
resolutions around 9:00 LST. Clouds begin to form around this time (can be seen in
Fig. 3a) and changing the model resolution appears to affect the formation and
amount of clouds. The fluctuations in the net radiation result in small changes in the
surface sensible heat flux and latent heat flux.

Figure A2 shows the domain averaged vertical profiles of potential temperature,
water vapor mixing ratio and cloud water mixing ratio. It can be seen from Fig. A2a,
A2b and A2c that there is no significant difference between case SGS and the control
case where the only difference is the subgrid scale turbulence closure. However,
changing the microphysical scheme (case MP) results in larger departures from the
control simulation. In particular, using the WSM 3-class scheme in case MP generates
a colder and drier atmosphere mainly because ice and snow processes are simplified
in this scheme (Hong et al., 2004; Hong and Lim, 2006). The WSM 6-class scheme is
suitable for high-resolution simulations and can also take account of ice, snow and
graupel processes. Details of the advantages of the WSM 6-class scheme have been
documented elsewhere (Hong and Lim, 2006). Regarding the influence of horizontal
and vertical resolutions (Fig. A2d and A2e), a slightly colder and drier atmosphere is
observed with an increased horizontal resolution. Figure A2f shows the profiles of
cloud water mixing ratio, and the cases with coarser resolutions have smaller values.

Figure A3 then examines diurnal cycles of cloud water mixing ratio and cloud
cover fraction. We can see similar diurnal cycles of cloud cover fraction (i.e., the ratio
of cloud coverage area to domain size) indicated by the solid black line and cloud
water mixing ratio indicated by the shading across all cases but MP. With a colder and
drier atmosphere generated in the case MP (Fig. A2a and A2b), the maximum cloud
height is capped at 4 km, which then reduces the total rainfall amount. Besides this, a
higher cloud cover fraction in case MP is noticed. Due to the limitation of the
maximum cloud height and cloud amount, most of shallow convection indicated by
the large cloud fraction over the domain do not develop into deep convection and
there is no more rain in case MP compared with case CTL (as will be seen in Fig. A6).
Coarse horizontal and vertical resolution both show smaller cloud water mixing ratio
than case CTL, but the diurnal cycle and the cloud height are similar as the case CTL.
We note that clouds in case V50 start to develop later than in the other cases (Fig A3c). The delay of clouds and rainfall is probably related to the sensitivity of microphysical scheme to the vertical resolution (Hong and Lim, 2006).

Figure A4 shows the resolved turbulent kinetic energy (TKE) and its three components at 12:00 LST. The resolved TKE is defined as:

\[
\text{TKE} = \frac{1}{2} \left( \langle u' u' \rangle + \langle v' v' \rangle + \langle w' w' \rangle \right),
\]

where \( u, v \) and \( w \) are longitudinal, meridional and vertical velocities, respectively. The angle brackets and primes denote plane averages and fluctuations, respectively. Because the resolution is coarse near the top of domain and the TKE in the free atmosphere should not be large, the profiles of TKE are only drawn from the ground to the height of 2 km (Fig. A4). It can be seen that the average vertical profiles of TKE and its three components are very similar among different cases. TKE near the ground shows a relatively larger difference than the upper atmosphere. Then Fig. A5 examines diurnal cycles of TKE and its three components at a height of 200 m. For the diurnal cycles, it can be seen more clearly that the changes in the TKE are mostly due to the horizontal components as \( \langle w' w' \rangle \) is small. Case SGS shows a similar diurnal cycle with case CTL. The subgrid scheme used in the case SGS is the Smagorinsky scheme, which is different from the case CTL, and in principle may alter the TKE below the subgrid scale. Since the TKE in Fig. A4 and A5 represent the resolved TKE but not the subgrid scale TKE, it is clear that the subgrid scheme has insignificant impacts on the resolved TKE. For the case MP, the different cloud density and cloud cover fraction (Fig. A3c) reduce the net surface net radiation (Fig.
A1a) and affect the development of TKE around noon (Fig. A5a). But the average value (Fig. A4a) over the daytime is still close to case CTL. In terms of the effect of resolutions, the vertical resolution has little impact on the TKE. We also notice different amplitudes of the three components of TKE. The $w'$ in case H200 and case V50 show slightly smaller values, while it is slightly larger in case H50. The differences among horizontal components are larger. The finest case H50 generates the smallest TKE while cases H200 and CTL are more similar, suggesting a stronger sensitivity to horizontal resolution than vertical resolution. This is consistent with previous studies [Talbot et al., 2012].

Figure A6 shows the diurnal cycle of surface precipitation. In Fig. A1, the surface evapotranspiration rates are similar in these sensitivity cases, while the surface precipitation has similar diurnal cycles but with different amplitudes. The daily average rainfall amounts of different cases are: 2.09 mm day$^{-1}$ (case CTL), 2.05 mm day$^{-1}$ (case SGS), 1.83 mm day$^{-1}$ (case MP), 1.91 mm day$^{-1}$ (case X50), 1.85 mm day$^{-1}$ (case H200) and 1.65 mm day$^{-1}$ (case V50). Case V50 with a coarser vertical resolution generates the smallest value. The beginning, the development and the end of rainfall event are almost the same.

According to these sensitivity experiment results, it can be generalized that different physical schemes and spatial resolutions have relatively small influences on the surface energy balance and vertical profiles of domain averaged atmospheric properties. The microphysical scheme seems to play a more important role in controlling the cloud water distribution than the subgrid-scale turbulence closure and
the grid resolution. The surface precipitation is more sensitive to the vertical
resolution than the horizontal resolution, whereas the resolved TKE is more sensitive
to the horizontal resolution than the vertical resolution.
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Table 1. Simulation characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain sizes</td>
<td>20 km (x), 20 km (y), 10 km (z)</td>
</tr>
<tr>
<td>Resolutions</td>
<td>100 m (x), 100 m (y), 100 levels (z)</td>
</tr>
<tr>
<td>Time step</td>
<td>1 s, third-order Runge–Kutta scheme</td>
</tr>
<tr>
<td>Simulation duration</td>
<td>30 days</td>
</tr>
<tr>
<td>Microphysical scheme</td>
<td>WSM 6-class graupel</td>
</tr>
<tr>
<td>Eddy coefficient option</td>
<td>1.5 order TKE closure</td>
</tr>
<tr>
<td>Long wave scheme</td>
<td>Rapid radiative transfer model</td>
</tr>
<tr>
<td>Short wave scheme</td>
<td>Dudhia scheme (38 °N at July 3)</td>
</tr>
<tr>
<td>Surface layer scheme</td>
<td>MM5 Monin-Obukhov scheme</td>
</tr>
<tr>
<td>Land surface model scheme</td>
<td>Noah land surface model with single layer urban</td>
</tr>
</tbody>
</table>
Table 2. An overview of the experiment cases. ISM means the initial soil moisture and D means the diameter of the city. D5L means the case with an urban diameter of 5 km urban area in the larger domain (40 km x 40 km).

<table>
<thead>
<tr>
<th>Case Name</th>
<th>Feature</th>
<th>Case Name</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0.2</td>
<td>0.2</td>
<td>D2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>S0.25</td>
<td>0.25</td>
<td>D5/D5L</td>
<td>5</td>
</tr>
<tr>
<td>S0.3</td>
<td>0.3</td>
<td>D7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>S0.35</td>
<td>0.35</td>
<td>D10</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 1. The temporal evolution of domain averaged (a) sensible heat flux $H$ (W m$^{-2}$), (b) latent heat flux $LE$ (W m$^{-2}$), and (c) surface rainfall rate $P$ (mm h$^{-1}$).
Figure 2 The average diurnal cycles of (a) energy fluxes: surface net radiation (Rn, black line), surface sensible heat flux (H, red line), surface latent heat flux (LE, blue line) and ground heat flux (G, purple line, positive towards up) (W m\(^{-2}\)); (b) water fluxes: surface precipitation rate (P, black line), surface evapotranspiration (E, red line), surface runoff (R, blue line), the change of soil moisture (ΔS, purple line) and the change of canopy water (ΔC, green line) (mm h\(^{-1}\)); (c) convective available potential energy CAPE and convective inhibition CIN (J kg\(^{-1}\)); (d) the domain average height of lifted condensation level LCL (solid line) and planetary boundary layer PBL (dashed line) (km). The vertical bars in (d) indicate the range of LCL and PBL.
Figure 3 Spatial distributions of wind, cloud, and precipitation at (a) 09:00 LST, (b) 11:00 and (c) 17:00. The colored shading indicates the precipitation (mm h\(^{-1}\)). The gray shading is the cloud water mixing ratio where the column integrated values larger than 0.01 g kg\(^{-1}\) are displayed. The red contour lines indicate upward velocity larger than 1.0 m s\(^{-1}\) at 700m, and the black arrows are horizontal winds at 160 m.
Figure 4. Profiles of (a) potential temperature (K), (b) water vapor mixing ratio (g kg$^{-1}$), (c) relative humidity (%), (d) longitudinal wind (m s$^{-1}$), (e) meridional wind (m s$^{-1}$) and (f) vertical wind (m s$^{-1}$). The black lines show the averaged profiles in the last three days, and the shadow areas show the range of hourly profiles.
Figure 5. The averaged diurnal cycle of the surface energy balance (a) average values over the whole domain; (b) average values over the urban area for case URB. The solid lines and dashed lines are the energy fluxes in the case URB and case CTL, respectively.
Figure 6. Vertical profiles of (a) potential temperature (K), (b) relative humidity (%), and (c) cloud water mixing ratio (g kg\(^{-1}\)). The values of case URB are averaged over the urban area.
Figure 7. The diurnal cycles of cloud water mixing ratio (g kg\(^{-1}\), shaded area) and cloud cover fraction (solid black line) for cases (a) CTL and (b) URB. The values of case URB are averaged over the urban area. Note that the y-axis is not equidistant as the WRF model uses eta levels in the vertical direction.
Figure 8. The diurnal cycles of the surface precipitation rate (a) averaged over the whole domain; (b) averaged over the urban area for case URB. Note the change in the range of y-axis between (a) and (b). The red solid lines and black dash lines are the rainfall rate in the case URB and case CTL. The shaded area indicates the range of rainfall rates in sensitivity cases presented in the Appendix. The red marker in Fig. 8b indicates the times at which horizontal distributions of surface precipitation are shown in Fig.9.
Figure 9. Same as Fig. 3 but for case URB. (a), (b), (c), (d), (e) and (f) are results at 10:00, 11:00, 12:00, 14:00, 17:00 and 20:00, respectively. These times are marked by red cycles in Fig. 8b accordingly.
Figure 10. Surface precipitation rates averaged over last seven days from (a) case S0.2; (b) case S0.25; (c) case S0.3; and (d) case S0.35. The black cycle denotes the urban area.
Figure 11. (a) The surface precipitation rates average over different regions. (b) The urban/rural surface precipitation rates normalized by the domain averaged precipitation rate. (c) The urban/rural total rainfall amount normalized by the total rainfall amount over the whole domain. The error bars in Fig. 11a indicate the range of rainfall rates.
Figure 12. The average urban heat island effect (the difference in potential temperature at 2 m height) and moisture deficit effect (the difference in dew point temperature at 2 m height)
Figure 13. Same as Fig. 10 but for (a) case D2.5; (b) case D5; (c) case D7.5 (d) case D10 (e) case D5L
Figure 14. (a), (b) and (c) are same as Fig. 11 but for cases within different urban diameters in the domain. (d) is the relationship between the normalized rainfall rates and the total water supply from land.
Figure 15. Same as Fig. 12 but for cases within different urban diameters in the domain.
Figure A1. The average diurnal cycle of (a, d) surface net radiation ($R_n$), (b, e) surface sensible heat flux ($H$) and (c, f) surface latent heat flux ($LE$).
Figure A2. Vertical profiles of domain averaged (a, d) potential temperature (K), (b, e) water vapor mixing ratio (g kg$^{-1}$), and (c, f) cloud water mixing ratio (g kg$^{-1}$).
Figure A3. The diurnal cycle of cloud water mixing ratio (g kg\(^{-1}\), shaded area) and cloud cover fraction (solid black line). The (a), (b), (c), (d), (e) and (f) are results of the case CTL, SGS, MP, H50, H200 and V50, respectively. Note that the y-axis is not equidistant as the WRF model uses eta levels in the vertical direction.
Figure A4. Vertical profiles of TKE and its three components: (a, e) TKE; (b, f) \( \langle u'u' \rangle \); (c, g) \( \langle v'v' \rangle \); (d, h) \( \langle w'w' \rangle \). The top row compares cases MP, SGS and CTL, while the bottom row shows cases V50, H200, H50 and CTL.
Figure A5. Same as Fig. A4 but for the average diurnal cycle of TKE and its three components at a height of 200 m.
Figure A6. The average diurnal cycle of surface precipitation rate $P$ (mm h$^{-1}$).