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Multiple-input multiple-output (MIMO) systems offer significant enhancements in terms of their data rate and channel capacity compared to traditional systems. However, correlation degrades the system performance and imposes practical limits on the number of antennas that can be incorporated into portable wireless devices. The use of switched parasitic antennas (SPAs) is a possible solution, especially where it is difficult to obtain sufficient signal decorrelation by conventional means. The covariance matrix represents the correlation present in the propagation channel, and has significant impact on the MIMO channel capacity. The results of this work demonstrate a significant improvement in the MIMO channel capacity by using SPA with the knowledge of the covariance matrix for all pattern configurations. By employing the “water-pouring algorithm” to modify the covariance matrix, the channel capacity is significantly improved compared to traditional systems, which spread transmit power uniformly across all the antennas. A condition number is also proposed as a selection metric to select the optimal pattern configuration for MIMO-SPAs.
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Thus, it is possible to improve the received signal power, in a similar manner to beamforming arrays. In MIMO-SPAs, the parasitic elements are able to sample the electromagnetic field in a much wider space compared to the conventional MIMO systems made of active elements only. This technique helps to achieve independent fading by transmitting/receiving different signal paths at each antenna.

The pattern diversity antennas allow a number of uncorrelated patterns per antenna element, to optimally tune the wireless channel for the highest spectral efficiency [6], [7]. By choosing the antennas patterns carefully, it is possible to achieve significantly improved performance by orienting the antennas such that they have diverse radiation patterns with appropriate angles [8]–[10]. Several studies of MIMO systems have shown the benefits of pattern diversity through practical measurements with array designs that employ SPAs [11], [12]. On the other hand, carefully adjusting the radiation patterns of different antennas has the potential to reduce channel correlation and improve multiplexing gain. By properly selecting the array configuration using SPAs, it is possible to choose the channel scenario that allows for the highest throughput in MIMO wireless communication systems [13].

The MIMO channel generally includes the propagation environment, as well as the physical transmit and receive antenna array designs. Changes to any of these subsystems can significantly impact the channel capacity. MIMO systems allow a growth in transmission rate that is linear in terms of the minimum number of antennas at each end of the wireless link [14]. This performance enhancement strongly depends on the quality of the channel state information (CSI) which is available at the transmitter and the receiver links. The best performance can be achieved when such CSI is complete and perfect at both ends of the communication link. However, this is not practically feasible, especially at the transmitter side owing to feedback overhead and bandwidth requirements. However, this can be achieved with the knowledge of the covariance matrix, and can be fed back to the transmitter [15].

The eigenvalue spread (EVS) of the covariance matrix is the most widely used indicator of spatial selectivity to estimate the effective spatial links that are possible within a MIMO system [16]. The two important MIMO channel metrics based on eigenvalues are the rank and condition number (CN), and they reveal important MIMO system characteristics in the spatial domain. The rank of the transmission matrix indicates the number of data streams that can be spatially multiplexed on a MIMO link. However, it does not give any indication about the quality of the channel matrix, whether it is a well-conditioned or ill-conditioned channel. CN indicates the channel quality [17], [18], and is related to the EVS of the channel matrix. A high EVS indicates that the channel is correlated with a high condition number, and this is referred to as an ill-conditioned channel matrix. Thus, small variations in the channel coefficients will result in drastic variations at the receiver side, making the system unstable. Most of the research work uses the CN as a selection criterion for several purposes. Heath and Paulraj [19] used a CN of the MIMO channel to perform switching between diversity and multiplexing gain purposes. In a similar way, Piazza et al. [20] used a CN to switch between different modes of circular patch reconfigurable antennas. For the adaptive modulation scheme, CN was used by Forenza et al. to obtain the spatial selectivity of the channel [21]. In other studies [22], [23], the regular CN (or its reciprocal) was used to evaluate the quality of the channel matrix as it provides some intuition on channel quality. Thus, the CN can indicate the quality of the MIMO channel to the transmitter using fewer bits, and can overcome the feedback bandwidth requirements.

The feedback mechanism can be more rigorously designed and is more feasible in practice if the dynamic behaviour of the eigenvalues is known statistically. In the absence of the CSI at the transmitter, the best strategy for power allocation is to distribute the power evenly across the antennas. In a high signal-to-noise ratio (SNR) regime, greater capacity can be achieved if the eigenvalues are less spread out. However, in a low-SNR regime, the optimal policy is to inject power into the strongest eigenvalue only, as in the case of beamforming. By using the ‘water-pouring algorithm (WPA),’ the channel capacity can be achieved if the transmission power distributed on the eigenvalues is based on the quality of the channel [24].

The focus of this paper is to propose the use of SPAs in MIMO systems with the knowledge of channel correlation in the form of the covariance matrix. In comparison to conventional MIMO, MIMO-SPAs need a smaller number of RF chains, which reduces cost, space, and hardware complexity. Using parasitic elements, it is possible to perform switching between different radiation patterns by changing the terminated impedance loads separately without affecting the transceiver design. This paper uses the increment antenna selection technique (I-AST) with WPA for proper power allocation in order to achieve the MIMO channel capacity. A CN is also proposed as a selection criterion to select the optimal pattern configuration at the receiver side by using the exhaustive search method. The results show that the channel capacity has been improved by using a covariance matrix for
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optimal power allocation compared to the conventional means with equal power allocated across all the transmit antennas.

This paper is organized as follows: Section II describes the overall MIMO system model, Section III presents details of parasitic antenna theory with different pattern configurations, and Section IV shows simulation results of the MIMO channel capacity with the knowledge of different covariance matrices. Finally, Section V concludes the paper.

II. MIMO System Model

A typical MIMO communication link consists of $M_T$ transmit and $N_R$ receive antennas, and the resulting MIMO channel can be described by an $M_T \times N_R$ channel matrix $\mathbf{H}$, whose $(ij)$th entry characterizes the path between the $j$th transmit and the $i$th receive antenna. $\mathbf{Z}_T$ and $\mathbf{Z}_R$ represent the impedance matrices on the transmitter and receiver sides, respectively [25]. Using Thevenin’s theorem, the $M_T$ sources at the transmitter side can be represented as an ideal voltage in series with lumped impedance $\mathbf{Z}_S$. The input current can be found as [7]:

$$\mathbf{I}_S = (\mathbf{Z}_T + \mathbf{Z}_S)^{-1}\mathbf{V}_S.$$  \hspace{1cm} (1)

where $\mathbf{I}_S = [I_{S1}, I_{S2}, \ldots, I_{SN_T}]^T$, $\mathbf{V}_S = [V_{S1}, V_{S2}, \ldots, V_{SN_T}]^T$, and $\mathbf{Z}_S = \text{diag}(Z_{S1}, Z_{S2}, \ldots, Z_{SN_T})$.

As previously shown [7], assume an operator $\mathbf{G}$ that relates the gap current vector $\mathbf{I}_S$ to the vector $\mathbf{V}_O = [V_{O1}, V_{O2}, \ldots, V_{ON_R}]^T$. Thus, the voltage at the $N_R$ receiving antennas is:

$$\mathbf{V}_O = \mathbf{G}\mathbf{I}_S.$$ \hspace{1cm} (2)

At the receiver side, the open-circuit voltage vector $\mathbf{V}_O$ is related to the voltages $\mathbf{V}_R$ with the receiver impedances $\mathbf{Z}_L$ as follows:

$$\mathbf{V}_R = \mathbf{Z}_R(\mathbf{Z}_R + \mathbf{Z}_L)^{-1}\mathbf{V}_O.$$  \hspace{1cm} (3)

where $\mathbf{V}_R = [V_{R1}, V_{R2}, \ldots, V_{RN_R}]^T$, $\mathbf{Z}_L = \text{diag}(Z_{L1}, Z_{L2}, \ldots, Z_{L_N_R})$, and $\mathbf{Z}_R$ is the impedance matrix of the receiving array.

A direct relation between the transmitting and receiving voltages can be obtained as [7]:

$$\mathbf{V}_R = \mathbf{Z}_R(\mathbf{Z}_R + \mathbf{Z}_L)^{-1}\mathbf{G}(\mathbf{Z}_T + \mathbf{Z}_S)^{-1}\mathbf{V}_S = \mathbf{H}\mathbf{V}_S.$$ \hspace{1cm} (4)

where $\mathbf{Z}_S$ and $\mathbf{Z}_L$ are the controlling load impedances at the transmitter and receiver sides, respectively. Thus, if the number of parasitic elements changes, there will only be a change in the impedance matrices in the design. It is not possible to calculate voltages across parasitic elements directly, and it can thus be calculated as:

$$\mathbf{V}_R = \mathbf{S}_R \mathbf{H}\mathbf{V}_S.$$ \hspace{1cm} (5)

where $\mathbf{S}_R$ is a permutation matrix. Further the values of $\mathbf{H}$ that are relative to active elements at the receiver side are extracted. If the parasitic elements are connected to the transmitting side, then $\mathbf{Z}_S$ is the variable impedance that controls the elements, and $V_{S_i} = 0$. The voltage at the receiver side can thus be described as:

$$\mathbf{V}_R = \mathbf{S}_R \mathbf{H}\mathbf{S}_T\mathbf{V}_S = \mathbf{H}\mathbf{V}_S.$$ \hspace{1cm} (6)

where $\mathbf{S}_T$ is a permutation matrix, and extract the values of $\mathbf{H}$ that are relative to active elements at the transmitter side, and $\mathbf{V}_S$ is the vector of the voltages at the transmitter. In (6), $\mathbf{H}$ corresponds to the channel matrix of the suggested MIMO system. As the parasitic elements are not connected to any RF source, the output cannot be observed directly on the parasitic elements, but can be collected at the active elements owing to the strong electromagnetic coupling effect. The MIMO system using SPA will provide different channel matrices $\mathbf{H}$ depending on the number of parasitic elements and the number of states of parasitic loads at the transmitter and receiver sides.

In this paper, parasitic elements are used only at the receiver side for simplicity, thus changing the loads of impedance matrix $\mathbf{Z}_L$. It is also possible to change the parasitic controlling impedances at the transmitter side, such as at a base station, but it will significantly impact all of the users at the receiver side.

When communicating over MIMO fading channels, $\mathbf{H}$ is a random matrix that depends on the specific system architecture and the specific propagation conditions. Hence, $\mathbf{H}$ is considered to be obtained from a certain probability distribution, which characterizes the system and scenario of interest, and is known as the MIMO channel matrix. In MIMO wireless communications, the large number of scatterers in the channel, which contribute to the signal at the receiver, results in zero-mean Gaussian distributed channel matrix coefficients. The highest channel capacity in the ideal case is possible with a rich scattering environment, where it ensures that all of the channel coefficients of the channel matrix are uncorrelated.

The transmitted symbol vector $\mathbf{s}$, which is composed of $M_T$ independent input symbols $s_1, s_2, \ldots, s_{M_T}$, is transmitted from $M_T$ active transmit antennas. Then, the received signal can be written as follows:

$$\mathbf{y} = \sqrt{\frac{E}{M_T}} \mathbf{H}\mathbf{s} + \mathbf{n}.$$ \hspace{1cm} (7)
where \( \mathbf{n} = (n_1, n_2, \ldots, n_{N_R})^T \) is a noise vector, which is assumed to be a zero-mean circular symmetric complex Gaussian. The autocorrelation of the transmitted signal vector is defined as: \( \mathbf{R}_{ss} = \mathbf{E}\{\mathbf{s}\mathbf{s}^H\} \). The total transmission power for each transmit antenna is assumed to be 1, such as \( \text{Tr}(\mathbf{R}_{ss}) = M_T \).

When the CSI is available at the transmitter side, singular value decomposition (SVD) can be performed to identify the number of independent equations out of multiple equations of the MIMO system. Accordingly, the transmitted signal can be pre-processed with \( \mathbf{V} \) in the transmitter, and then the received signal can be post-processed with \( \mathbf{U}^H \). The output of the MIMO system can be described as:

\[
\hat{\mathbf{y}} = \sqrt{\frac{E_s}{M_T}} \mathbf{U}^H \mathbf{H} \mathbf{V} \mathbf{s} + \mathbf{n}. \tag{8}
\]

Using the SVD model, the number of MIMO channels is divided into a number of independent SISO channels. The channel matrix \( \mathbf{H} \in \mathbb{C}^{M_T \times N_R} \) with SVD can be represented as:

\[
\mathbf{H} = \mathbf{U} \mathbf{\Sigma} \mathbf{V}^H, \tag{9}
\]

where \( \mathbf{U} \in \mathbb{C}^{N_R \times N_R} \) and \( \mathbf{V} \in \mathbb{C}^{M_T \times M_T} \) are unitary matrices, and \( \mathbf{\Sigma} \in \mathbb{C}^{M_T \times N_R} \) is a rectangular matrix whose diagonal elements are non-negative real numbers, and whose off-diagonal elements are zero. The diagonal elements of \( \mathbf{\Sigma} \) are the singular values of the matrix \( \mathbf{H} \), and are denoted by \( \sigma_1, \sigma_2, \ldots, \sigma_{\min} \), where \( N_{\min} \leq \min(M_T, N_R) \). In fact, \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{\min} \), that is, the diagonal elements of \( \mathbf{\Sigma} \), are the ordered singular values of the matrix \( \mathbf{H} \). The rank of \( \mathbf{H} \) corresponds to the number of non-zero singular values, such that \( \text{rank}(\mathbf{H}) \leq N_{\min} \).

The MIMO channel capacity is evaluated using Shannon’s theory as follows [26]:

\[
C = \mathbb{E}\left\{ \max_{\text{Tr}(\mathbf{R}_{ss})=M_T} \log_2 \det \left( \mathbf{I}_{N_R} + \frac{E_s}{M_T N_0} \mathbf{H} \mathbf{R}_{ss} \mathbf{H}^H \right) \right\}, \tag{10}
\]

where \( E_s \) is the total transmitted power, and \( N_0 \) is the variance of the additive white Gaussian noise at the receiver. In a flat-fading MIMO system, channel matrix \( \mathbf{H} \) is a Rayleigh fading model with independent distribution. The covariance matrix \( \mathbf{R}_{ss} \) should be determined in order to satisfy the transmitter power constraints. If the CSI is known at the transmitter, then WPA can be used by employing the increment antenna selection technique (I-AST) to improve the channel capacity.

### III. Parasitic Array Theory

The Yagi-Uda antenna is a linear multi-element array [27], and consists of one active dipole and a number of parasitic dipoles. The parasitic dipoles are placed close to the active element, so that strong currents are induced in them. The SPA concept originates from the Yagi-Uda dipole array. Electromagnetic mutual coupling has been used as a design tool in order to meet the antenna requirements. The distribution of the currents on the parasitic elements of the array can be carefully designed by adjusting the spacing between the elements and the length of the parasitic dipoles. In the case of the Yagi-Uda antennas, the lengths of all elements are mechanically fixed with different sizes. However, in SPA, the variation of the parasitic elements’ electrical equivalent lengths enables the parasitic elements to be switched between the reflector and director state by using the switches [28].

When the RF switch is in the OFF state, the corresponding parasitic element is open-circuited and acts as a director. Therefore, the parasitic element does not have a resonant length, and a minimal amount of current is induced into it. When the switch is in the ON state, the corresponding parasitic element is short-circuited and acts as a reflector. Therefore, the parasitic element acquires a resonant length and strong currents are induced in it. By simply changing the position of the ON/OFF switches, a number of diverse radiation patterns can therefore be created in different angular directions. The most common antenna structure used for this purpose is the circular array [29]. In this case, active elements are placed at the center, and a number of parasitic elements are evenly spaced on the periphery of a circle with radius \( d' \), around the active elements. Parasitic arrays also have symmetrical properties if there is an even number of parasitic elements.

In this paper, the total number of the parasitic elements is assumed to be \( P \), and the number of possible states of the impedance load on the parasitic elements is denoted by \( L_S \). The total number of combinations that can be attained by changing the load states of the parasitic elements are [28]:

\[
\text{Total combinations} = (L_S)^P. \tag{11}
\]

With \( P = 2 \) and \( L = 2 \), there are total four combinations, as shown in Fig. 1. These combinations are achieved by changing the impedance loads of parasitic elements between \( Z_{ON} \) and \( Z_{OFF} \). The ON state is represented by binary “1,” and the OFF state is represented by binary “0.”

The active elements are driven by voltages \( V_1 \) and \( V_2 \). \( I_1 \) and \( I_2 \) represent the current across the two elements, and are calculated by solving the network equations:
\[ V_1 = Z_{11}I_1 + Z_{12}I_2 + \cdots + Z_{1N}I_N, \]
\[ V_2 = Z_{21}I_1 + Z_{22}I_2 + \cdots + Z_{2N}I_N, \]
\[ \vdots \]
\[ V_N = Z_{N1}I_1 + Z_{N2}I_2 + \cdots + Z_{NN}I_N. \]

Alternatively, (12) can be written in matrix form, which is normally referred to as the impedance matrix equation:

\[
\begin{bmatrix}
  V_1 \\
  V_2 \\
  \vdots \\
  V_N
\end{bmatrix} =
\begin{bmatrix}
  Z_{11} & Z_{12} & \cdots & Z_{1N} \\
  Z_{21} & Z_{22} & \cdots & Z_{2N} \\
  \vdots & \vdots & \ddots & \vdots \\
  Z_{N1} & Z_{N2} & \cdots & Z_{NN}
\end{bmatrix}
\begin{bmatrix}
  I_1 \\
  I_2 \\
  \vdots \\
  I_N
\end{bmatrix},
\]

where \( V \) is the column vector of the excitation voltages \( V_k \) for \( i = 1, 2, \ldots, N \), \( Z \) is the square impedance matrix, which is formed by the self and mutual impedances of the elements of the array. \( I \) is the column vector of the complex currents along the array elements. In this paper, there are two active elements present at the receiver side. The active elements are typically terminated with 50-\( \Omega \) loads, and parasitic elements are terminated with the impedance loads:

\[ V = ZI, \]

where \( Z \) is the diagonal matrix consisting of the impedance loads across the terminal of each passive element:

\[
\begin{bmatrix}
  V_1 \\
  V_2 \\
  \vdots \\
  V_N
\end{bmatrix} =
\begin{bmatrix}
  Z_{11} & Z_{12} & \cdots & Z_{1N} \\
  Z_{21} & Z_{22} & \cdots & Z_{2N} \\
  \vdots & \vdots & \ddots & \vdots \\
  Z_{N1} & Z_{N2} & \cdots & Z_{NN}
\end{bmatrix}
\begin{bmatrix}
  I_1 \\
  I_2 \\
  \vdots \\
  I_N
\end{bmatrix},
\]

where \( Z \) is the diagonal matrix consisting of the impedance loads across the terminal of each passive element:

\[
\begin{bmatrix}
  0 & 0 & 0 & \cdots & 0 \\
  0 & 0 & 0 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & Z_{L3} & \cdots & 0 \\
  0 & 0 & 0 & \cdots & Z_{Lp}
\end{bmatrix},
\]

where \( Z_{Lp} \) is the impedance load connected to the \( p \)th parasitic element in the array. In the load matrix \( Z_L \), all the diagonal entries except the first two are non-zero. The first two entries are zero because the active elements are not connected to any controllable impedance loads. This load matrix can be computed separately from the impedance matrix. This feature is beneficial because the impedance loads of the individual parasitic elements can be changed separately. The new impedance matrix is computed using the induced electromagnetic force (EMF) method [27] by adding the initial impedance matrix and the load matrix. Once the impedance matrix is computed, the individual element’s current excitations can be calculated easily.

The dipole antennas are used as antenna array elements to generate different radiation patterns using the EMF method [27], as shown in Fig. 1. The structural parameters were calculated based on the array theory [28]. Here, the variable impedances have only two different levels \((Z_{ON}, Z_{OFF})\), which give \((L_3)^P\) different pattern configurations. Thereafter, all of the antenna attributes, including radiation patterns, can be calculated.

**IV. Results**

In this work, MIMO systems have two transmitting and two receiving antennas with the channel matrix \( H \) \((2 \times 2)\), but using switched parasitic elements \((P = 2)\) at the receiver side only.

Fig. 1. Typical radiation patterns for load configurations.
The simulation scenario for a MIMO system (2 × 2) using two parasitic elements at the receiver side only is given as follows:

- Number of active elements on the transmitter side $M_{ta} = 2$
- Number of active elements on the receiver side $N_{ra} = 2$
- Number of parasitic elements on the transmitter side $M_{tp} = 0$
- Number of parasitic elements on the receiver side $N_{rp} = 2$
- Total number of elements on the transmitter side $M_T = M_{ta} + M_{tp} = 2$
- Total number of elements on the receiver side $N_R = N_{ra} + N_{rp} = 4$

Two parasitic antennas with ON/OFF states give four different pattern configurations on the receiver side. In MIMO-SPAs, there are four different channel matrices (CH₀₀, CH₀₁, CH₁₀, CH₁₁), according to the state of the switches (ON/OFF). The channel matrix (CH₀₀), when both of the parasitic elements switches are in the OFF state, is similar to the conventional MIMO (without using any parasitic elements).

With the knowledge of these matrices, it is possible to evaluate the Shannon’s channel capacity as follows [24]:

$$C = \log_2 \left( \det \left( I_{N_R} + \frac{E_s}{M_T N_0} H R_{ss} H^H \right) \right).$$

(18)

The covariance matrix $R_{ss}$ should be determined to satisfy the transmitter power constraints. With four different channel matrices, the MIMO channel capacity will be different across each pattern configuration. The more the channel is correlated, the lower will be the channel capacity.

1. Influence of Covariance Matrix

It is well known that the covariance matrix can change the channel capacity mainly according to the power allocation at the transmitter side by using SVD [24].

To determine the effect of the covariance matrix on the MIMO channel capacity, two different propagation medium cases can be analyzed:

i. Uncorrelated
ii. Correlated.

In the uncorrelated case, the covariance matrix is an identity matrix. The diagonal elements of the matrix $R_{ss}$ are 1’s and all other elements are zeros. This means that all of the channel coefficients are uncorrelated. Thus, equal power is allocated to all of the transmit antennas. Figure 2 shows that the ergodic channel capacity increases with respect to SNR in the uncorrelated case.

In the correlated case, all the elements of the covariance matrix are set to 1. This means that all of the channel coefficients are correlated. The channel capacity decreases with respect to SNR owing to the correlation effect, as shown in Fig. 3. The high correlation provided by the matrix $R_{ss}$ represents a negative influence on the channel capacity.

If the channel conditions are known to the transmitter, then the incremental/decremental antenna-selection techniques can be applied with the WPA for proper power

![Fig. 2. Channel capacity using identity matrix as covariance matrix.](https://doi.org/10.4218/etrij.2017-0071)

![Fig. 3. Channel capacity using matrix of all ones as covariance matrix.](https://doi.org/10.4218/etrij.2017-0071)
allocation at the transmitter side. The knowledge of the channel conditions can be fed back to the transmitter in the form of a covariance matrix. The covariance matrix represents the correlation present in the channel, and with WPA, more power can be distributed to the best channel, and less power to channels that contribute less to the channel capacity.

A comparison of four different configurations for the uncorrelated case with and without WPA is shown in Fig. 4. For all of the parasitic configurations, the MIMO channel capacity is improved with the power allocation using WPA as compared to the equal power distribution across all the eigenvalues.

2. Comparison of Different Covariance Matrices

In this section, the I-AST is used to select the best set of antennas, and then allocates power by carrying out WPA.

The comparison between covariance matrices across all the pattern configurations is shown in Fig. 5. The comparison is discussed with three different covariance matrices as follows:

- I-AST with correlated covariance matrix - $[R_{ss}]_{corr}$
- I-AST with uncorrelated covariance matrix - $[R_{ss}]_{uncorr}$
- I-AST with improved covariance matrix WPA - $[R_{ss}]_{WPA}$

Fig. 4. Comparison of all pattern configuration matrices with and without WPA.

Fig. 5. Comparison of channel capacity with three different forms of covariance matrices across all pattern configurations.
In this comparison, when the channel matrix is correlated, it gives the lower bounds for the MIMO channel capacity for all of the pattern configurations. When the channel matrix is uncorrelated with I-AST, the channel capacity is improved compared to the correlated case. Figure 5 shows that when the covariance matrix is improved with WPA, in all different configuration matrices, the channel capacity provides the upper bounds. These are the bounds according to the influence of the covariance matrix in three different cases.

3. Pattern Configuration Selection

CN is known as the channel quality indicator and used to obtain the best pattern configuration. It represents the EVS of the channel as [15]:

$$CN = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}},$$  \hspace{1cm} (19)

where $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ are the maximum and minimum eigenvalues of the covariance matrix, respectively.

If eigenvalues of the covariance matrix are less spread out, it provides a small CN value. In MIMO-SPAs, there are four different pattern configurations. All four pattern configurations represent the four different channel matrices ($\text{CH}_{00}$, $\text{CH}_{01}$, $\text{CH}_{10}$, $\text{CH}_{11}$), and have different CNs. By performing the exhaustive search, the channel matrix or pattern that has a low CN is selected. For the selection purpose in the uncorrelated case, as shown in Fig. 5, the pattern configuration $\text{CH}_{10}$ matrix with the lowest CN is selected. This is the optimal pattern configuration with the best channel quality, and provides the greatest channel capacity compared with other configurations.

4. Pattern Configuration for Different SNR Values

The MIMO channel capacity also depends on the SNR values. The behavior of four pattern configurations at different SNRs levels are shown in Fig. 6. It can be seen that at 5 dB–15 dB, the second pattern configuration $\text{CH}_{01}$ provides the highest channel capacity. At 20 dB and 25 dB, the third configuration $\text{CH}_{10}$ can be selected as it provides the highest channel capacity.

V. Conclusion

SPAs offer a significant advantage in terms of the use of handheld devices, where space, cost, and hardware complexity are the primary constraints. The main advantages of SPAs are their ability to change their radiation pattern and to operate within a specific changing environment, while maintaining good electromagnetic characteristics. For simplicity, and to provide a limited level of pattern diversity, only two switch positions (ON/OFF) were used in this study.

Based on the knowledge of the channel statistics, a decomposition model decouples the transmit signal into orthogonal eigenbeams. The power distribution assigned to these eigenvalues is according to the WPA, which means that there is a greater power in directions where the channel is strong, but reduced or no power in directions with weak channels. Using the I-AST technique with WPA, the MIMO-SPAs channel capacity is significantly improved for all the pattern configurations. A comparison of three covariance matrices showed that the improved power allocation of the covariance matrix with WPA has a higher channel capacity than others.

The novel contribution of this paper is the use of the CN as a selection criterion to determine the optimal pattern configuration for the receiver antenna array. The behavior of the CN of the covariance matrix represents the EVS of the channel. Using a good-quality channel, a high multiplexing gain can be achieved with proper transmission. Thus, the CN is an excellent indicator of channel quality, and is a very useful metric in link adaptation schemes.

In the future, this work will be extended for application to multicarrier systems such as orthogonal frequency-division multiplexing (OFDM), where it is possible to select the pattern selection using the CN across a number of subcarriers. It also has the advantage of feedback and bandwidth reduction in future wireless communication systems.

![Fig. 6. Pattern configuration selection at different SNR values.](https://doi.org/10.4218/etrij.2017-0071)
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