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Abstract

Abstract

This thesis investigates three unexplored areas in maritime freight and commodity markets;
1) the relationship between commodity and freight markets; 2) the interaction of freight
options market with the freight futures and underlying freight rate markets; 3) improving the
hedging performance of freight futures contracts by cross hedge technique. Details provided
as follows: Firstly, information flows between commodity and shipping freight markets are
essential for the participants of the international shipping industry for optimising ship
chartering strategies, investment positioning and risk management. This study investigates
the economic relationships between commodities corresponding shipping freight rate
markets, along with both their futures contracts, through a comprehensive dataset of 65
variables analysed simultaneously through a dynamic factor model. In contrast, previous
literature has only investigated the bi-variate framework which limits some of the cross-
market information. Commodity markets (especially the crude oil and other oil derivative
products) lead the freight rates driving price movements. Secondly, the study fills the gap by
investigating the economic spillovers of both returns and volatilities between time-charter
rates, freight futures, and the un-investigated freight options in the international dry-bulk
shipping industry. Empirical results indicate the existence of significant information
transmission in both returns and volatilities between the three related markets, which we
attribute to varying trading activity and market liquidity. The results also point out that,
consistent with theory, the freight futures market informationally leads the freight rate
market, though surprisingly, freight options lag both futures and physical freight rates. Lastly,
the international shipping freight rates are susceptible to high market volatilities demanding
diversifying and hedging the associated risks. This study develops a portfolio-based
methodological framework aiming to improve freight rate risk management to create market
stability. The study also offers, for the first time, evidence of the hedging performance of the
recently developed container freight futures market. The approach utilises portfolios of the
container, dry bulk and tanker freight futures along with corresponding portfolios of physical
freight rates to improve the efficacy of risk diversification for shipping market practitioners.
The results of this thesis provide not only commercial and financial risk management
solutions but also offer valuable insights for economic development policymakers and
regulators. The empirical findings uncover necessary implications for overall business,
commercial, and hedging strategies in the shipping industry, while they can ultimately lead to

a more liquid and efficient freight futures market.
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Chapter 1 Overview and Contribution

1. Overview and Contribution

Maritime trade is the major source of international trade and transportation. Currently, more
than 90% of international trade by volume is carried by ships, as reported by the International
Maritime Organization (IMO). The major reason for such a high percentage of trade through
ships is attributed to the very low ocean freight rates as compared to those associated with
other modes of transportation such as land and air. The total volume of goods carried by ships
is more than 10 billion tons with a gross ton-mileage of over 56 ton-miles in 2016. Despite
the high volume of trade through ships, ocean freight rates are subject to high volatilities. The
slightest fluctuation in freight rates has major implications for international trade and
commodity prices. Further, investment in shipping assets acts as an important source of
diversification, as shipping has a very low correlation with stocks (Grelck et al., 2009). So,
institutional investors like investment banks, hedge funds, private equities are very interested
in holding shipping portfolio for hedging their exposures. Though shipping industry serves
the purpose of the good diversifiable sector, it is highly interlinked and very sensitive to the
global economy (Grammenos and Arkoulis, 2002, Kavussanos and Marcoulis, 2005). This
makes it an interesting, though risky, business to venture into, as the international market
information spillover into the shipping industry business means that an understanding of the
business cycle can yield high profitability. This drives practitioners to invest in this market
with the intention of getting higher returns and academics to develop high-impact research

works.

The shipping industry is regarded as one of the most volatile industries (Kavussanos and
Visvikis, 2006a). Dry bulk freight within the shipping industry is notorious for its high
fluctuation. Industry practitioners (including shipowners and charterers) utilise various
models to anticipate the dry bulk freight rates which can not only offer better risk
management solutions and improve their profitability but also can provide an edge over their
competitors. Determining the information spillover effects from the leading market to
anticipate the price movements of the lagging market is one of the standard models to
forecast market prices. Freight futures contracts act as a forward-looking curve which helps
to predict the underlying freight rates, as futures contracts react faster to any new market
information than the physical freight rates (Kavussanos and Visvikis, 2004b). Though there

exists literature investigating the lead-lag relationship between freight futures and underlying
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freight rates, there exist no studies of freight options price movements. Since freight is a type
of non-storable commaodity, its options are priced using Black (1976), where the underlying
asset (on which the option contract is priced) is the futures contract, instead of Black and
Scholes (1973), which utilises spot prices. The spillover effect of dry-bulk (Capesize,
Panamax and Supramax) freight rates, with their corresponding freight futures and options
contracts, will be investigated in Chapter 3. Further, it also presented the lead-lag relationship
between the freight rates and freight options markets without even having any theoretical

linkage between them.

The academic and industry contributions of Chapter 3 are multifaceted, as follows: firstly,
dry-bulk freight rates and their corresponding futures and options contracts are investigated
in a tri-variant framework to understand the lead-lag relationships of both returns and
variance for Capesize, Panamax and Supramax markets. This provides valuable information
for hedgers, including shipowners and charterers and investors who can take a position on the
lagging market by observing the leading markets; secondly, it is also the first study to
investigate the price movements of freight options contracts. This research provides a base on
which researchers can build various trading strategies on freight market price movements
such as investigating whether there exists an arbitrage opportunity in freight options markets,

etc.

The results indicate that the freight futures contracts react fastest to new information followed
by freight rates and lastly by freight options contracts. This is attributed to the increasing
level of market friction — freight futures contracts have the lowest market friction due to low
transaction costs and high market liquidity, physical freight rates have relatively high market
friction due to the high transaction costs involved in re-adjusting the contracts and, finally,
freight options contracts experience the highest market friction caused by the very low
market liquidity. This chapter also presents interesting trading and hedging strategies using
freight options contracts that not only provide important risk management strategies for
hedgers using options contracts but also establish an enriched model for investment using
freight options contracts. This can help in improving the market liquidity of such contracts.
Various risk management strategies concerning freight rates are also presented by observing
the freight futures contracts that can benefit shipowners and charterers in improving their

returns, even in the present slow moving dry bulk market.
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The spillover effects within dry bulk freight rates and the corresponding derivatives contracts
are extended to tanker and commodity markets and their corresponding futures markets in
Chapter 4. An exhaustive list of commodity and freight rate variables utilize various tanker
and dry bulk freight rates and the major maritime commaodities carried by ships, including
crude oil and its derivatives products, coal, iron ore, wheat, corn, soybeans, sugar and
fertilizers, amongst others, along with their corresponding futures contacts, constituting a
total of 65 variables in a multi-factor framework that can help to understand the lead-lag
relationship between the commodity prices and their costs of carriage by ship. This study
contributes to the existing literature in the follow ways: (a) This is the first study to combine
a wide range of dry and liquid commodities and, along with their corresponding freights
rates, to investigate the lead—lag relationship between the commodity and freight markets
which can help investors to understand the price movement of the maritime transportation
sector; (b) The study also considers the spillover effect between the commodity and freight
futures’ contracts which provides a forward-looking curve for the underlying commodity and
freight markets; (c) The study presents the relationship between the liquid energy
commodities such as crude oil and its derivative products and the tanker freight rates which
has not so far been investigated, validating the economic relationship between them. This
research will directly benefit practitioners by extensively demonstrating the price movement
of various commodity prices and freight rates. Examining the price variation and tracing the
leading variables to efficiently anticipate the lagging variables can provide effective risk

management strategies.

The concept of the freight market is the derived demand of the commodity market is
validated in this research — that is, freight rates are observed to lag commodity prices. More
specifically, crude oil and oil product prices can act as a price discovery instrument for tanker
freight rates, whereas iron ore and agricultural products help in anticipating the dry bulk
freight rates. It is also observed that the futures prices lead the underlying commodity or
freight rates, which is in line with the existing literature. Overall, it is observed that crude oil
prices drive the prices of other commodity and freight rates, indicating that energy (as crude
oil is still the major source of energy) prices determine global commodity prices. This
research has economic implication: (a) Macroeconomic implication: its export and import
determines the gross domestic product (GDP) of a country. As transportation cost and

commodity prices are two major factors of export and import, this research can help to
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understand the economic growth of major exporting nations by elucidating their trading
activities. This calls for policy implications to take advantage of any price dynamics
facilitating international trade; (b) Microeconomic implication: commodity houses, charterers
and shipowners who are directly affected by freight and commodity price fluctuations can
take positions in the market to improve their returns. Forwarding agents, ship brokers and
other third-party service providers can also benefit from these findings by taking action to

prepare for future business activities.

The risk management strategy is finally completed in Chapter 5 by providing a freight rate
hedging solution. Hedging freight rate fluctuations through the usage of freight futures
contracts have not been very effective. The hedging performance of both dry bulk and tanker
freight futures has been historically low (Alizadeh et al., 2015a, Kavussanos and Visvikis,
2010). Further, there has been no study investigating the hedging performance of the newly
developed container futures contracts. As there exists a strong information spillover between
the dry bulk, tanker and container freight markets (Tsouknidis, 2016), this study creates a
diversified portfolio of freight rates using a Markowitz (1952) mean-variance portfolio. This
is unique research and the first of its kind to provide a traditional mode of hedging freight
rate volatilities by diversifying freight rate contracts to secure the cash-flow generated
through chartering ships covering the three major internal shipping sectors: dry bulk, tanker
and container freight rates. The freight rate fluctuations of the well-diversified portfolio
(using dry bulk, tanker and container freight rates) are further minimised by the use of a
portfolio of freight futures contracts. This study thus contributes to academic and industry
practice in the following ways: Firstly, it is the first study to investigate the hedging
performance of container futures’ contacts and thereby provide a strategy to hedge the newly
developed freight futures contracts. The results will be useful for container liners, forwarding
agents and charterers who are exposed to container freight rate fluctuations Secondly, the
study provides a traditional mode of hedging freight rate volatilities through diversification.
As some of the traditional shipowners do not have expertise on freight derivatives contracts
to hedge their freight rates’ volatilities, this study provides a model that they can use to
diversify their investments effectively. Thirdly, the approach of hedging the underlying
portfolio of freight rates through the use of a portfolio of future contracts attempts to improve
the hedging performance of such contracts. Understanding the correlation between freight

futures contracts can improvise the hedging strategies that can be developed in future studies.
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The results suggest that, though the container freight futures contracts have developed
recently, their effectiveness is comparable to other matured freight derivatives contracts such
as dry bulk and tanker futures. It is also observed that the traditional hedging through
diversification can help to reduce the freight rate variances by up to 48%. Up to 10% could
further reduce these freight rate fluctuations by financially hedging the well-diversified
portfolio of freight rates. It is also seen that financial hedging with the use of freight futures

contracts outperforms the hedging performance of direct hedging.

Overall, the three empirical chapters in this thesis (Chapters 3-5) can help industry
practitioners to develop better risk management strategies by (a) market anticipation —
spillover information between the markets and (b) hedging freight rate risks — the use of both
traditional hedging techniques through efficient diversification and a financial hedging model

by using freight futures’ contracts.

The remaining of the thesis is structured as follows: Chapter 2 presents a general literature
review on freight derivative markets, information transmission of general futures and options
markets with their corresponding underlying assets, including commodity markets, hedging
performances of general and commodity futures and information spillover of commodity and
freight markets along with their futures contracts. This is followed by the three empirical
chapters that have just been described. Lastly, the thesis is concluded in Chapter 6 by

summarising the results and implications including suggestions for future research work.
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2. General Literature Review

2.1. Introduction

Freight derivatives play a significant role in developing risk management solutions for
international shipping markets. Freight derivatives have not only gained interest amongst
market practitioners such as shipowners, charterers, brokers and banks, but also amongst
academics. This is highlighted by the fact that, despite shipping being one of the most
matured and established industries, freight derivatives are a relatively new and emerging
sector which allows the scope for constant improvement. In February 2008, the total value of
market trade was about 1000 billion USD (Alizadeh, 2013), as compared to the 560 billion
USD trade for the underlying physical freight rate trade.® This indicates that the freight
derivative markets also suffer from market liquidity. This could be attributed due to the lack
of knowledge about this emerging market amongst market practitioners (Kavussanos and
Visvikis, 2006b). This should further encourage academics and researchers to investigate this
sector of the industry, not only to create industry awareness but also to develop extensive and

valuable literature.

The following review offers extensive literature on the freight and commodity derivatives
markets but is by no means exhaustive. This section of the thesis may not be apparently
related to the areas investigated in the empirical Chapters 3-5, as its own literature review
accompanies each empirical chapter. The purpose of this chapter is to offer a contextual
understanding of freight and commodity derivatives, which will allow for a more pleasant

experience for the scholarly reader.

! This includes only the dry-bulk and tanker markets.
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2.2. Development of Freight Derivatives and their Underlying

Assets

The Baltic Exchange was first established in 1744 that later became the first organised
maritime exchange. In 1985, the first index of freight rates was developed, known as the
Baltic Freight Index (BFI), which was a composite index of dry-bulk freight rates comprising
Capesize, Panamax, Supramax and Handysize freight rates. The Baltic Exchange started
trading dry-bulk freight futures contracts known as Baltic International Freight Futures
Exchange (BIFFEX) in 1985, settled against the Baltic Freight Index and cleared at the
International Commodity Clearing House (ICCH), which is presently known as
LCH.Clearnet. This type of futures contracts introduced was successful until 1992 when
Clarksons introduced the over-the-counter (OTC) contracts, known as freight forward
agreements (FFAs). FFAs were successful compared to freight futures contracts, as they were
tailor-made to their users’ requirement. Later, several sub-indexes of dry-bulk freight rates
were introduced to track the sub-market prices more accurately, such as (a) the Baltic
Capesize Index (BCI) introduced in 1999, (b) the Baltic Panamax Index (BPI) introduced in
1998, (c) the Baltic Supramax Index (BSI) introduced in 2005 and (d) the Baltic Handymax
Index (BHMI) introduced in 2000. Details of the present route constituents of those indexes

are presented in Tables 2.1-2.4.

Table 2.1 Baltic Exchange Capesize Index (BCI) Composition, 2017

Route Vessel Size  Cargo Route Description Weight
(dwt) (%)

C8 14 180,000 Iron Ore Gibraltar/Hamburg transatlantic round voyage 25

C9 14 180,000 Iron Ore Continent/Mediterranean trip China—Japan 12.50

C10_14 180,000 Iron Ore China—Japan transpacific round voyage 12.50

Cl4 180,000 Iron Ore China—Brazil round voyage 12.50

C16 180,000 Iron Ore Revised backhaul? 12.50

Source: Baltic Exchange.

2 Delivery Qingdao—Beilun range, 3—-10 days from index date for a trip via Australia or Indonesia or US west coast or South
Africa or Brazil, redelivery UK-Cont-Med within Skaw—Passero range, duration to be adjusted to 65 days. Basis: the Baltic
Capesize vessel.
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Table 2.2 Baltic Exchange Panamax Index (BPI) Composition, 2017

Route Vessel Cargo Route Description Weight
Size (dwt) (%)
P1A 03 74,000 Grain/Ore/Coal  Skaw-Gibraltar transatlantic round voyage 25
P2A 03 74,000 Grain/Ore/Coal ~ Skaw-Gibraltar trip to Taiwan—Japan 25
P3A_03 74,000 Grain/Ore/Coal  Japan-South Korea transpacific round voyage 25
P4 03 74,000 Grain/Ore/Coal  Japan—South Korea trip to Skaw Passero 25
Source: Baltic Exchange.
Table 2.3 Baltic Exchange Supramax Index (BSI) Composition, 2017
Route Vessel Size Route Description Weight
(dwt) (%)
S1B 58 58,328 Canakkale trip via Med or the Black Sea to China—South Korea 5
S1C 58 58,328 US Gulf trip to China—South Japan 5
S2_58 58,328 North China one Australian or Pacific round voyage 20
S3 58 58,328 North China trip to West Africa 15
S4A 58 58,328 US Gulf trip to Skaw—Passero 7.50
S4B 58 58,328 Skaw-Passero trip to US Gulf 10
S5 58 58,328 West Africa trip via east coast South America to north China 5
S8 58 58,328 South China trip via Indonesia to east coast India 15
S9 58 58,328 West Africa trip via east coast South America to Skaw—Passero 7.50
S10 58 58,328 South China trip via Indonesia to south China 10
Source: Baltic Exchange.
Table 2.4 Baltic Exchange Handysize Index (BHSI) Composition, 2017
Route  Vessel Route Description Weight
Size (dwt) (%0)
HS1 28,000 Skaw-Passero trip to Rio de Janeiro—Recalada 12.50
HS2 28,000 Skaw-Passero trip to Boston-Galveston 12.50
HS3 28,000 Rio de Janeiro—Recalada trip to Skaw—Passero 12.50
HS4 28,000 US Gulf trip to Skaw—Passero 12.50
HS5 28,000 South East Asia trip via Australia to Singapore—Japan 25
HS6 28,000 South Korea—Japan trip via North Pacific to Singapore—Japan 25

Source: Baltic Exchange.

After the establishment of sub-indexes, BFI was abolished, and the Baltic Dry Index (BDI)
was started which is the arithmetic average of BCI, BPI, BSI and BHSI. Due to the

development of sub-indexes that reflects the freight rates of four main sizes of bulk carried

individually — that is, for Capesize, Panamax, Supramax and Handysize vessels — the use
BIFFEX with a composite index of dry freight rate (BFI) lost its importance. The BIFFEX
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contracts also had very low hedging performances as the underlying index (BFI) was a
composite index comprising various sizes of dry-bulk vessels instead of sector-specific
(Kavussanos and Nomikos, 2000a; Kavussanos and Nomikos, 2000b). BIFFEX contracts

stopped trading in 2002. Figure 2.1 shows the yearly volume trade of BIFFEX.
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Figure 2.1 Yearly Volume of BIFFEX Contracts (May 1985-April 2002)
Source: Kavussanos and Visvikis (2006b).

The cessation of the BIFFEX contracts in 2002 was followed by the developed of sub-index-
specific FFA contracts. Table 2.5 presents the gradual increase in the volume of FFA trade
since 1992. The total dry-bulk FFA trade was about 1,200,000 contracts in 2016 (Source:
Baltic Exchange)
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Figure 2.2 Yearly Volumes of Dry-Bulk FFA Contracts (January 1992-September 2005)
Source: Kavussanos and Visvikis (2006b).
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Figure 2.3 Yearly Volumes of Dry-Bulk FFA Contracts (Jan 2008 - Oct 2017)
Source: Baltic Exchange

As compared to dry-bulk FFA contracts, tanker FFAs were not initially that popular.. Similar
to the use of BIFFEX for hedging dry-bulk freight rates, the Tanker International Freight
Futures Exchange (TIFFEX) was introduced in 1986 for hedging tanker freight rates, but
ceased in the same year due to lack of liquidity. After the launch of Baltic Dirty Tanker Index
(BDTI) and Baltic Clean Tanker Index (BCTI) in 1998, tanker FFAs again became popular
and started trading. The composition of BDTI and BCTI are presented in Tables 2.5 and 2.6.

Table 2.5 Baltic Dirty Tanker Index (BDTI) composition, 2017

Route Size (MT) Route Description

TD1 280,000 Middle East Gulf-US Gulf

TD2 270,000 Middle East Gulf-Singapore

TD3 265,000 Middle East Gulf-Japan

TD3C 270,000 Middle East Gulf-China

TD6 135,000 The Black Sea—Mediterranean

TD7 80,000 North Sea—Continent

TDS8 80,000 Kuwait-Singapore

TD9 70,000 Caribbean-US Gulf

TD12 55,000 Amsterdam-Rotterdam-Antwerp to US Gulf
TD14 80,000 South East Asia to East Coast Australia
TD15 260,000 West Africa to China

TD17 100,000 Baltic to UK—Continent

TD18 30,000 Baltic to UK—Continent
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TD19 80,000 Cross Mediterranean

TD20 130,000 West Africa to UK—Continent

TD21 50,000 Caribbean to US Gulf

VLCC-TCE 300,000 VLCC TCE (Uses: TD1 & TD3)

Suezmax-TCE 160,000 Suezmax TCE (Uses: TD6 & TD20)

Aframax-TCE 105,000 Aframax TCE (Uses: TD7, TD8, TD9, TD14, TD17 & TD19)

Source: Baltic Exchange.

Route Size (MT) Route Description

TC1 75,000 Middle East Gulf to Japan

TC2 37 37,000 Continent to US Atlantic coast
TCS5 55,000 Middle East Gulf to Japan

TC6 30,000 Algeria to European Mediterranean
TCS8 65,000 Middle East Gulf to UK—Continent
TC9 30,000 Baltic to UK—Continent

TC14 38,000 US Gulf to Continent

TC15 80,000 Med / Far East

TC16 60,000 Amsterdam to offshore Lomé

MR Atlantic Basket MR Atlantic triangulation (Uses: TC2 TCE & TC14 TCE)

Table 2.6 Baltic Clean Tanker Index (BCTI) composition, 2017

Source: Baltic Exchange.

With the development of individual route-specific tanker indexes, the tanker FFA contracts
with route indexes as their underlying assets became popular amongst market practitioners
and has also been the center for research within academics (Dinwoodie and Morris (2003)
and Alizadeh et al. (2015a), amongst others). In 2016, about 250,000 tanker FFA contracts
were traded. Details of the hedging performances of tanker FFAs are presented in a later part

of the chapter.

Following the abolition of the liner conferences in 2008, the rather oligopolistic container
shipping market moved towards a perfect competition environment, exposing liner
companies and shippers to the volatility of container freight rates from demand and supply
interactions. This developed a demand to hedge container freight rate fluctuations using
financial instruments. The Shanghai Shipping Exchange introduced the Shanghai Container
Freight Index (SCFI) to provide indexes for container freight rates on various routes (Table
2.7).
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Table 2.7 Shanghai Container Freight Index (SCFI) composition, 2017

Routes Units Weights
(%)
Shanghai to Europe (Base port) USD/TEU 20.0
Shanghai to Mediterranean (Base port) USD/TEU 10.0
Shanghai to USWC (Base port) USD/FEU 20.0
Shanghai to USEC (Base port) USD/FEU 7.5
Shanghai to Persian Gulf and Red Sea (Dubai) USD/TEU 7.5
Shanghai to Australia/New Zealand (Melbourne) USD/TEU 5.0
Shanghai to East/West Africa (Lagos) USD/TEU 25
Shanghai to South Africa (Durban) USD/TEU 2.5
Shanghai to South America (Santos) USD/TEU 5.0
Shanghai to West Japan (Base port) USD/TEU 5.0
Shanghai to East Japan (Base port) USD/TEU 5.0
Shanghai to Southeast Asia (Singapore) USD/TEU 7.5
Shanghai to Korea (Pusan) USD/TEU 2.5

Source: Shanghai Shipping Exchange.

The container FFA contracts, also known as Container Freight Swap Agreement (CFSA)

contracts, started trading in OTC markets in 2010, through freight derivatives brokers and

were settled against the freight routes of the SCFI. The counterparty (credit) risk was

eliminated by clearing these contracts at SGX AsiaClear in Singapore or LCH.Clearnet in

London.
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2.3. Literature on Shipping Finance and Freight Derivatives

Despite having a very capital-intensive and rich heritage, the academic interest in shipping
finance only developed a few decades ago. So there is less literature here as compared to the
general finance literature, but there exist many unexplored areas related to the shipping
industry that could make a significant contribution to both industry and literature. Koopmans
(1939), Zannetos (1966), Devanney (1973), Hawdon (1978), Norman and Wergelnd (1981),
Beenstock and Vergottis (1989) are some of the first studies to investigate the shipping
freight rate dynamics, price movements and risks associated with shipping freight markets.
More recent studies such as Tvedt (1997) and Kavussanos and Dimitrakopoulos (2007)
investigate the risk associated with shipping markets while Kavussanos and Alizadeh-M
(2002) and Tvedt (2003) examine the freight rate movements and thereby provide a better
understanding of freight rate dynamics. Adland (2003) and Adland and Strandenes (2007)
evidence the presence of a stochastic component in the freight rates while Adland and
Cullinane (2006) suggest non-linear properties for freight rates. Conversely, Bjerksund and
Ekern (1995) and Koekebakker et al. (2006) investigate the mean-reverting properties of
freight rates. Evans (1994) discusses the market efficiency of shipping markets and shows
that shipowners tend to maximise their profitability in the short run, but in the long run, any

excess profit generated in the short term is offset by the losses incurred.

Pascali (2016) investigates the development of globalisation after the industrial revolution in
the 1900s, the evolution of international trade around the seaport cities that were major hubs
of exports and imports. Another study by Greenwood and Hanson (2014) relates the shipping
business cycle to the “boom and bust” macroeconomic cycle. This study also provides an
interesting insight into how the shipping companies have failed to understand or anticipate
the future demand of the shipping sector, due to the endogeneity between the demand and
supply of shipping freights. This failure to understand the shipping business cycle incurred

huge losses for investors.

Following this line, Kalouptsidi (2014) presents the lag time of supply to meet the demand of
the shipping industry due to the timeline for building a ship, which usually takes about two
years. High demand encourages investors to build more ships. During the delivery of the
ship, after a couple of years, the shipping market is oversupplied. This continuous lead-lag
relationship between demand and supply creates a business cycle within the shipping industry
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and surges in market volatilities. There is a significant lead-lag relationship between the
demand and supply for ships due to the time taken to build new vessels; Kavussanos (1997),
Glen (1997), Alizadeh and Nomikos (2003) and Alizadeh and Nomikos (2007) have
developed various strategies to trade with second-hand ships, which can provide a high return

on investment.

Hedging shipping volatiles has attracted the use of derivatives contracts for hedging both
vessel prices and freight rates. Though hedging vessel value fluctuation with the use of
derivatives contracts has failed to attract market interest, derivatives contracts to hedge
freight rate volatilities have become popular. In the recent past, there has been an extensive
literature on freight derivatives, including studies by Chang and Chang (1996), Veenstra and
Franses (1997), Berg-Andreassen (1997), Haigh (2000), Kavussanos and Visvikis (2004b)
and Batchelor et al. (2007) which studies the integration of freight futures contracts with
underlying freight rates to help to understand market price movements. This not only helps in
anticipating the market but also provides interesting risk management strategies for
shipowners and charterers. Hedging performances of freight futures contracts are investigated
by Kavussanos and Nomikos (2000c), Kavussanos and Nomikos (2000b) and Haigh and Holt
(2002). Other studies involving freight derivatives analysis include Tvedt (1998) and
Dinwoodie and Morris (2003). A detailed literature review of freight derivatives and other

related derivative contracts is presented in the following section.
2.4. Relationship between Commodity and Freight Markets

Information transmission between only dry-bulk freight rates and their derivatives contracts
are extended to other freight rates including dirty and clean tankers markets and maritime
commodity markets including oil, agriculture and metal commaodities. Understanding these
inter-market spillover effects can help in improving hedging and risk management strategies.
Inter-market information spillover effects have been widely investigated in stock markets.
Liu and Pan (1997) and Ng (2000) have shown a strong lead-lag relationship between the US
and Far East stock markets. There have also been studies demonstrating a strong
cointegration between crude oil and stock prices (Miller and Ratti, 2009, Arouri et al., 2012)
and. We should note that freight rates are derived demand — that is, the rates are driven by
commodity prices (Friedlaender and Spady, 1980, Oum, 1979) — and understanding the
relationship between the freight and commodity markets can improve the performance of the
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charterers and shipowners who are directly exposed to these markets. Kneafsey (1975) and
Haigh and Holt (1999) investigate the presence of a strong linkage between freight rates and

commodity prices.

Within the commodity markets, significant spillover from the crude oil market to other
commodity markets such as natural gas and agricultural ones, can also be observed (Du et al.,
2011, Ewing et al., 2002, Nazlioglu et al., 2013, Uri, 1996, Du and Mcphail, 2012, Trujillo-
Barrera et al., 2012). Similarly, Hamilton (1996) and Worrell et al. (1997) have investigated
the relationships between crude oil and iron ore prices. Both iron ore and crude oil are two
important macroeconomic parameters in the development of any country. Understanding the
price movements of these two commodities is thus essential not only for the policy markets
but also charterers, shipowners and other investors who deal with the trade and transportation
of these commodities. Further, the derivative products of crude oil, like heating oil and Brent
oil prices, move very closely with crude oil prices, as investigated by Shafiee and Topal
(2009). Despite oil and gas is one of the major sectors of investment and subject to high
volatility, there has been only limited research in this area. Borenstein et al. (1997), Balke et
al. (1998) and Chen et al. (2005) are some of the studies to investigate the spillover
relationship between the crude oil and gasoline markets. The results suggest that the gasoline

market is driven by the crude oil market.

The freight rates for various sectors of shipping, such as dry-bulk and tankers, are also
strongly interlinked. Drobetz et al. (2012) and Tsouknidis (2016) suggest a strong
information transmission between the dry-bulk and tanker markets. There also exist strong
information spillover between the Capesize and Panamax markets, which are the two major
sub-sectors within the dry-bulk market (Chen et al., 2010). There has been no research so far
investigating the lead-lag relationships within various sub-sectors of the tanker and dry-bulk
shipping taken together — that is, dirty and clean tanker freight rates along with Capesize,
Panamax, Supramax and Handysize freight rates in a single framework, as is provided in this
study. This study includes the information spillover between commodity and freight markets
including their futures contracts to provide a broader analysis of price movements for

commodity and freight markets.
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2.5. Lead-Lag Relationship between Freight Rates and Freight

Derivatives

Financial derivatives such as futures and options contracts have a wide range of uses. One of
the major uses of derivatives contracts is that they encounter less market friction, such as
lower administrative and brokering costs, they are easier to trade without investing huge
liquid cash reserves and offer high leverage, which enables futures and options to re-adjust to
new market information faster than underlying spot prices. Further, as futures contracts can
easily be re-positioned, new market information generates a high volume of trade not only to
adjust to the new market prices, causing a surge in market volatility. Chan (1992), Bollerslev
(1987), Shyy et al. (1996) and Min and Najand (1999), amongst others, have carefully
investigated the spillover of returns and volatilities from stock futures to underlying stock
prices and indexes. Kang et al. (2013), Li et al. (2014), Antonakakis et al. (2015) and Fan et
al. (2017), are some recent studies of lead-lag relationships between stocks and
corresponding futures markets. The results indicate that futures prices are good leading
indicators of both prices and volatilities for the underlying stock indexes that are due to the

presence of lower market friction in futures markets.

Similar to the studies on general finance derivatives markets, there exist extensive
investigations of commodity and freight prices and their corresponding futures contracts.
Trujillo-Barrera et al. (2012), Du et al. (2011), Kang et al. (2013), Gardebroek and
Hernandez (2013), Wu et al. (2011), Teterin et al. (2016) are some of the recent
investigations into the spillover effect between agriculture (such as corn and wheat) and
energy (such crude oil and ethanol) prices and their corresponding futures contracts. Similar
studies are also well evidenced in freight markets. Frino et al. (2000), Kavussanos and
Visvikis (2004b), Kavussanos et al. (2004), Batchelor et al. (2007) and Li et al. (2014) and
are some of the studies investigating the lead-lag relationships between freight rates and their

corresponding freight futures markets.3

The derivative markets seem able in general to absorb new market information faster and
spill over the information to the underlying physical market due to their lower market

friction. This, however, is not extensive and there are exceptions. Manaster and Rendleman

3 Freight futures contracts are commonly known as freight forward contracts or freight forward agreements (FFAs) as most
of the contracts are traded in OTC markets and are cleared at various clearing houses such as LCH.Clearnet. For ease of
exposition, FFA contracts are called freight futures contracts in the thesis.
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(1982), Bhattacharya (1987), Anthony (1988) suggest that options prices lead and help to
anticipate stock prices, whereas Stephan and Whaley (1990), Chiang and Fong (2001),
amongst others, have observed that derivatives contracts lag the underlying stock prices. This

can be attributed to the higher market friction in derivatives markets due to market illiquidity.

Studies are investigating the lead-lag relationship between freight futures and underlying
freight rates, but to the best of our knowledge, there have been no studies investigating the
information transmission between freight options and physical freight rates. This study fills
this gap in the freight market, investigating the information transmission between freight
futures and freight options markets along with the underlying physical freight markets in a

tri-variant framework.
2.6. Hedging Freight Rate Volatilities

Hedging volatilities using various traditional and financial models have been widely
investigated in the literature. The traditional hedging of various exposures utilises
diversification of assets. The first theoretical model to hedge stock fluctuations by
diversifying assets is presented in Markowitz (1952), utilizing the variances, covariances, and
correlations between the assets. This had provided a benchmark model for asset allocation
and risk management techniques. Later, Johnson (1960) and Stein (1961) employed
Markowitz (1952) model on two risk assets (one being the physical spot price and the other
the futures prices of the underlying asset) to reduce the variance of the underlying asset
returns. Ederington (1979) utilised the same framework to understand the hedging
performance of US T-bill futures for reducing the variances in the T-bill returns.
Subsequently, Franckle (1980), Figlewski (1984), Figlewski (1985) and Lindahl (1992),
amongst others, investigated the hedging performance of futures’ contracts by estimating the
optimal weights of such contracts needed against the unit weight of the underlying asset to
minimise the variance of the underlying asset returns. The weight of futures contracts at
which the unit weight of the underlying asset generates minimum variance is termed a
minimum variance hedge ratio (MVHR). Later, with the development of the time-varying
generalised autoregressive condition heteroskedasticity (GARCH) models, the time-varying
optimal hedge ratio has been calculated instead of the constant hedge ratio. Baillie and Myers
(1991), Myers (1991), Park and Switzer (1995a) and Yeh and Gannon (2000), amongst
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others, have investigated the hedging performance of futures contracts in reducing the

variance of spot price returns using a bi-variant GARCH model.

Both constant and time-varying hedge ratios are prominent in the shipping literature for
hedging freight rate fluctuations using freight futures contracts. Thuong and Visscher (1990),
Haigh and Bryant (2000), Haigh and Holt (2000), Kavussanos and Nomikos (2000a),
Kavussanos and Nomikos (2000b), Kavussanos and Nomikos (2000c), Haigh and Holt
(2002), Kavussanos and Visvikis (2010) and Prokopczuk (2011), Kavussanos and Visvikis
(2010) amongst others, are some of the extensive list of studies conducted to estimate the
hedging performance of the futures contracts in the dry-bulk and tanker markets. Xian-Ling
(2012), Alnes and Marheim (2013) and Alizadeh et al. (2015a) are some of the more recent
studies which have investigated the hedging performances of both dry-bulk and tanker freight
futures contracts. The results indicate that the hedging performances of freight futures
contracts have been constantly low, which is mainly attributed to low market liquidity and the
fact that the futures contracts fail to reflect underlying freight rates efficiently. No studies
have so far been conducted to investigate the hedging performance of the newly developed

container futures contracts.

This study aims to provide a holistic risk management strategy to minimise freight rate
fluctuations. It utilises both traditional hedging strategy through diversification of freight
rates and financial hedging strategies through the use of freight derivative contracts. The
portfolio of freight rates constructed utilises the Markowitz (1952) mean-variance efficient
frontier framework. Though similar attempts were made in the literature (Koseoglu and
Karagulle, 2013, Andriosopoulos et al., 2013), none of the studies includes container freight
rates in the construction of the portfolio. As the container market is one of the most important
shipping sectors other than the dry-bulk and tanker markets, the inclusion of container freight
rates in the construction of the portfolio adds value to the diversification. The study also
utilises a portfolio of futures contracts in addition to well-diversified physical freight rates in
order to further minimise freight rate volatilities and thereby improve the hedging
performance of the freight futures’ contracts. This study provides interesting insights not only
for traditional shipowners who rely on traditional diversification and well-informed
shipowners (about the freight derivatives markets) who utilize financial derivatives contracts

to hedge their exposures but makes a strong contribution to the literature by providing a
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benchmark beyond which researchers can attempt to improve the hedging performance of

low-performing freight futures contracts.
2.7. Concluding Remarks

Information spillover has gained in academic interest as understanding the price movements
of related markets can help anticipate the price dynamics of the investing market. Freight
futures and options contracts are used to forecast the returns and volatilities of dry bulk
shipping freight rates. Further, as the transportation sector is not orthogonal to the commodity
markets, the study has been extended to investigate the lead-lag relationship between
commodity and freight markets. This study includes both the dry- and wet-bulk commodities
and their corresponding freight rates. To provide holistic information about the price
dynamics of commodity and freight markets, their respective futures contracts are also
included in the analysis, as futures markets can anticipate the underlying physical market.
The study concludes by providing a complete risk management solution for shipowners and
charterers by hedging: (a) with the traditional mode by diversifying the portfolio of freight
rates and (b) with the use of a group of derivatives contracts to improve the variance

reduction.

This literature review aims to provide a general background to the academic studies in the
areas of ocean freight and freight derivatives markets along with commodity markets to help
the readers’ understanding. It also highlights the current research gaps which are of interest
for risk managers, shipowners, charterers and academics, amongst others. This extensive
review highlights the major studies in the area and demonstrates some of the research gaps.
An exhaustive detail of the literature review specific to each area of research is presented in

each of the empirical Chapters 3-5.
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3. Tracing Lead-lag Relationships between Commodities
and Freight: A Multi-factor Model Approach

3.1. Introduction

Globalization and integration between markets have developed attention when examining
information transmission in different markets, to understand the price movement of the
slower-moving market by observing the reactive one (Prasad et al., 2005). It has been shown
(Hummels, 2007) that globalisation facilitates international trade and reduces transportation
costs, but also provides instant information about global market commodity prices (Bina and
Vo, 2007). The spillover effect between commodity prices and cost of international trade has
received considerable attention (Kavussanos et al., 2014), since the latter, in the form of
maritime of freight rates, is derived (Friedlaender and Spady, 1980) by the former,
establishing also a strong linkage between the corresponding markets (i.e. commodity and
freight).

Unlike financial products, real commodities are physically distributed to the customers;
hence transportation costs are induced. The latter is integrated within commodity prices*, and
since we will be focusing on commaodities transported by ships over large distances, it can be
safely assumed that freight rates are a major component of transportation costs. Furthermore,
the surge and decline of the demand of commodities not only increases and decreases
commodity prices, but also imbalances their transportation demand-supply equilibrium:
Adam Smith stated that its geographical location and international trade drive the growth of
any nation, particularly it closeness towards the sea-coast (or navigable rivers) as ocean
freight rates are significantly lower compared to land transportation cost, which facilitates
trading activities. Along with this line, Radelet and Sachs (1998) observed that countries with
higher transportation costs encounter higher commodity prices for importing nations and

lower profit margin for exporting nations. Traditionally, freight rates are considered to be a

4 Other main factors affecting commodity prices include (i) production cost: this cost constitute of capital cost for land and
equipment which are used for production, operational costs including labour cost (and for agricultural commodities seeds,
fertilizers pesticides, etc.); (ii) Storage cost: this mainly includes two types of costs — physical storage cost which is the cost
of the warehouse and other equipment necessary to preserve the commodities in good condition and secondly the financial
storage cost which is the opportunity lost by the investors for investing and storing the particular commodity including the
forward computing prices; (iii) seasonality risks: this includes weather and climatic risks operational risks and other political
factors (iv) economic factor — supply and demand is one of the major factor affecting the price of the commaodities. As the
demand of the commaodity drops relative to the supply, the commaodity price decreases and vice-versa.
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derived demand function (Friedlaender and Spady, 1980, Zlatoper and Austrian, 1989),
where freight prices are derived from the commodity prices. Notwithstanding, the
relationship between freight rates and commodity price has been assessed as exogenous,
creating a bi-directional information flow between the two markets (Yu et al. (2007),
Kavussanos et al. (2014). Therefore, investigation of the spillover effect between commodity
and freight markets can provide valuable insight to anticipate the price movement of the

corresponding markets.

Information transmission within financial markets has been extensively investigated. Eun and
Shim (1989), Cheung and Mak (1992), Hanson et al. (1993) and Laughlin et al. (2014),
amongst others, have investigated information spillovers between the major stock markets
around the world. There are relatively fewer studies investing the lead-lag relationships
within commodity markets. Du et al. (2011), Du and Mcphail (2012), Ji and Fan (2012) and
Nazlioglu et al. (2013) are some recent studies investigating the information transmissions
between oil and agricultural commodities. Similar to the spillover between oil prices and
agriculture commodity prices, there is not a single piece of research investigating the
interaction between oil and metal (such as iron ore) prices. As oil prices constitute some 70%
of the transportation costs driving the price movement of all commodities (Litman, 2009),
investigating the interaction between metal and oil prices is crucial. Further, both oil and iron
ore prices drive the economy of countries (Hamilton, 1996, Worrell et al., 1997), so
understanding the interaction of metal prices with oil prices can help not only commodity
houses, charterers and construction companies, but also government policy-makers to
regulate the commaodity prices that facilitate the economic growth of a country. Crude oil and
its derivative products such as heating oil and Brent oil and other fossil fuels, including
natural gas, are the sources of world energy supply (Shafiee and Topal, 2009). Despite the
importance of crude and its products (comprising Brent and heating oil), there have been very
few studies investigating the price movement between crude oil and the other products.
Borenstein et al. (1997), Balke et al. (1998) and Chen et al. (2005) are some of the studies
which have examined the lead-lag relationship between crude oil and its derivative products,

and results indicate that crude oil prices affect its derived product prices.

As transportation is the derived demand for the commodities, freight rates are strongly driven
by commaodity prices. As commodity prices increase (decrease), the demand for commaodities

decreases (increases), resulting in the decrease (increase) in demand for transportation. As the
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demand for the transportation decreases (increases), the transportation costs decrease
(increase). So, freight rates are lagged and inversely related to commodity prices. Although
the integration of commodity and freight rates are presented economically, there exist limited
empirical investigations establishing their spillover relationships. Zheng and Lan (2016)
suggest that the price changes in the crude oil markets have an impact on the freight rates of
Very Large Crude Carriers (VLCCs), Suezmax and Aframax tankers amongst others.
Poulakidas and Joutz (2009), Shi et al. (2013), (Sun et al. (2014) and Yang et al. (2015) are
other studies which have investigated the significant impact of the crude oil market on tanker
freight rates. It has also been observed that there exist bidirectional information flows
between agriculture prices and dry-bulk freight rates, but a stronger impact of agricultural
prices on freight rates, as investigated by Haigh and Bryant (2000) and Tsioumas and
Papadimitriou (2016). Roehner (1996), Chen et al. (2005) and Yu et al. (2007) provide a
study of the integration between dry-bulk freight rates and dry-bulk commodity prices.
Kavussanos et al. (2010) and Kavussanos et al. (2014) present information on transmission
between the dry-bulk commodity futures and dry-bulk freight rate futures, finding a stronger
information flow from the former to the latter market. As the oil markets drive global GDP
(Cooper, 2003), the forward-looking nature of the futures’ contracts of crude oil and other oil
products can act as a better leading indicator for tanker freight rates and tanker freight futures
contracts. There has been no research investigating the spillovers between oil futures (which
include crude oil and product oil futures) and their corresponding tanker freight futures. This
study will act as a benchmark to help understand the price dynamics of oil markets and tanker

freight rates, along with their corresponding futures contracts.

Transportation costs are an integral part of commodity prices. As the economic growth of
countries drives the export and import of commodities, the transportation costs of various
commodities are highly cointegrated. Drobetz et al. (2012) and Tsouknidis (2016) have
investigated the relationship between the tanker and dry-bulk freight rates. Chen et al. (2010)
have studied the interaction of freight rates within the dry-bulk sector — that is, information
transmission between Capesize and Panamax Freight rates. To the best of our knowledge,
there has been no research investigating spillover effects within the sub-sector of tramp
shipping — that is, the information transmission between dirty and clear tanker freight rates,
and Capesize, Panamax, Supramax and Handysize freight rates have not been covered in the

earlier literature which is examined in this study.
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This study contributes to the existing literature in four ways: firstly, it investigates the
spillover effect between (a) crude oil and other products, (b) metal and (c) agricultural
commodities in a single framework which has not previously been attempted; secondly, to
the best of our knowledge, it is the first paper to investigate the information transmission
between three major sectors of shipping (a) dry-bulk and (b) tanker freight rates and their
respective sub-sector; thirdly, it presents an extensive spillover between commodity prices
(including various dry-bulk and liquid-bulk commodities) and their corresponding freight
rates, which have so far not been investigated in literature; fourthly, the spillover effects of
futures’ contracts associated with commodity prices and freight rates are documented, which
can act as a leading indicator in aiding decision-making for charterers, commodity houses

and shipowners.

The remainder of this chapter is organised in the following way: Section 4.2 presents the data
and methodology along with some theoretical considerations used in the analysis. The
empirical results of the lead-lag relationships between commodity prices and freight rates,
along with their corresponding futures prices, are presented in section 4.3. Section 4.4

discusses the implications of the findings, and the chapter is concluded in Section 4.5.
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3.2. Dataset and Methodology

3.2.1. Dataset

The analysis is conducted to test the presence of lead-lag relationships between commodity
and transportation (freight) costs. The commodity prices depend on various macroeconomic
factors such as GDP and industrial production (Deaton, 1999). For example, if the
construction and manufacturing sectors are growing in a nation, the demand for raw materials
such as iron ore and steel will increase, along with the demand for fuel such as crude oil,
Brent oil, etc. Similarly, if a nation’s economy is becoming stable, the government starts to
invest more in agricultural imports and consumption for its citizen (Fan et al., 2000). As the
macroeconomic factors can affect any types of commodities such as energy, metal and ore
and agricultural products, in this study we have used a wide range of commodities for
analysis along, with their corresponding freight rates. Crude oil, Brent oil, heating oil, natural
gas and coal prices are used, which represent energy commodities; wheat, soya beans, corn,
sugar, rice barley, rice, canola, urea, diammonium phosphate (DAP) and ammonia represent
agricultural commodities; iron ore, scrap VLCC, scrap Panamax/Capesize and copper
represent metal commodities. Their corresponding near-month and second near-month
futures’ contracts are also used in the analysis. The commodity prices and their futures
contracts are obtained through Bloomberg and Thomson Reuter’s DataStream. The Baltic
Capesize Index Time Charter Equivalent (BCI-TCE), Baltic Panamax Index Time Charter
Equivalent (BPI-TCE), Baltic Supramax Index Time Charter Equivalent (BSI-TCE), Baltic
Handysize Index (BHSI) and Baltic Dry Index (BDI) are used to represent dry-bulk freight
rates, and the Baltic Dirty Tanker Index (BDTI) and Middle East to Far East VLCC freight
rates (using by TD3-WorldScale unit and TD3$-US$/mt) represent freight markets for
carrying crude oil and the Baltic Clean Tanker Index (BCTI) and Europe to US East Coast
MR tankers of 37,000 MT (using TC2_37-WorldScale unit and TC2$-US$/mt) represent
freight rates for the derivatives products of crude oil. The near-month and second near-month
futures contracts of the corresponding freight rates are also used in the analysis. The freight
rates and their futures’ contracts are obtained from the Baltic Exchange.® These form a total
of 65 variables used in the analysis. The analysis is conducted over daily, weekly and
monthly frequencies ranging from October 2010 until February 2017 with a total of 1579,

5 The futures contracts for freight rates are called forward contracts, the trades are conducted in over-the-counter (OTC)
markets and are documented in the Baltic Exchange for regulatory purposes. We use the term “freight futures” instead of
“freight forward” for simplicity for readers without a shipping background.
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327 and 77 observations, respectively.® The period from 2010 to 2017 is used because of the
availability of the data for most of the variables during this period. As the prices of most of
the commodity and freight rates are not available before 2010 and to avoid exclusion of the

important variables, we have not used only a sample size between 2010 to 2017.
3.2.2. Methodology

A dynamic multi-factor model is used for the analysis. A multi-factor model is a financial
model that engages multiple factors to explain market phenomena and equilibrium asset
prices. The reference variable is used as an indicator that is developed from the various
macroeconomic common components using factor models. This measure utilises the panel
regression approach to derive the relationship between the list of variables in the panel series,
with the reference variable acting as a microeconomic indicator with distinct information
content. Similar macroeconomic indicators have been developed by Forni et al. (2000),
Altissimo et al. (2001), Nguiffo-Boyom (2008), Al-Hassan (2009) and Angelopoulos (2017),

amongst others.

The use of factor models for exploring the lead-lag relationships between variables can be
traced back to Sargent and Sims (1977) and Quah and Sargent (1993). Subsequently, Stock
and Watson (2002) developed the approximate dynamic factor model, and Forni et al. (2000)
developed the generalised dynamic factor model, which extends the static factor model and
its application to macroeconomic variables. The model has been enhanced and developed by
Forni et al. (2005), Kapetanios and Marcellino (2009) and Doz et al. (2011), using one-sided
filtering, state—space models and Kalman filtering processes, respectively. Stock and Watson
(2011) present an extensive analysis of various dynamic factor models. Den Reijer (2005),
Banerjee and Marcellino (2006), Nieuwenhuyze (2006), Carriero and Marcellino (2007) and
Nguiffo-Boyom (2008), amongst others, have explored the impact of dynamic factor models
on the GDP of various countries. Tracing the macroeconomic data and forecasting the
variables have been well evidenced (Darracq Pariés and Maurin, 2008, Guichard and
Rusticelli, 2011, Perevalov and Maier, 2010)).

In this study, we have used the one-sided generalised dynamic factor model (GDFM) of Forni

et al. (2005). An individual variable can easily be segregated into leading, concurrent and

6 VLCC scrap and Panamax/Capesize Scrap data is only available at a monthly frequency. Urea, DAP and ammonia data are
available for only monthly and weekly frequencies. So, the weekly and daily observations constitute 63 and 60 variables,
respectively.
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lagging variables concerning the reference variable using GDFM. GDFM generates two
mutually orthogonal components of the variables (a) The common component — this is a
linear component of all the factors shared by the variables in the series with different degrees
of commonality; (b) the idiosyncratic component — this constitutes the variable specific
factors, measurement errors and disturbances. Tracing a lead-lag relationship using GDFM is
conducted in two steps: firstly, the common and idiosyncratic components are calculated
using a spectral density matrix and autocovariance; secondly, the maximisation of the
contemporaneous covariances is included in the common factors through linear combination

as follows:

A panel series of N variable and number of observations t (where t=1, 2, ...T) is defined as
Xy¢- The sum of the common component () and the idiosyncratic component (&) is
denoted by X,. Alternatively, X, = y(F;) + &;, where F; is the lag operator for q >> N
common factors and. The forecasting ability of X; decreases from t to T as y(F;) is the two-
sided filter of X,. This is avoided by applying the spectral density matrix of the frequency
domain, dynamic principal component analysis (PCA) and inverse Fourier transform of the
time domain, as developed by Forni et al. (2005). The covariance matrices for the
idiosyncratic and the common components are used to calculate the lead—lag relationships
between the variables by observing the spectral density matrices and are smoothed over M
frequencies through generalized principal components. Lastly, the static factors presented
orthogonally state the common components. The static factors represent the contemporaneous
linear combinations of X, with the lowest ratio of idiosyncratic and common variance. This
presents the degree of heterogeneity with respect to the impulse response on each common
factor. The variance of the common component explains the extent of the variance through
using GDFM.

The equation is presented as follows:
FI’\IIWt = E[XNt(XNt—k)T] 1)

where the number of lags is represented by k, and the transpose by (.)T; F,f,ft denotes the

variance of the common factor (y,), and Fﬁt denotes the variance of the idiosyncratic

component (&;) of X,.; The total variance of the panel is represented by I'y,.

The autocovariance matrices of order k (-k, ...., 0, ...., k) are presented as follows:
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Tie = (T = k)7 Xl prr Xwe Kwe)™ 2

The Fourier transform used to estimate the spectral density matrix over Bartell-lag windows

k . .
(Wk = L) is estimated as follows:
M+1

YN (6s) = Lo wiTiyye 0k 3)
where 8 = ——, §=-M, -M+1, ..., 0, I, ...., M and M=M(T).

Dynamic PCA is applied to decompose Y% (6,) into Z%T(Hs) and Zi,T(HS) by estimating the

value of matrices 7' utilizing the first g dynamic factors as follows:

* 4
27 = A5, (O)phy + -+ Ay (0)(phy) P “)

where A,T\,q(e) and p}\}q represents the largest eigenvalue and the largest eigenvector of '

respectively; (.)* denotes the conjugate transpose.

The calculation of an optimal number of g and M is presented in the latter part of the text.

The inverse Fourier transformation is estimated as follows:
LY =@M+ 1) 3, T (6,)e sk (5)

If the variance of y, at M = 0 (FjiT = I, — %", where je[1,2,...,7]), the variance of the

idiosyncratic factors is the residual variance for each static factor r similar to Forni et al.
(2005), which used a range of 6 to 15 static factors. Lastly, the generalized principle

components (K4") are calculated as the product of I'{; and Zy(ZDTTLRZE) M (ZR)T, where
Zy is denoted as the generalized eigenvectors matrix of 1“])5T and I“JiT K™ is used to estimate

the common factors as follows:
NT _ N Th
XiT+hT = Zj=1‘ KN,ijij (6)

where the number forecasting period is denoted as h.
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3.3. Empirical Results

Using a multi-factor model and by understanding the economic relationships between the 65
variables of various commodities, freight rates and their corresponding futures prices, we can
create various categories of variables which have not only economic significances but also
generate strong lead-lag relationships. Though the lead-lag relationships of commodity prices
(energy and agricultural) and freight rates (transportation costs of the commodities), and their
corresponding futures, have been investigated in the earlier literature, many of the
interactions between commodity prices and freight rates have not investigated. The spectral
coherence between the variables for monthly, weekly and daily frequencies are presented in
Table 0.1, Table 0.2 and Table 0.3, respectively, in the Appendix. The lead-lag relationships
of the variables are estimated with reference to the following variables: (a) Baltic Dry Index
(BDI), (b) Middle East to far East dirty tanker route (TD3 route), (c) North West Europe to
US East Coast clean tanker route (TC2 route), (d) Second near-month Panamax Futures, (e)
Crude oil and (f) Corn prices. Their economic significance decides the reference variables —
that is, variables that can economically affect a wide range of variables and hence can be used
as a reference. The results are presented in Table 0.4 to Table 0.9 in the Appendix. The lead-
lag relationship presented in Table 0.4 to Table 0.9 is rearranged to form groups to find the
lead-lag relationship within groups with economic importance. Each rearranged table is
presented with the results. The commonalities of the variables are presented in Table 0.10 in

the Appendix.

The variables are categorised based on economic significances as follows: (a) commodities,
(b) freight rates, (c) commodities vs freight rates. The categories are sub-categorised in dry-
bulk and tanker (liquid-bulk) sectors to gain a better understanding of the information
spillover between the variables. The lead-lag relationships between the variables in each

category are presented as follows:
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Spillover effects within commodities: To gain a better understanding of lead-lag relationships

of commodity markets, the results are rearranged and presented in Table 3.1.

Table 3.1 Commodity Lead-lag Relationships — Reference with Crude Qil

Monthly Dataset Weekly Dataset Daily Dataset

No. of Factors —4 | Cycl. | No. of Factors—4 | Cycl. | No. of Factors—4 | Cycl.
Crude 0.0 0.0 0.0 0.0 0.0 0.0
Brent -0.7 0.0 0.2 0.0 -0.1 0.0
Heating oil -0.8 0.0 -5.8 0.0 2.2 0.0
Natural gas 16.1 0.0 -4.7 0.0 5.4 0.0
Coal -4.5 0.0 2.5 0.0 -0.5 0.0
Wheat 11.7 3.1 -5.2 3.1 -4.3 3.1
Soybeans -14.3 0.0 -2.8 0.0 2.2 0.0
Corn -12.9 0.0 -3.0 3.1 -3.2 3.1
Iron ore -6.9 0.0 2.2 0.0 2.1 0.0
Copper 0.3 0.0 -1.5 0.0 0.2 0.0
Sugar 4.7 0.0 -1.8 0.0 1.2 0.0
Rice -15.9 0.0 2.7 0.0 2.1 0.0
Barley -14.6 0.0 -5.7 0.0 -0.9 3.1
Canola 11.8 3.1 10.6 3.1 -4.2 3.1
Urea 0.3 0.0 15.9 3.1
DAP 12.5 3.1 10.9 3.1
Ammonia -5.8 0.0 16.7 3.1
Scrap VLCC -24 0.0
Scrap Cape/Pana -1.7 0.0

Note: Under No. of Factors — 4 columns, the numbers specified lead-lag relationships w.r.t. the reference variable. As crude
oil is considered as the reference variable in this table, Crude oil variable is not leading/lagging from itself, and hence is
represented as zero. The variable with positive (negative) parameters leads (lags) the reference variable. In the Cycl. column,
the parameters representing 0.0 are in phase with the reference variable (i.e. crude oil prices in this case), whereas 3.1
corresponds to counter-cyclic variables, which means that, with an increase in the reference variable, the counter-cyclic
variables decreases, and vice-versa.

As observed in Table 3.1, agriculture commodities and metal (including ores) lag energy
commodity prices. With reference to the crude oil market, agriculture commodities have a
maximum lag up to 15.9 periods for rice and metal commodities have a maximum lag of up
t0 6.9 periods for iron ore markets in monthly analysis. Overall, the results of the analysis for
all three frequencies (daily, weekly and monthly) indicate that crude oil prices lead
commodity markets, followed by other energy derivative products (such as Brent oil, heating
oil and natural gas), metals and ores (such as iron ore, VLCC scrap and Panamax Scrap) and
lastly by the agriculture commodities (which include sugar, corn, soybeans, barley, rice,

wheat and canola oil along with the chemicals used for fertilizer, such as urea and ammonia).
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The lead-lag relationships amongst commodity futures markets are rearranged in Table 3.2
w.r.t. crude oil prices as a reference variable. Similar to the spot market, it can also be
observed that energy markets absorb the new information, followed by metal prices (iron ore
and scrap iron) and agriculture markets.” Unlike the commodity spot market, the results for
commodity futures markets are consistent for weekly frequency analysis, where the
agricultural commodities generate a maximum lag of up to 9.5 (for near-month canola

futures) and up to 3.0 for second near-month iron ore futures.

Table 3.2 Commodity Futures Lead-lag Relationships: Reference with Crude Oil

Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors — No. of Factors —
No. of Factors—4 | Cycl. | 4 Cycl. | 4 Cycl.
CME_Crude_F1 0.1 0.0 0.0 0.0 0.0 0.0
ICE_Brent_F1 -0.5 0.0 0.3 0.0 0.0 0.0
CME_Heating_F1 -0.4 0.0 0.0 0.0 0.0 0.0
CME_Natural_gas_F1 16.8 0.0 -1.7 0.0 11 0.0
ICE_Natural_Gas_F2 -7.9 0.0 2.8 0.0 -0.1 0.0
ICE_Coal_F1 -4.5 0.0 3.7 0.0 -0.6 0.0
ICE_Coal_F2 -4.9 0.0 3.8 0.0 -0.7 0.0
CME_Wheat F1 12.9 3.1 -6.3 3.1 -3.7 3.1
CME_Wheat F2 12.8 3.1 -6.0 3.1 3.6 0.0
CME_Soybeans_F1 -14.7 0.0 -3.5 0.0 2.1 0.0
CME_Soybeans_F2 -14.8 0.0 -2.2 0.0 2.1 0.0
CME_Corn_F1 -13.4 0.0 4.4 0.0 3.1 0.0
CME_Corn_F2 -13.0 0.0 -4.1 3.1 3.2 0.0
CME_lIron_F1 2.4 0.0 -2.9 0.0 -1.2 0.0
CME_lron_F2 2.8 0.0 -3.0 0.0 -25 0.0
Copper_F3 0.2 0.0 -1.4 0.0 0.2 0.0
Sugar_F1 5.2 0.0 -1.6 0.0 1.2 0.0
Sugar_F2 4.8 0.0 -1.9 0.0 1.2 0.0
Rice F1 -16.4 0.0 -3.1 3.1 2.1 0.0
Rice F2 -16.1 0.0 -3.6 3.1 2.1 0.0
Barley F1 4.5 0.0 -8.3 0.0 3.8 0.0
Barley_F2 3.1 0.0 -6.6 0.0 15 0.0
Canola_F1 13.1 3.1 -9.5 0.0 3.8 0.0
Canola_F2 12.3 3.1 -6.3 0.0 3.4 0.0

Note: The details of the parameters are denoted in Table 3.1

The economic growth of countries has a strong impact on oil prices (Lardic and Mignon,
2006, Jiménez-Rodriguez* and Sanchez, 2005, Lardic and Mignon, 2008). As a country’s
GDP grows, there is a huge demand for energy for transportation and construction, which

increases oil prices. This is followed by a high demand for raw materials such as iron, steel

7 Futures’ prices for chemical (urea and ammonia) and scrap iron (VLCC and Panamax) are not available. Hence the
spillover of only spot prices for chemicals (fertilizers) and scrap iron is investigated
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and iron ore for construction, which leads to the increase in iron and iron ore prices observed
in this analysis. Metal prices such as iron ore and steel prices increase with an increase in
crude oil and its derivative product prices, also observed in our analysis. Further, oil prices
form the major component of cost of transportation (70% of maritime transportation
comprises fuel costs) and production of agro-based commodities and other utility products
such as agriculture fertilisers increases, reflected in their corresponding prices (Hanson et al.,
1993). The increase in crude oil prices is thus followed by an increase in fertiliser prices and
agricultural commodity prices, as observed by Du and Mcphail (2012) and Nazlioglu et al.
(2013).

Overall, it can be observed that crude oil and other oil product prices lead general commodity
prices, followed by iron (along with ore) prices, chemicals (fertilisers) and lastly agriculture-
based commodities. Similarly, a lead-lag relationship can be observed for their corresponding
futures prices — that is, crude oil and their derivative products such as Brent and heating oil
futures prices lead iron ore futures, followed by sugar, corn, soybeans, barley, rice, wheat,

and canola (edible oil) futures.

Lead-lag relationships within the oil and natural gas markets: Energy (oil and natural gas)
commodities are one of the major driving forces in the price fluctuation which has been
observed above. Within energy commaodities (from Table 3.1), it can be observed that crude
oil derivative products such as Brent and heating oil prices follow crude oil prices, as
observed by Borenstein et al. (1997). One of the potential reasons is that with an increase (or
decrease) in crude oil prices, the cost of producing heating oil, gasoline and Brent oil also
increases (or decreases), with is reflected in their corresponding prices. It can also be
observed that natural gas prices affect crude oil prices, unlike other refined oil products. Its
prices are mainly affected by demand and supply. As natural gas is mainly used in the US for
heating and extraction of electricity, weather conditions play a vital role in driving natural gas
prices. Since natural gas is derived during the extraction of crude oil from the oil fields, its
prices are not directly related to crude oil prices.® Overall, natural gas prices lead crude oil
prices, followed by Brent oil prices and heating oil prices. The similar observation can also

be made for their corresponding futures prices.

8 Crude oil prices affect natural gas partially only because for shipping natural gases through ships, the crude oil derivative
product (bunker oil) is still primarily used as fuel oil. A surge in crude oil prices increases bunker oil prices and hence the
transportation of natural gas becomes expensive, increasing the price of natural gas for the end user.
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Table 3.3 Freight Rates Lead-lag Relationship: Dry-bulk vs Tanker Markets

Reference variable: Baltic Dry Index (BDI)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors —
No. of Factors —4 | Cycl. | No. of Factors—4 | Cycl. | 4 Cycl.
BCI_TCE 0.8 0.0 0.5 0.0 0.6 0.0
BPI_TCE 0.0 0.0 0.8 0.0 -1.5 0.0
BSI_TCE -1.0 0.0 -1.8 0.0 -11.1 0.0
TC2% -8.0 3.1 -15.4 3.1 -4.5 3.1
TD3$ -16.0 3.1 4.4 3.1 -3.6 0.0
BHSI -5.2 3.1 -12.8 3.1 -4.7 3.1
BDTI -13.5 3.1 3.6 0.0 0.2 0.0
BCTI -2.3 0.0 -2.2 0.0 -14.2 0.0
BDI 0.0 0.0 0.0 0.0 0.0 0.0
BLPG1 -16.2 3.1 -11.7 3.1 -0.9 3.1
TD3 -16.0 3.1 4.1 3.1 -2.9 0.0
TC2 37 -7.9 3.1 -14.7 3.1 -4.5 3.1
Reference variable: VLCC freight rates — Middle East to Far East (TD3 route)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors —
No. of Factors —4 | Cycl. | No. of Factors—4 | Cycl. | 4 Cycl.
BCI_TCE -14.8 3.1 -3.4 3.1 4.5 0.0
BPI_TCE 14.6 3.1 3.4 3.1 1.8 0.0
BSI_TCE 15.4 3.1 3.6 3.1 -5.6 0.0
TC2$ -8.5 0.0 -2.0 0.0 11.2 0.0
TD3$ 0.0 0.0 0.0 0.0 0.0 0.0
BHSI -9.6 0.0 -2.2 0.0 11.0 0.0
BDTI -3.7 0.0 -0.9 0.0 2.4 0.0
BCTI 16.7 3.1 3.9 3.1 -10.0 0.0
BDI 15.3 3.1 35 3.1 3.6 0.0
BLPG1 -3.1 0.0 -0.7 0.0 -6.6 3.1
TD3 -0.3 0.0 -0.1 0.0 0.2 0.0
TC2 37 -9.0 0.0 -2.1 0.0 11.1 0.0
Reference variable: Europe to US Atlantic Coast freight rates (TC2 route)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors —
No. of Factors —4 | Cycl. | No. of Factors—4 | Cycl. | 4 Cycl.
BCI_TCE -17.9 0.0 -4.2 3.1 3.6 3.1
BPI_TCE 5.1 3.1 1.2 3.1 8.0 3.1
BSI_TCE 6.0 3.1 1.4 3.1 14.8 3.1
TC2$ 0.2 0.0 0.1 0.0 -0.1 0.0
TD3$ 9.0 0.0 2.1 0.0 -11.1 0.0
BHSI -0.2 0.0 -0.1 0.0 0.2 0.0
BDTI 4.8 0.0 1.1 0.0 -4.5 0.0
BCTI 6.9 3.1 1.6 3.1 -17.3 3.1
BDI 5.9 3.1 14 3.1 4.5 3.1
BLPG1 2.6 0.0 0.6 0.0 -4.3 0.0
TD3 8.6 0.0 2.0 0.0 -10.2 0.0
TC2 37 0.0 0.0 0.0 0.0 0.0 0.0

Note: The details of the parameters are denoted in Table 3.1
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Information spillover within freight markets: Shipping markets are highly interlinked. As
observed by Tsouknidis (2016), there exist strong spillover effects between dry-bulk and
tanker freight rates. Table 3.3 rearranges the lead-lag relationships of freight rates calculated
with reference to the Baltic Dry Index (BDI), freight rates of VLCC tankers from the Middle
East to Far East route (TD3) and product tanker freight rates from Europe to the US East
Coast (TC2). It is interesting to observe that, in all the analysis, tanker freight rates and dry-
bulk freight rates are counter-cyclical — that is, an increase in dry-bulk freight rates
corresponds with a decrease in tanker freight rates. This finding is in line with Stopford
(2009), indicating that dry-bulk and tanker freight rates are inversely correlated. While using
BDI as a reference variable, it is observed that tanker market creates a maximum lag of 16
periods for the TD3 variable (as observed at a monthly frequency) and the dry-bulk market
generates a maximum lag of 5.5 periods for the Baltic Exchange Handysize Index (BHSI).
Similarly, using the TD3 and TC2 routes, Capesize, Panamax and Supramax time-charter
(T/C) rates lead the reference variable as compared to dirty and clean tanker freight rates.®
Overall, it can be concluded that dry-bulk markets lead tanker markets. This may be due to
the fact that the dry-bulk market is more sensitive to new market information as compared to
tanker freight rates, due to the presence of a large number of shipowners as compared to the

tanker market.

A better understanding of information transmission within the dry-bulk and tanker sectors,
along with their corresponding futures contracts can be had from Table 3.4 and Table 3.5,
that are constructed with reference variables from the Baltic Dry Index (BDI), freight rates of
VLCC tankers from the Middle East to the Far East route (TD3), product tanker freight rates
from Europe to the US East Coast (TC2) and second near-month Panamax T/C futures for

dry-bulk and tanker markets, respectively; the findings are presented as follows:

Dry bulk — freight rates vs futures: It can be observed that the Capesize freight rates are
highly sensitive to new market information, followed by Panamax, Supramax and Handysize
freight, similar to Kavussanos (1996) and Jing et al. (2008). When BDI is used as a reference,
Capesize freight rates lead BDI by 0.8 periods, Panamax T/C rates are equivalent to the BDI,
Supramax T/C rates and BHSI lag BDI by 1.0 and 5.2 periods, respectively, in monthly

9 The only exception is observed for Capesize freight rates in monthly and weekly frequency analysis, which lags the TD3
and TC2 reference variables whereas the daily frequency leads the reference variable.
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analysis. 1° For Capesize markets, the futures contracts lead the BDI (reference variable) by
2.8 and 3.2 periods for near-month and second near-month contracts, respectively, while
Capesize freight rates lead BDI by only 0.5 periods in the weekly analysis. For Panamax
markets, the futures’ contracts lead the BDI (reference variable) by 4.6 and 5.2 periods for
near-month and second near-month contracts, respectively while Panamax freight rates lead
BDI by only 0.8 periods in the weekly analysis. While weekly analysis for Supramax markets
indicates that futures contracts lead BDI by 5.8 and 5.5 for near-month and second near-
month futures contracts, respectively, the underlying Supramax freight rates only lag by 1.8
periods. Overall, the futures contracts lead the underlying freight rates, which is in line with
existing research (Kavussanos and Nomikos, 2003, Kavussanos and Visvikis, 2004b,
Alexandridis et al., 2017).

Tanker — freight rates vs futures: It can be deduced that in case of transportation costs of
crude oil and its derivative oil products, new information is first absorbed in the crude oil
freight rates (TD3 route — cost of carrying crude oil from the Middle East to the Far East),
which is then reflected in the freight rates of product carriers (TC2 route — Europe to the US
Atlantic Coast). The findings are relevant in both monthly and weekly frequency analysis. As
oil products are derived from crude oil, similar to the spillover effect observed within the
energy commodities where crude oil prices lead other oil product prices, VLCC freight rates
(TD3 route) lead product tanker freight rates (TC2 route). Unlike dry-bulk freight futures, in
both monthly and weekly frequency analysis, it can be observed that tanker freight futures
contracts lag the underlying freight rates while using TD3 and TC2 as reference variables.
These abnormal findings are observed due to the illiquid tanker freight futures’ markets
during the period of observation (Garcia et al. (1986)argues that illiquidity can increase
market friction, leading to a slower reaction to new market information, which lags the

futures market over and above the underlying spot market).

10 BHSI is used as a proxy for Handysize spot freight rates.
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Table 3.4 Lead-lag Relationship for Dry-bulk Freight Markets: Freight Rates vs Futures

Reference variable: Baltic Dry Index (BDI)

Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors —
No. of Factors—4 | Cycl. | No. of Factors—4 | Cycl. | 4 Cycl.
BCI_TCE 0.8 0.0 0.5 0.0 0.6 0.0
BPI_TCE 0.0 0.0 0.8 0.0 -1.5 0.0
BSI_TCE -1.0 0.0 -1.8 0.0 -11.1 0.0
BHSI -5.2 31 -12.8 31 -4.7 31
4TC_C+1MON 0.6 0.0 2.8 0.0 7.9 0.0
4TC_C+2MON 0.8 0.0 3.2 0.0 9.6 0.0
4TC_P+1MON 1.2 0.0 4.6 0.0 9.4 0.0
4TC_P+2MON 15 0.0 5.2 0.0 9.4 0.0
5TC_S+1MON 0.9 0.0 5.8 0.0 11.1 0.0
5TC_S+2MON 1.6 0.0 55 0.0 10.4 0.0
BDI 0.0 0.0 0.0 0.0 0.0 0.0
Reference variable: VLCC freight rates — Middle East to Far East (TD3 route)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors-4 | Cycl. | No. of Factors-4 | Cycl. | No. of Factors-4 | Cycl.
BCI_TCE -14.8 31 -34 31 4.5 0.0
BPI_TCE 14.6 31 34 31 1.8 0.0
BSI_TCE 154 3.1 3.6 31 -5.6 0.0
BHSI -9.6 0.0 -2.2 0.0 11.0 0.0
4TC_C+1MON -17.2 31 -4.0 31 -6.9 0.0
4TC_C+2MON 17.0 31 4.0 31 -10.5 0.0
4TC_P+1MON 11.3 31 2.6 31 -10.6 0.0
4TC_P+2MON 7.3 31 1.7 31 -10.8 0.0
5TC_S+1MON 111 3.1 2.6 3.1 -11.6 0.0
5TC_S+2MON 8.6 31 2.0 31 -12.5 0.0
BDI 15.3 3.1 35 3.1 3.6 0.0
Reference variable: Europe to US Atlantic Coast freight rates (TC2 route)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors-4 | Cycl. | No. of Factors-4 | Cycl.
BCI_TCE -17.9 0.0 -4.2 31 3.6 31
BPI_TCE 51 31 1.2 31 8.0 31
BSI_TCE 6.0 31 14 31 14.8 3.1
BHSI -0.2 0.0 -0.1 0.0 0.2 0.0
4TC_C+1MON 145 3.1 34 3.1 -8.6 3.1
4TC_C+2MON 11.6 31 2.7 31 -10.2 31
4TC_P+1MON 0.8 31 0.2 31 -10.9 31
4TC_P+2MON -4.9 31 -1.1 31 -11.0 31
5TC_S+1MON 3.0 31 0.7 31 -11.3 31
5TC_S+2MON -0.3 31 -0.1 31 -10.5 31
BDI 5.9 3.1 14 3.1 4.5 3.1
Reference variable: Second Near Month Panamax T/C futures
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors-4 | Cycl. | No. of Factors-4 | Cycl. | No. of Factors-4 | Cycl.
BCI_TCE 0.7 0.0 -4.5 0.0 -9.0 0.0
BPI_TCE -2.0 0.0 -4.8 0.0 -11.3 0.0
BSI_TCE -4.7 0.0 -7.8 0.0 13.3 0.0
BHSI 24 31 -0.3 31 9.9 31
4TC_C+1MON 0.4 0.0 -1.3 0.0 -0.2 0.0
4TC_C+2MON 0.2 0.0 -0.7 0.0 0.0 0.0
4TC_P+1MON -0.1 0.0 -0.4 0.0 -0.1 0.0
4TC_P+2MON 0.0 0.0 0.0 0.0 0.0 0.0
5TC_S+1MON -0.7 0.0 0.5 0.0 0.6 0.0
5TC_S+2MON -0.6 0.0 0.4 0.0 0.0 0.0
BDI -1.5 0.0 -5.2 0.0 -9.4 0.0

Note: The details of the parameters are denoted in Table 3.1
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Table 3.5 Lead-lag Relationship for Tanker Freight Markets: Freight Rates vs Futures

Reference variable: Baltic Dry Index (BDI)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl.
TC2$ -8.0 3.1 -15.4 3.1 -4.5 3.1
TD3$ -16.0 3.1 -4.4 3.1 -3.6 0.0
BDTI -13.5 3.1 3.6 0.0 0.2 0.0
BCTI -2.3 0.0 -2.2 0.0 -14.2 0.0
TC2%+1 M -10.0 3.1 -12.7 3.1 -2.0 3.1
TC2$+2 M -11.9 3.1 -12.1 3.1 -2.4 3.1
TD3%$+1 M -16.0 3.1 -6.2 3.1 -3.7 0.0
TD3%$+2 M -16.0 3.1 -5.3 3.1 -34 0.0
TD3 -16.0 3.1 4.1 3.1 -2.9 0.0
TC2_37 -7.9 3.1 -14.7 3.1 -4.5 3.1
Reference variable: VLCC freight rates — Middle East to Far East (TD3 route)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors-4 | Cycl. | No. of Factors -4 | Cycl.
TC2% -8.5 0.0 -2.0 0.0 11.2 0.0
TD3$ 0.0 0.0 0.0 0.0 0.0 0.0
BDTI -3.7 0.0 -0.9 0.0 2.4 0.0
BCTI 16.7 3.1 3.9 3.1 -10.0 0.0
TC2%$+1_M -6.4 0.0 -15 0.0 7.6 0.0
TC2%$+2_M -4.2 0.0 -1.0 0.0 7.7 0.0
TD3$+1 M -0.6 0.0 -0.1 0.0 -1.0 0.0
TD3$+2_ M -0.7 0.0 -0.2 0.0 -1.1 0.0
TD3 -0.3 0.0 -0.1 0.0 0.2 0.0
TC2_ 37 -9.0 0.0 -2.1 0.0 11.1 0.0
Reference variable: Europe to US Atlantic Coast freight rates (TC2 route)
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl.
TC2% 0.2 0.0 0.1 0.0 -0.1 0.0
TD3$ 9.0 0.0 2.1 0.0 -11.1 0.0
BDTI 4.8 0.0 1.1 0.0 -4.5 0.0
BCTI 6.9 3.1 1.6 3.1 -17.3 3.1
TC2%$+1 M 1.8 0.0 0.4 0.0 -2.2 0.0
TC2%$+2_ M 3.3 0.0 0.8 0.0 -2.3 0.0
TD3%$+1 M 8.0 0.0 1.9 0.0 -13.0 0.0
TD3%$+2 M 8.2 0.0 1.9 0.0 -13.2 0.0
TD3 8.6 0.0 2.0 0.0 -10.2 0.0
TC2 37 0.0 0.0 0.0 0.0 0.0 0.0
Reference variable: Second Near-Month Panamax T/C futures
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl.
TC2% 6.2 3.1 -2.3 3.1 11.7 3.1
TD3$ -6.1 3.1 9.8 3.1 10.8 0.0
BDTI 5.7 0.0 -5.0 0.0 133 31
BCTI -7.8 0.0 -9.6 0.0 12.4 0.0
TC2%+1 M -4.0 3.1 -4.7 3.1 -17.8 3.1
TC2$+2 M -7.6 3.1 -4.2 3.1 -15.6 3.1
TD3%$+1 M -11.9 3.1 1.6 3.1 5.9 0.0
TD3%$+2 M -12.1 3.1 2.2 3.1 5.4 0.0
TD3 -1.5 3.1 8.9 3.1 10.9 0.0
TC2_ 37 8.1 3.1 -1.4 3.1 11.0 3.1

Note: The details of the parameters are denoted in Table 3.1
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Spillover effects — commodities vs freight rates: The shipping market has derived demand of
commodities, as it is a service provided for facilitating the efficient and cost-effective
transportation of goods/cargoes (Friedlaender and Spady, 1980). Demand for commodities
creates a demand for the transportation of those commodities. Hence, freight rates trail
commodity prices. The lead-lag relationship for both dry and liquid commodities, their
corresponding freight rates (transportation costs) and futures’ contracts are presented as

follows:

Dry commodities vs dry-bulk freight rates — spot and futures: A wide range of dry-bulk
commodities including iron ore, coal, wheat, rice, barley, sugar, corn, soybeans and copper
can be used to investigate the lead—lag relationships with dry-bulk freight rates, which
include the Baltic Capesize Index Time Charter Equivalent (BDI-TCE), Baltic Panamax
Index Time Charter Equivalent (BPI-TCE), Baltic Supramax Index Time Charter Equivalent
(BSI-TCE) and Baltic Handysize Index (BHSI), along with the futures contracts used for the
analysis. Table 3.6 presents the lead-lag relationship for dry commaodities prices and dry-bulk
freight rates, with BDI as the reference variable and dry-commodities futures and dry-bulk

futures prices with second near-month Panamax time charter futures’ prices.

The findings suggest that all the dry-bulk commodities informationally lead dry-bulk freight
rates, except sugar prices, which lag freight rate prices. The results are consistent with
monthly and weekly frequency analysis. Similar findings are observed in Yu et al. (2007),
where there are strong spillover effects between agricultural prices and freight rates whereas
freight rates have less impact on commodity prices. Copper creates the maximum lead
amongst commodities of up to 14.7 periods while Capesize freight rates generate the
maximum lead of only 0.8 periods in the monthly analysis, using BDI as a reference variable.
Similar to the physical spot market, copper futures exhibit the maximum lead amongst the
dry-bulk commodity futures of 11 periods, whereas near-month Capesize futures contracts
lead amongst dry-bulk futures’ contracts. In general, commodity futures lead freight futures
as freight markets are derived demand to commodity markets, and the findings are in line

with the previous studies by Kavussanos et al. (2010) and Kavussanos et al. (2014).
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Table 3.6 Lead-lag Relationship for Dry-bulk Commodity and Freight: Spot vs Futures

Reference variable: BDI

Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl.
BCI_TCE 0.8 0.0 0.5 0.0 0.6 0.0
BPI_TCE 0.0 0.0 0.8 0.0 -15 0.0
BSI_TCE -1.0 0.0 -1.8 0.0 -11.1 0.0
BHSI -5.2 3.1 -12.8 3.1 -4.7 3.1
Coal 9.9 0.0 24 0.0 -6.9 0.0
Wheat -0.7 3.1 -11.8 3.1 -3.7 3.1
Soybeans -4.0 0.0 11.7 3.1 -2.9 3.1
Corn 3.7 3.1 17.9 3.1 -4.7 3.1
Iron 2.1 0.0 9.8 0.0 -2.1 0.0
Copper 14.7 0.0 -4.6 0.0 -14.0 0.0
Sugar -15.7 0.0 -3.8 0.0 -17.2 0.0
Rice 6.1 3.1 -3.7 3.1 5.3 0.0
Barley 4.9 3.1 125 3.1 11.6 3.1
BDI 0.0 0.0 0.0 0.0 0.0 0.0
Reference variable: Second Near Month Panamax T/C futures
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors -4 | Cycl. | No. of Factors -4 | Cycl. | No. of Factors - 4 | Cycl.
4TC_C+1MON 0.4 0.0 -1.3 0.0 -0.2 0.0
4TC_C+2MON 0.2 0.0 -0.7 0.0 0.0 0.0
4TC_P+1MON -0.1 0.0 -0.4 0.0 -0.1 0.0
4TC_P+2MON 0.0 0.0 0.0 0.0 0.0 0.0
5TC_S+1MON -0.7 0.0 0.5 0.0 0.6 0.0
5TC_S+2MON -0.6 0.0 0.4 0.0 0.0 0.0
ICE_Coal_F1 9.6 0.0 6.3 0.0 9.2 0.0
ICE_Coal_F2 5.2 0.0 5.7 0.0 8.6 0.0
CME_Wheat_F1 01| 31 -6.1 3.1 -6.4 3.1
CME_Wheat_F2 -0.1 3.1 -6.5 3.1 -6.7 3.1
CME_Soybeans_F1 35 3.1 -13.5 3.1 -6.5 3.1
CME_Soybeans_F2 3.6 3.1 -12.9 3.1 -6.8 3.1
CME_Corn_F1 3.8 3.1 -10.7 3.1 -6.3 3.1
CME_Corn_F2 2.6 3.1 -10.5 3.1 -6.4 3.1
CME_lron_F1 7.6 0.0 2.2 0.0 5.4 0.0
CME_lron_F2 8.3 0.0 0.8 0.0 3.1 0.0
Copper_F3 11.0 0.0 -9.5 0.0 6.5 0.0
Sugar_F1 6.5 0.0 -9.1 0.0 3.6 0.0
Sugar_F2 5.8 0.0 -8.7 0.0 3.6 0.0
Rice F1 -7.8 0.0 -0.7 3.1 6.6 0.0
Rice_F2 -6.9 0.0 -0.8 3.1 6.5 0.0
Barley_F1 4.8 0.0 7.8 0.0 7.7 0.0
Barley F2 5.8 0.0 -17.4 0.0 8.5 0.0

Note: The details of the parameters are denoted in Table 3.1
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Oil commodities vs tanker freight rates — spot and futures: Crude oil, Brent oil, heating oil
and natural gas prices are used to observe the lead-lag relationships with transportation costs
of such liquid commaodities using tanker freight rates such as TC2 and TD3 route freight rates
(US$/mt) along with tanker freight indexes such as the Baltic Clean Tanker Index (BCTI)
and the Baltic Dirty Tanker Index (BDT]I), representing product and crude oil freight rates,
respectively. Table 3.7 presents the lead-lag relationships between oil commodities and
tanker freight rates extracted from various reference crude oil markets. The findings suggest
that the crude oil and its derivative products prices lead their freight rates. At a weekly
frequency, it can be observed that TD3 and TC2 lag crude oil prices by 10.3 and 6 periods,
respectively, while heating oil lags by only 5.4 periods and Brent oil is almost
contemporaneous with crude oil. The results are consistent for analysis in a weekly
frequency. It can further be observed that oil prices and freight rates are counter-cyclical,
indicating that an increase (decrease) in oil prices will be followed by a decrease (increase) in
freight rates. This happens because as oil prices increase, the demand for the transportation of
oil decreases, since the consumption of oil from storage increases. Conversely, as oil prices
decrease, the demand for oil transportation increases, as oil traders want to store them for sale
at a higher price when the oil market revives.!! Similar to the spot market, the oil futures
markets lead the tanker freight futures markets. Crude oil, Brent oil and heating oil futures
contracts are contemporaneous with the crude oil spot market while the TC2 and TD3 routes

lag crude oil prices by 1.5 and 1.0 periods, respectively, in analysis at a weekly frequency.

Overall, between the commodity and freight market, it can be observed that commodity
prices lead transportation cost (freight rates) and futures markets lead the underlying spot
market. Commodity markets lead the freight market as freight markets, being derived
demand of the commodity markets, are driven by the commodity prices. As the futures
contracts offer higher leverage and flexibility (regarding trading and brokering costs causing
cheaper readjustment of contracts), futures markets reflect new market information faster
than the underlying spot market. These findings could provide important insights for various
market practitioners to facilitate their business activities and trade, as is explained in detail in

the next section.

1 Qil is a not perishable commodity that can be easily stored.
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Table 3.7 Lead-lag Relationship for Commodities and Freights: Oil and Gas vs Tankers

Reference variable: Crude

Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors - 4 Cycl. | No. of Factors -4 | Cycl. No. of Factors - 4 | Cycl.
TC2$ 8.1 3.1 -10.3 0.0 -15.2 3.1
TD3$ 0.4 3.1 -6.0 3.1 -4.1 3.1
BDTI -2.3 0.0 -3.8 3.1 -9.5 3.1
BCTI 17.5 0.0 -0.1 0.0 9.8 0.0
Crude 0.0 0.0 0.0 0.0 0.0 0.0
Brent -0.7 0.0 0.2 0.0 -0.1 0.0
Heating_oil -0.8 0.0 -5.8 0.0 2.2 0.0
Natural_Gas 16.1 0.0 -4.7 0.0 5.4 0.0
BLPG1 59 3.1 -1.7 3.1 2.8 3.1
TD3 0.3 3.1 -6.0 3.1 -5.1 3.1
TC2_ 37 8.2 3.1 10.2 3.1 -15.2 3.1
Reference variable: Crude Oil
Monthly Dataset Weekly Dataset Daily Dataset
No. of Factors - 4 Cycl. | No. of Factors -4 | Cycl. No. of Factors - 4 | Cycl.
TC2%+1 M -6.4 0.0 -1.5 0.0 7.6 0.0
TC2$+2 M -4.2 0.0 -1.0 0.0 7.7 0.0
TD3$+1 M -0.6 0.0 -0.1 0.0 -1.0 0.0
TD3$+2_M -0.7 0.0 -0.2 0.0 -1.1 0.0
CME_Crude_F1 0.1 3.1 0.0 3.1 4.2 3.1
ICE_Brent F1 -0.1 3.1 0.0 3.1 3.9 3.1
CME_Heating_F1 0.1 3.1 0.0 3.1 3.7 3.1
CME_Natural_gas_F1 -17.8 3.1 -4.1 3.1 1.8 3.1
ICE_Natural_Gas_F2 6.7 3.1 1.6 3.1 0.6 3.1

Note: The details of the parameters are denoted in Table 3.1

3.4. Discussion

As noted in the previous section, commodity markets receive new market information and
transmit it to freight markets. Within each commodity segment, it can be observed that crude
oil price informationally leads other markets, followed by Brent and heating oil markets, and
then metal and other agricultural commodities. This is attributable to the fact that crude oil is
the major energy commodity, and hence has a strong impact on macroeconomic factors
including international trade, export and import, and even the GDP of countries (Cooper,
2003). As the demand for iron ore and scrap iron are directly proportional to the growth of
any nation (Tcha and Wright, 1999), crude oil prices affect metal and ore prices. Similarly, as
the GDP of the nation increases, the government increases its expenditure on rural
development, and thereby increase in demand for agricultural commodities increases the
price of agro-based commodities (Fan et al., 2000). So crude oil prices are followed by the

agricultural commodity prices. Unlike commodities, it can be observed that dry-bulk freight
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markets are more reactive to new market information as compared to the tanker freight
markets. This is because of the presence of a high number of shipowners in the dry-bulk
segment as compared to the tanker sectors, creating a perfectly competitive market for dry-
bulk shipping.'? Futures contracts also lead the underlying spot markets for both commodity
and freight markets. The lead-lag relationships between commodity and freight futures are

similar to that of the underlying spot markets, and for similar reasons.

Research and research findings have made extensive contributions, with importance for both
industry and academics. In terms of the industry impact, this research is of interest to the
commodity houses/traders and charterers who are directly exposed to commodity and freight
rate fluctuations. This research also adds value to shipowners who are affected by freight
rates volatilities. The work is indeed vital for investors such as hedge funds, investment
banks and export-import banks, who invest in the commodities and shipping sector, along
with government policy-makers whose main interest lies in understanding the trading (export
and import) activities associated with the country. The trading strategies on freight contracts
by observing the commodity price movement for the industry practitioners can be explained

as follows:

(a) Long-short freight positions: As freight markets trail commodity markets, it is useful
to understand the price movement of commodity markets that hold positions in freight
markets. The two main categories of commodities’ markets have a very different
impact on the corresponding transportation costs. The increase in dry-bulk commodity
prices is followed by an increase in dry-bulk freight rates whereas the decrease in
crude oil, Brent oil and heating oil prices is followed by an increase in corresponding
tanker freight rates. This contrary result can be observed due to the fact that oil is not
a perishable cargo, unlike agricultural commodities (such as wheat, rice, corn, etc.),
and hence does not require specialized storage techniques, as well as a reduced risk of
being destroyed, which encourages charterers and commodity houses to ship oil
commodities when there is a fall in their prices, store it at various oil storage
locations, and waiting for the oil market to revive to gain profit from selling the oil at
a higher price. The increase in shipment causes a surge in tanker freight rates, as
experienced in the 2014 oil crisis. On the other side, as agro-based commodities must

be used within a stipulated timespan, if there is a drop in commodity price (which is

12 The top 7 tanker companies comprise 20% of the tanker segments while the top 7 bulk carrier companies consist of only
15% of the dry-bulk shipping.

43



Chapter 3 Tracing Lead—lag Relationships between Commodities and Freight

mainly due to a drop in demand for the commodity), commodity houses are not
interested in shipping dry commodities, which results in a fall in dry-bulk freight
rates. So, if there are increase (decrease) in dry-bulk (wet; which includes crude oil
and its derivative products) prices, the charterers and commodity houses should hold
long-term freight contracts, as the freight rates are expected to rise in the future,
whereas shipowners should hold short-term freight contracts to take advantages of the
rising freight markets. On the other side, if there are decrease (increase) in dry-bulk
(oil and its products) prices, the shipowners should hold long-term freight contracts
and lock the freight prices at higher rates as the freight rates are expected to fall in
future, while the charterers should get into only short-term freight contracts since the
fall in freight rates will be beneficial for the charterers. Similar strategies are
applicable for freight futures contracts as freight and commodity futures follow the

same pattern as that of the underlying spot prices.

(b) Policy implications: Government policies can play a crucial role in the export and
import activities of any nation. As the GDP of any nation grows, the trading activities
of those nations increase. This creates a need to facilitate a trade to meet the growing
demand for the commodities. Otherwise the economic growth of the nation will slow
down due to a lack of materials, such as crude oil or iron ore, which are vital for
construction works. At the same time, it is an opportunity to strengthen the nation’s
international trade and build up relationships with various nations and companies to
bring an overall development. Government policy-makers should make their
regulation dynamic to meet the market requirement to facilitate trade. For example,
import and export dues should be flexible or at times even relaxed to increase trading
activities. Free trade should be encouraged, which not only increases trading activities
but also brings economic benefit to the nation by providing other value-added
services as is the case in the model applied in Singapore. Policy-makers should
always understand the price movement of commodity and freight markets, which can

help develop the economy of any maritime nation.

This research has not only strong industry implications, but also extensive academic
contributions. The study provides a strong linkage between the commodity and freight
rates for a wide range of oil, metal and agricultural commodities which have not been

investigated in the past. This study, therefore, acts as fundamental research to provide a
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base for other academic studies to flourish. Further, the lead-lag relationships between
commaodity prices and freight rates are robust for both the dry and wet sector — that is,
commodity markets lead freight rates, dry-bulk freight rates are cyclical with dry-bulk
commaodities whereas tanker freight rates are counter-cyclical to oil prices. Though these
results make economic sense, they call for further investigation using other models such
as a vector autoregressive (VAR) along with a generalised autoregressive condition
heteroskedasticity (GARCH) model to investigate the lead-lag relationship between
commodities and freight markets for both level and variances. Above all, it brings the not
very popular multi-factor model into the spotlight and provides ways to use this model to

investigate macroeconomics factors, including commodity and freight markets.

3.5. Conclusion

The commodity markets have experienced pronounced price spikes and crash in the last
decade, while shipping markets have experienced low volatilities. Commodities and freight
are also considered a diversifiable asset along with stock prices, which encourages investors
to hold commodities and stocks in their portfolio. These developments demand to study both
commodity and freight price co-movements to effectively allocate the resources to take
advantages of such price dynamics. This study combines commaodity and freight rates along
with their futures contracts in a factor model approach to investigate the linkage amongst the
asset returns and provide a new perspective on research activities. Daily, weekly and monthly
datasets are used in the analysis of 65 variables ranging from October 2010 until February
2017. The results suggest that commodity markets strongly contribute to freight price co-
movements. The most influential variables prove to be the crude oil and other oil products’
markets. It can also be observed that there is strong information transmission between not
only between the commodity and freight markets but also within the commodity markets and
freight markets themselves — that is, the crude oil market transmits information to the metal
and agricultural market sectors, and tanker freight rates have an effect on dry-bulk freight
markets. This result is also consistent with behaviour in the futures markets. These findings
have significant implications for the diversification of investments (weekly linked
commodities and freight positions should be held rather than strongly linked contracts) and
the financial stability of portfolio returns and, above all, the lead-lag relationships between
the commodity and freight markets can act as a risk-transfer function for shipowners,

charterers and commaodity traders, amongst others.
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4. Economic Information Transmissions between Shipping
Markets: A Case Study from the Dry-bulk Sector

4.1. Introduction

In a frictionless world, derivatives and underlying asset (physical) prices respond
simultaneously to new market information and are thus perfectly correlated. In practice,
however, there exist market frictions that can induce a lead-lag relationship between the two
economic price series, allowing market participants to project the movements of the trailing
market, based on new information transmitted by the leading market. Typically, derivatives
contracts are more flexible and involve lower transaction costs than underlying physical
contracts, facilitating a swifter adjustment of derivative prices to new market information
relative to underlying physical prices. The lack of a significant number of market participants
in illiquid derivatives markets makes them less responsive to new information as it increases
the cost of repositioning the contracts (Capozza et al., 2004, Loffler, 2005). This property is
well documented in the general finance literature (Fama and French, 1987, Sloan, 1996) and

has been extensively utilised by market practitioners.

The scope of investigating lead-lag relationships between different markets is a multi-faceted
one. First, it can provide insights into the inter-relationships between these markets,
comparing their market efficiency levels, where the more efficient market absorbs new
market information faster and transmits it to the least efficient market. Second, return
spillovers from one market to another can be used as a price discovery vehicle, enabling
practitioners to draw inferences for the price of the trailing market by observing price
movements in the leading market. Gaining insight into future market prices is important since
it can act as an effective anticipatory mechanism for market participants in the decision-
making process. Third, it can help draw inferences on volatility structures to hedge risk
exposures. Market volatility projections can generally be based on (i) the interaction of
volatilities between the two markets; that is, if volatility transmissions exist between markets,
a surge in the market volatility of the informationally leading market indicates a possible
increase in the volatility of the trailing market (Ng, 2000, Baele, 2005); and (ii) a leverage
effect; that is, a negative shock leads to greater volatility in the market relative to a positive
shock of the same magnitude (Engle and Ng, 1993). This study focuses on investigating the
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economic spillover effects between physical and several derivatives freight markets in the

shipping industry.

The international shipping industry is characterised by global trade, large-scale capital
investments, but also sizable operational and commercial risks, due to the significant
volatilities in rates and prices. Shipping is the channel of world trade, connecting nations
together, and is widely regarded as the most efficient and inexpensive mode of transportation
for all types of merchandise. According to the International Chamber of Shipping (ICS),
around 90% of world trade is transported by more than 50,000 seagoing vessels. The
commercial fleet is registered in over 150 nations and operated by over 1.5 million seafarers
of every nationality. According to a recent study for the European Community Shipowners’
Associations (ECSA), the “overall contribution of the European shipping industry to the
EU’s Gross Domestic Products (GDP) in 2013 is estimated to have been €147 billion”
(Economics, 2015). The international freight rate market is characterised by some unique
features, which differentiate it from other “soft” commodity markets. These are the high
volatility, the seasonality effects associated with commodities transported by the ocean-going
vessels, the cyclical behaviour of rates and prices following business cycles and the non-
storable nature of freight rates, amongst other things (Kavussanos and Visvikis, 2006a,
Kavussanos and Visvikis, 2011). The non-storable commodity nature of the underlying
service in question is a distinct feature of freight derivatives and means that, in this case, the
traditional cost-of-carry no-arbitrage arguments for fair pricing do not apply (Kavussanos and
Visvikis, 2004b, Alizadeh, 2013, Kavussanos et al., 2014).

This study extends previous research on price discovery in sea-going transportation markets
in several ways. First, considering the importance of the shipping industry and the inherent
relationships between the derivatives and the physical markets in shipping, to the best of our
knowledge this is the first study that empirically assesses the information spillover of returns
and volatilities between time-charter rates and corresponding freight futures and options
prices, and provides direct evidence of price discovery in the freight options market. Freight
futures/forwards are agreements between a buyer (typically charterers, hedging against
freight rate increases) and a seller (typically shipowners, hedging against freight rate
decreases) of freight services for a specific time in future but at a pre-agreed freight rate.
These contracts are cash-settled at the maturity date of the contract against a settlement price.

For all the dry-bulk time-charter futures contracts investigated in this study, the settlement
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price is the average of all time-charter rates during the maturity month, as published by the

Baltic Exchange.

Freight call or put options contracts are also cash-settled against a settlement price, and
follow the same settlement average process as above (that is, they are Asian options), which
can only be exercised on the last trading (settlement) day of the contracts (that is, they have a
European style exercise).*® A distinct feature of freight options is that they can be seen as
arithmetic price Asian options on the underlying freight rate market or, equivalently, as
European options on futures/forward contracts. For Asian options, the payoff is dependent on
the average price of the underlying asset over some period before the settlement of the
contract. Therefore, the first difference of Asian options with other options types is that they
have lower volatility and, thus, are cheaper than European or American options. Typically,
Asian options are written on underlying assets that have low trading volumes, and therefore,
an average value of the underlying asset over a period of time is used as the settlement price,
to avoid any possibility of price influence. Furthermore, for Asian options, there are no
analytical pricing formulas, as the assumption of lognormal price distribution does not hold.
As a result, the following four options pricing models are typically used to price Asian
options: (i) Kemna and Vorst (1990) propose a closed-form pricing model to geometric
averaging price options; (ii) Turnbull and Wakeman (1991) suggest an analytical arithmetic
form approximation with a lognormal distribution; (iii) Levy (1992) extends the Turnbull-
Wakeman analytical approximation and argues that Asian options should be estimated on a
discrete time basis; and (iv) Cheung and Mak (1992) develop an approximation for arithmetic
Asian options based on a geometric conditioning framework (Kavussanos and Visvikis,
2006b).

Freight derivatives contracts are traded over-the-counter (OTC) through various freight
brokers and cleared in various clearing-houses (LCH.Clearnet, NOS Clearing, SGX Asia
Clear and CME Clearing Europe), but also traded in organized derivatives’ markets
(NASDAQ OMX, ICE Futures Europe and CME Group) and electronic trading screens
(Cleartrade Exchange in Singapore and Baltex in London). More specifically our
investigation focuses on three major categories of dry-bulk vessels; namely Capesize (around
160,000 deadweight — dwt), Panamax (around 75,000 dwt) and Supramax (around 54,000
dwt) vessels. Although freight forward/futures’ prices have been found to informationally

13 For a detailed analysis of the freight derivatives market see Kavussanos and Visvikis (2006a and 2011).
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lead the underlying freight rates (Kavussanos et al., 2004, Von Spreckelsen et al., 2014,
Zhang et al., 2014) and lag the commodity futures prices (Kavussanos et al., 2014), there

exists no evidence on the interaction with freight options.*

Employing a research design that utilises both futures and options derivatives allows us to
highlight differences in price discovery between these two inter-related but yet distinct
markets. Wang and Chen (2007) argue that the major characteristics of options markets differ
from futures and spot markets, such as the “diverse strategies involving call/put trading in
options markets”. They also argue that it is expected that informed traders would prefer to
trade in options markets due to the opportunity to employ a greater degree of leverage and the
inherent downside protection (maximum potential loss). Thus, in theory, one would expect
that futures markets would fulfil their price discovery function, by attracting participants with
both hedging and speculation trading motives, whereas participants in options markets would

tend to concentrate on strategic risk hedging.

Second, this study examines for the first time whether the level of price discovery of freight
futures and options markets has changed over time and whether the degree/extent of
information transmission between freight derivatives markets is related to concurrent market
conditions, such as trading volume and open interest. Trading activities in derivatives
markets play a critical role in price movements and information spillovers (Karpoff, 1987,
Admati and Pfleiderer, 1988, Bessembinder, 1992, Bessembinder and Seguin, 1993, Lee and
Swaminathan, 2000). Bessembinder et al. (1996) argue that trading volume is related to the
exogenous liquidity needs of the traders, all available information flows, cross-sectional
differences in the opinions of traders, and the strategic interactions between traders with
different information levels. Bessembinder and Seguin (1993) and Watanabe (2001), amongst
others, report a significant positive relationship between price volatility and trading volume,
and a significant negative relationship between price volatility and open interest. They
conclude that these relationships may vary with changes in regulation. Chakravarty et al.
(2004) argue that the price discovery of options markets is more pronounced when the

trading volume of options is higher than that of the underlying asset.

14 1n the literature, only studies on freight options pricing have been conducted Koekebakker, S., Adland, R. &
Sgdal, S. 2007. Pricing freight rate options. Transportation Research Part E: Logistics and Transportation
Review, 43, 535-548, Nomikos, N. K., Kyriakou, I., Papapostolou, N. C. & Pouliasis, P. K. 2013. Freight
options: Price modelling and empirical analysis. Ibid.51, 82-94..
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Following these lines, this study also examines the effect of freight futures trading volume on
time-charter rates, freight futures prices and freight options prices to offer a more in-depth
understanding of the lead-lag relationships between these related markets and to assess the
influence of trading activity on price fluctuations. Also, market liquidity is important for the
absorption of new market information, since lower market liquidity can generate a higher
illiquidity risk premium and, in turn, lead to more pronounced market frictions and slower
incorporation of information. In the freight derivatives market, the study of Alizadeh et al.
(2015b) is the only one to examine the liquidity of freight futures contracts, using the
Amihud illiquidity measure (Amihud, 2002). Although the freight options market is
considered less liquid compared to the freight futures market based on trading volumes, there
exists no study measuring the relative liquidity of freight options.*® To more effectively
compare the relative liquidity of freight futures and options and gain a more in-depth
understanding of the lead-lag relationship between these markets, this study adopts the
Amivest liquidity measure for both freight futures and options markets at different maturities.
A link is established for the first time between the freight options market and its liquidity, as
by attracting more investors in this market this could potentially reduce price volatility. Such
a link corroborates earlier results by Kavussanos et al. (2004) demonstrating that the
introduction of freight derivatives trading decreased price volatility had an impact on its

asymmetry, and improved the speed of information flow in freight markets.

Third, this study uses a tri-variate GARCH model to capture the three-way price dynamics of
futures, options and spot markets, as well as the strength of information spillovers.
Accordingly, we do not provide evidence only on price discovery channels, but also on the
cross-market volatility spillover mechanisms, given their importance for hedging, value at
risk and options pricing (Wang and Chen, 2007). Unlike the existing literature investigating
futures and spot markets that pay little attention to the information spillovers associated with
the options market, our approach allows for more comprehensive modelling of all potential
transmission channels. Gaining an understanding of options dynamics within such a tri-
variate framework has practical implications for market-makers when managing adverse

selection risk and price discovery signals (Ehrmann et al., 2011).

15 During the period of investigation, the total Capesize, Panamax and Supramax futures traded cumulatively to
around 2.1 million, 1.5 million and 390,000 lots, respectively, while Capesize, Panamax and Supramax options
came to about 710,000, 87,000 and 6,000 lots, respectively, as reported by the Baltic Exchange.
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Fourth, studying a more recently established and emerging derivatives market serves the
purpose of gaining insight into whether it is less efficient in assimilating new market
information into prices compared to other more mature markets. Chiang and Fong (2001),
Bae et al. (2004) and Chakravarty et al. (2004), amongst others, argue that in emerging
markets traders may be less informed and significant market frictions and restrictions tend to
exist, potentially leading to less efficient price discovery. The information spillover
mechanisms within the emerging freight derivatives market is thus an important empirical

question that deserves further investigation.

Our results support the existence of significant information transmissions (both in returns and
volatilities) between time-charter rates, freight futures and freight options markets for all
three vessel types examined, indicating that new information is first absorbed into freight
futures markets and subsequently spilled over to time-charter markets, before it is transmitted
to freight options markets. Although freight futures contracts can be used as a price discovery
vehicle for time-charter rates, freight options contracts cannot be relied upon to serve a price
discovery function. These results can be at least partially attributed to the lower trading
liquidity of the freight options market compared to freight futures market. It is also found that
the spillover results uncovered here can generate on average economically profitable trading

strategies.

This study has important practical implications for the shipping industry. First, practitioners
(shipowners, charterers, and investors, amongst others) can gain a better understanding of the
interactions between three (non-storable) related markets, which can be used as a price
discovery vehicle when taking positions in either physical or derivatives freight markets. The
spillover results can be utilised in hedging, and investment strategies since by observing the
informationally leading market (e.g. freight futures) shipowners and charterers can draw
inferences on the future (short-run) direction of both the freight options and the physical
freight markets. Second, the volatility interactions between the three related markets can
provide an effective risk (volatility) prediction mechanism, which can enhance investors’
decision-making. Accordingly, the volatility spillovers of the freight derivatives markets can
serve as a volatility discovery mechanism for shipowners and charterers to position
themselves in the physical freight market and, thus, minimise their freight rate exposure more
efficiently. Third, the study provides an analysis of liquidity risk for freight futures and

options markets, over a wide range of maturities, which by attracting more market
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participants can lead to an increase in market liquidity in the freight derivatives market.
Further, the finding that the liquidity risk of freight derivatives contracts can adequately
explain the documented spillover relationships between the three related markets can be
utilised by practitioners, for hedging purposes, when taking positions in the physical as well
as in the freight derivatives markets, improving their risk-return profile. Finally, the results of
this study can act as a benchmark for researchers and regulators to gain a better
understanding of the freight derivatives markets, and especially the freight options market,
with the scope for developing better and more transparent pricing models, which could in

turn potentially improve market liquidity and efficiency.'®

The remainder of this study is organised as follows: Section 3.2 describes the properties of
the data and methodology used, along with the theoretical background. Section 3.3 presents
the empirical results. Section 3.4 provides a discussion of the main findings and the economic

significance of the results. Finally, section 3.5 concludes the study.

4.2. Data and Methodology

4.2.1. Data

This study utilises daily six-month Time-Charter Equivalent (TCE) rates,!’ freight futures for
different maturities and corresponding at-the-money (ATM) freight options prices and
implied volatilities for three types of dry-bulk (Capesize, Panamax and Supramax) vessels,
from April 2013 to August 2016, as reported by the Baltic Exchange.'® The Capesize four
time-charter route basket, the Panamax four time-charter basket and the Supramax six time-
charter basket are used for underlying time-charter rates and derivatives (futures and options)

prices.'® Corresponding trading volumes and open interest for freight futures and freight

16 For more information on the practical implications of information spillovers in the freight derivatives market,
in terms of design of investment portfolios, asset pricing and risk management see Kavussanos et al. (2014).

Y7 TCE rates are calculated by taking voyage revenues, subtracting voyage expenses and then dividing the total by the round-
trip voyage duration in days.

18 Near-month, second near-month, near-quarter, second near-quarter, third near-quarter, near-calendar year and second
near-calendar year contracts are used. Near-month/quarter/year contracts signify contracts starting in near-
month/quarter/year and settle in the next month/quarter/year, respectively. Second near-month/quarter/year contracts signify
contracts starting in the second following month/quarter/year and settle in the second next month/quarter/year, respectively,
and so on. A perpetual contract rollover technique is used at the last trading day of the month/quarter/year, to avoid price
jumps at the expiration period of the derivatives contracts.

19 Though the Capesize 2014 five time-charter route basket attracts more trading interest at the time of writing, this study
uses the Capesize four time-charter route basket as the investigated sample is from April 2013, while the Capesize 2014
basket is available only from February 2014. The Capesize time-charter basket comprises of the following equally weighted
average routes: C8 03 (Gibraltar/Hamburg transatlantic round voyage), C9_03 (Continent/Mediterranean trip China—Japan),
C10_03 (China—Japan transpacific round voyage) and C11_03 (China—Japan, redelivery ARA or passing Passero) routes.
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option’s contacts are gathered from LCH.Clearnet. Although the Baltic Exchange initiated
coverage of Baltic Freight Assessments (BFA, henceforth referred as freight futures) in
January 2003 and Baltic Options Assessments (BOA) in January 2008 for all dry-bulk vessel
types, comprehensive trading volume data (daily trading activities with respect to various
maturities) for freight futures and options are available from LCH.Clearnet only after April
2013. BFAs are mid bid-ask FFA prices for several contract maturities ahead, while BOA is
the daily average assessments of implied volatility for ATM freight options, as provided by
the respective panels of freight derivatives brokers (panelists) appointed by the Baltic
Exchange. The option’s implied volatility is the theoretical volatility based on the option’s
quoted price.? For the days in the sample period where the Baltic Exchange does not produce
a TCE rate, the corresponding freight futures and options prices are also excluded. Also, all
models are estimated with the full sample (January 2008—August 2016), without the sample
restriction of the trading volume variable, to capture a complete shipping business cycle and
include the effects of the global financial crisis. The results are qualitatively the same as the
ones reported here. In order to further investigate if the information spillover results are time-
varying over different time periods, we split our sample into three different periods: (a) full
sample (January 2008-August 2016), (b) Pre-sample (January 2008-April 2013) and (c)
Post-sample (April 2013— August 2016). Again, the results are qualitatively the same as the

results in the ensuing analysis.

Since freight options have freight futures as their underlying asset, they are calculated using
Black (1976) pricing model, using ATM implied volatility with a Turnbull and Wakeman
(1991) approximation (Nomikos et al., 2013).2 ATM options prices are used in this study to
avoid any underpricing and overpricing from out-of-the-money (OTM) and in-the-money

(ITM) options, respectively, which can lead to biased results when investigating information

The Panamax time-charter basket comprises of the following equally weighted average routes: of P1A_03 (Skaw-Gibraltar
transatlantic round voyage), P2A_03 (Skaw-Gibraltar trip to Taiwan-Japan), P3A_03 (Japan-South Korea transpacific
round voyage) and P4_03 (Japan-South Korea trip to Skaw Passero) routes. The Supramax time-charter basket comprises
the following routes: S1A (Antwerp—Skaw trip to Singapore-Japan) 12.5%, S1B (Canakkale trip to Singapore-Japan)
12.5%, S4A US (Gulf trip to Skaw—Passero) 12.5% and S4B (Skaw-Passero trip to US Gulf) 12.5% routes each and S2
(South Korea—Japan, one Australian or Pacific round voyage) 25% and S3 (South Korea—Japan trip to Skaw—Gibraltar) 25%
routes.

20 The brokers providing data for BFA and BOA prices are: BRS Brokers, Clarkson Securities Ltd., Freight Investor
Services Ltd., GFI Brokers, Pasternak Baum & Company Inc. and Simpson Spence & Young Ltd.

2L The Turnbull, S. M. & Wakeman, L. M. 1991. A quick algorithm for pricing European average options.
Journal of financial and quantitative analysis, 26, 377-389. approximation assumes a lognormal distribution
under arithmetic averaging, while the first and second moments of the averaging process are used to evaluate the
options contracts.
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transmissions (Wiggins, 1987). The main price drivers of options are the following: (i) the
Delta of an option measures how much its price is expected to change per $1 change in the
price of the underlying asset. For ATM options (like the ones in this study) the Delta should
be very close to 0.50, as the trading value is about the same for both calls and puts; (ii) the
Theta of an option measures the rate of change in an option’s price given a unit change in the
time to expiration. ATM options have a higher time value and a higher decay rate than OTM
or ITM options; (iii) the Vega of an option measures the amount of the option’s price changes
with an increase in volatility. Since ATM options have the greatest amount of time value,
they also have higher Vegas than OTM and ITM options; and (iv) the Rho of an option
measures the amount by which the price of options changes with a unit increase in the risk-
free interest rate. Overall, all above price drivers have been taken into consideration in the

estimation of options prices in this study.

The OTC nature of freight derivatives markets makes it difficult to obtain trading volume and
open interest data for all maturities. The Baltic Exchange collects weekly trading volume and
open interest data from different clearing-houses, although the data are not segregated based
on maturities but are cumulated for each vessel type, which could potentially lead to biased
results (for example, the number of Capesize freight futures contracts traded in a week is
presented as an aggregate of all different contract maturities).?? Thus, the trading volume and
open interest from LCH.Clearnet is used instead since: (i) they are based on vessel types, and
contract maturities, and (ii) this specific clearing-house captures more than half of the cleared

freight derivatives’ market.?
4.2.2. Stationarity and cointegration

The order of integration (stationarity) of each price series is determined by the ADF (Dickey
and Fuller, 1981), PP (Phillips and Perron, 1988) and KPSS (Kwiatkowski et al., 1992) unit
root tests. More recent studies argue that a variable could exhibit a stationary behaviour
preceding and following a structural breakpoint while being non-stationary for the whole
sample period (Perron and Vogelsang, 1992). In this study, a unit root test with one structural

break is also employed for price series that are endogenous variables in the system, following

22 From LCH.Clearnet, Inter Continental Exchange (ICE), NOS Clearing, and SGX Asia Clear clearing-houses.

23 The weekly average trading volume of Capesize time-charter futures contracts, as reported by the Baltic Exchange and
LCH.Clearnet, is 11,837 lots and 7,102 lots, respectively, during the post-sample period. The weekly average open interest
of Capesize time-charter contracts, as reported by the Baltic Exchange and LCH.Clearnet, is 143,667 lots and 97,667 lots,
respectively, during the sample period.
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the work of Banerjee et al. (1992), Perron and Vogelsang (1992) and Vogelsang and Perron
(1998).

Johansen (1988) standard cointegration tests are also conducted to assess whether there exist
long-run (cointegrating) relationships between the endogenous variables. When there exists
evidence of long-run (cointegrating) relationships the following Vector Error Correction
Model (VECM) is estimated:

AX, =X,y + S0 TAX,  +& 5 & | Qe_y~distr.(0,H,) (1)

where X, is a 3x1 vector (S;, F;, 0;)’ of logarithmic time-charter rates, freight futures and
freight options prices, respectively; A denotes the first-order difference operator; and &, is a
3x1 vector of error-terms (&g, €r¢, £0¢)° that follows a conditional distribution of zero mean
and time-varying covariance matrix (H;). [[X;_, denotes the error-correction term (linear
combination of non-stationary S;, F; and O, prices exhibiting a stationary property), where
X,_, represents lagged S;, F; and O, prices, and [] represents the coefficient of X,_;. If the
rank of []is 2 there exist 2 cointegrating vectors, and if the rank of [T is 1 there exists 1
cointegrating vector. This also determines the presence of long-run relationships between the

variables, and the expression []X;_, represents the error-correcting vector(s).

Perron (1989) argues that although variables can be stationary, a shock can change their
behaviour. Similarly, Johansen et al. (2000) state that if no cointegrating vector exists
between two or more non-stationary variables, this does not explicitly imply the non-
existence of long-run relationships between them, but rather points to the non-existence of
long-run relationships in the absence of a structural break. Therefore, if the standard Johansen
(1988) test fails to determine any cointegrating relationships between the variables, then the
Johansen et al. (2000) approach is adopted to test for cointegration with one structural break

among the S;, F, and O,variables.?*

24 Though Johansen et al. (2000) allows for cointegration with two structural breaks, this study tests only for a cointegration
with one structural break due to insufficient sample length. Moreover, the Johansen et al. (2000) test can account for
multiple cointegrating terms, and as such is suitable for evaluating cointegration relationships between three variables (i.e.
time-charter, futures and options), where the rank of the variables could be greater than one. Other cointegration tests, such
as the one by Gregory, A. W. & Hansen, B. E. 1996. Residual-based tests for cointegration in models with regime shifts.
Journal of econometrics, 70, 99-126., are restricted to only test for a single cointegrating term between two variables and, as
such, are not suitable here.
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4.2.3. Return and volatility spillovers
Spillover effects on returns between Capesize, Panamax and Supramax time-charter rates and

their corresponding freight futures and freight options prices are investigated using the
following VECM model:

AS; = qgect;_1 + Z?:l Csf_s ASy_; + Z?:l C}_s AF_; + 25;1 Czé_s AO,_; + agR;q + & (22)
AF; = qrect,_y + X0 CL DS, i+ X0, Chr AFe i + X0 CL MO, + afRe_y + €] (2b)
AOt = qoeCty_; + Z?=1 Csé_o ASt—i + Zf=1 C]é_o AFt—i + Z?=1 Czl;_o AOt—i + aoRt—l + gg (20)

el | Q. ~distr.(0,H,)

where AS,;, AF, and AO, are logarithmic first-difference time-charter rates, freight futures,
and freight options prices, respectively; ect,_, is the lagged error-correction term, which
represents the long-run relationship between the time-charter rates and their derivatives
prices; etj are stochastic error-terms with zero mean and time-varying covariance matrix H;;
and Ci, ,, (where, m =s, f, 0 and n = s, f, 0 with m # n) indicate short-run spillover
relationships, R,_, represents the one-period lagged ratio of trading volume over open
interest of futures contracts, capturing the effect of freight futures’ trading activities on time-
charter rates, futures prices, and options prices if ag, ar and a,, respectively, are statistically

significant.?®

If the coefficient C, , is non-zero and statistically significant, a unidirectional causal
relationship exists from market m to market n, indicating that market m Granger causes
market n. A bi-directional (feedback) effect in returns exists if two (or more) C}, ,, terms in
the system (with m # n) are statistically significant. Causality relationships are tested
applying a standard Wald test on the joint significance of the lagged estimated coefficients of
C} - A standard VECM model is estimated if cointegration is found using the Johansen
(1988) test. If cointegration is not found using the Johansen (1998) test, then we test for the
existence of a long-run relationship with one structural break using the Johansen et al. (2000)

%5, fand o represent time-charter rates, freight futures and freight options, respectively.
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test and also estimate a VECM augmented with exogenous terms in order to capture the

change in properties due to the structural break.26

If no cointegration is found, a Vector Autoregression (VAR) model is estimated, excluding
the ect,_, term from Equations (2a), (2b) and (2c). The order of the variables in the VAR
models is based on the decreasing exogeneity of the variables. Since derivatives prices are
derived from the underlying assets, the physical time-charter rates are considered first in the
ordering of the VAR models. Then, given that freight options are priced with futures as the
underlying assets, futures prices are economically more exogenous than options prices.
Therefore, the used order here of the VAR models considers time-charter rates first, followed
by freight futures prices, and then by freight options prices. However, robustness tests are
conducted with five different VAR orders for the 3 endogenous variables and for 7 different
maturities, totalling to 35 different VAR models for the Capesize vessels. The parameter
results including coefficients, standard deviations and Wald tests, remain inline to the VAR
models with the aforementioned order, and as such, different orders seem not to affect the

ensuing results.

Furthermore, impulse response functions are estimated to provide a detailed insight into the
spillover relationships in returns of the investigated variables, by measuring the reaction of
one market (say, time-charter) to one standard deviation shock generated at any of the other
two markets (say, freight futures and freight options). The VAR and -models are estimated as
Seemingly Unrelated Regressions (SUR), where a Generalized Impulse Response (GIR) is
applied to overcome the issues induced by the orthogonalisation of the shocks through
Cholesky decomposition of the covariance matrix of Equation (1) (Kavussanos and Visvikis,
2004b).%"

The conditional second moments (variance) of time-charter, freight futures and freight
options prices are estimated using the following Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) model, as in Engle and Kroner (1995), generally known as
Baba Engle Kraft and Kroner (BEKK) GARCH, to ensure a positive definite covariance

matrix and to significantly decrease the number of parameters to be estimated:

%6 The change at the structural breakpoint arises because of a change in the trend or shift in regime, or both. This is captured
by adding a dummy variable (Os before the structural break and 1s after the structural break) and some trend as exogenous
variables.

27 A SUR system is used to impose restrictions (i.e. providing 1 standard deviation shock) to 1 variable and understand how
the other variables react to that shock in the different equations in the system.

57



Chapter 4 Economic Information Transmissions between the Shipping Markets

Ht = A,A + C’St_lglt_lc + D,(Et—l < 0)(8’t—1 < O)D + B’Ht—lB (3)

where A, C, D and B are (3x3) diagonal coefficient matrices, representing the constant, the
lagged coefficient of the error-term, the lagged coefficient of the asymmetric error-term (only
negative errors) and the lagged conditional volatility coefficient, respectively. A restricted
BEKK-GARCH is the following:

hjj: = a;j + (ijgtj—1)2 + (djjgtj—1(v gtj—l <0)*+ (bjj)zhjj,t—1
(32)

where j = s, f, 0, with a conditional covariance equation:
hij: = Ciicjjgé—lgtj—l + diidjjgti—1(V g4 < 0)5tj—1(v Stj—1 < 0) + byibjjhije—q (3b)
where j=s,f,oandi=s,f, owithi#]j.

In the above model, as the number of estimated parameters increases the number of iterations
in the process also increase, which can lead to non-convergence of the estimation process,
and hence, failure in the parameter estimation. To overcome this issue, we estimate a
restricted BEKK-GARCH model using a Quasi-Maximum Likelihood (QML) approximation.
Moreover, other GARCH specifications could also be applicable, like the Dynamic
Conditional Correlation (DCC)-GARCH, although they require a large sample of

observations for the QML estimation to be maximised and for all parameters to be estimated.

In the finance literature, the choice between BEKK-GARCH and DCC-GARCH models is
relevant when producing forecasts of volatility spillovers, where the former models are
mainly used for forecasting conditional covariances, while the latter models are preferred
when forecasting conditional correlations. Since this research does not involve the
forecasting of spillovers, the choice of GARCH models is rather immaterial. However, as a
robustness test, we have also estimated the models using DCC-GARCH with a sample of
2,164 usable observations (January 2008-August 2016), yielding similar results with the
ones reported in the ensuing analysis using a sample of 849 usable observations (April 2013—
August 2016). Such results are in line with Caporin and Mcaleer (2008), which state that
BEKK-GARCH and DCC-GARCH models perform similarly for parameter estimations. For
the latter sample, the DCC-GARCH model fails to converge in some of the investigated
maturities, as the number of parameters to estimate is higher and usually requires larger

samples with a higher number of iterations (Silvennoinen and Terasvirta, 2009). Billio and
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Caporin (2009) argue that a BEKK-GARCH structure is more capable of dealing with a high
number of parameter estimations than a DCC-GARCH one. Caporin and Mcaleer (2012)
argue that BEKK-GARCH models hold their asymptotic properties under untestable moment
conditions, whereas the asymptotic properties of DCC-GARCH models may fail under a set
of untestable regularity conditions (like seasonality). As such, BEKK-GARCH models are

used in the ensuing analysis.

In Equation (3a), if ¢;; coefficient is statistically significant, any shock (either positive or
negative) to market j will increase the volatility of that market. A statistically significant d;;
coefficient indicates that the related market is more reactive to a negative shock than to a
positive shock of the same magnitude, resulting in increasing volatility. In contrast, a
statistically significant b;; coefficient indicates the presence of volatility clustering; that is, a
high volatile market is followed by a high volatile market in the future, and a low volatile

market is followed by a low volatile market.

Equation (3b) tests for volatility spillovers between the markets. If the b;;b;; coefficient is
statistically significant ( b; and b;; are individually significant) there exists a volatility
spillover between either of the markets (Zhang et al., 2009, Xiao and Dhesi, 2010). For
example, if the bssbr coefficient is significant, then there exist significant spillover effects

between the time-charter and freight futures’ markets. Similarly, if the c;;c;; coefficient is

7]
statistically significant (c; and c;; are individually significant) it indicates that any shock
(positive or negative) generated in one market is transmitted to the other market. For
example, if the cgscqp coefficient is statistically significant, a shock generated in the time-
charter market leads to an increase in the volatility of the futures market, and vice versa.
Finally, if the d;d;; coefficient is statistically significant (d;; and d;; are individually
significant) it indicates that negative shocks generated within either market affect the
volatility of the other market. Similar to the previous example, if the dg.dg coefficient is
significant there exist volatility leverage effects between the time-charter market and the

futures market.
4.2.4. Price liquidity interaction and liquidity

This study also investigates the impact of futures trading volume activities on time-charter,

freight futures and freight options markets. Referring to Equations (2a), (2b) and (2c) R;_;
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denotes the lagged ratio of trading volume over open interest, representing the trading
activity of the futures market. The lagged value of this ratio is used since trading activities
and prices exhibit strong endogenous relationships, and hence, cannot be determined
contemporaneously (Lamoureux and Lastrapes, 1994). An increase in the ratio denotes an
increase in trading activities at a given amount of open interest, and thus an increase in
market liquidity. If the lagged as, ar or a, coefficient of R,_; is statistically significant and
positive (negative) then the corresponding time-charter, freight futures or freight options

prices, respectively, will increase (decrease).

To understand the interaction of time-charter, freight futures and options prices, it is
important to investigate the liquidity of the derivatives contracts, since a liquid market is
sensitive to new market information, adjusting prices faster than an illiquid market (Silber,
1991, Hasbrouck and Seppi, 2001). Alizadeh et al. (2015b) use the Amihud (2002) liquidity
measure in the freight derivatives market to assess the existence of liquidity risk and report
that liquidity risk is priced and, thus, liquidity has a significant role to play in FFA returns.
However, the Amihud (2002) liquidity measure is found to be biased when the sample period
includes days where trading volume is thin, while it cannot be defined on the days when the
trading volume is zero (Chelley-Steeley et al., 2015). According to Chelley-Steeley et al.
(2015), this occurs because the ratio takes the average of absolute returns over the trading
volume. Thus, division by zero is not possible, trading days with zero trades are treated as
missing values, distorting (inflating) the liquidity ratio. In our sample, there are some days
with zero trading activity and, thus, the conventional Amihud (2002) liquidity measure
cannot be used (as the denominator cannot be zero). Instead, we employ the Amivest
liquidity measure to compare the liquidity of freight futures and options contracts. The
Amivest measure was first employed by Cooper et al. (1985), following Amivest
Corporation's monthly Liquidity Report published since 1972 (Foucault et al., 2013). The
Amivest ratio reflects the liquidity index of an asset; that is, as the ratio increases the asset is

more liquid.

The monthly Amivest measure Liqﬁc‘j for derivatives contract i (i takes the value f or o
representing freight futures or freight options, respectively) for vessel type j (j takes the value
c, p and s representing Capesize, Panamax or Supramax vessels, respectively) maturing in k
periods ahead (k takes the value +1M, +2M, +1Q, +2Q, +3Q, +1C and +2C representing the

respective maturity period of the derivatives contracts):
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.. ij
Liqy = 1 ZDt Volka
k an d=1 |R’I'{Jd|

(4)

where D, is the number of trading days in the month t, n is the number of contract months for
k periods maturities (more specifically, if k takes the value of +1M or +2M, n will be one; if
k takes the value of +1Q or +2Q or +3Q, n will be three; if k takes the value of +1C or +2C,

n will be twelve), Rl;;{d and Volﬁc‘,jd represent the daily returns and trading volume,
respectively, for derivatives contract i, for vessel type j, maturing in period k, on day d
(within month t). The average Liq}’ is estimated for Capesize, Panamax and Supramax

vessels at different contract maturities to assess the liquidity level of the freight futures and

options contracts under investigation; that is, derivatives contracts with higher average value

of Lig}’ have higher market liquidity.
4.3. Empirical Research Results

4.3.1. Descriptive statistics, stationarity and cointegration

Table 4.1 presents preliminary descriptive statistics for Capesize logarithmic returns of six-
month time-charter rates, as well as corresponding freight futures and freight options prices
for different contract maturities.?® Untabulated descriptive data statistics show that Capesize
time-charter rates are more volatile than those for Panamax vessels, followed by Supramax
vessels. This is consistent with the view that the larger the vessel, the less flexible it is
regarding carrying a wider range of cargoes, trading in more routes and being able to
approach more ports and terminals. Hence, when an oversupply of vessels and lack of
sufficient cargos in the market lead to low freight rates, Capesize vessels are affected the
most due to their low flexibility, inducing significant volatility in rates (Kavussanos, 1996).
Moreover, Capesize futures and options prices are more volatile than for Panamax vessels,
followed by Supramax vessels. In Table 4.1 it can be seen that the standard deviation of near-
month maturity freight futures and options contracts is the highest before it starts to decrease
as the distance to maturities increases, which is in line with the literature (Miller, 1979,
Milonas, 1986).

28 panamax and Supramax vessels also exhibit similar results.
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Table 4.2 reports unit root tests for Capesize time-charter rates, corresponding freight futures,
and options, as well as the trading volume-to-open interest ratio for different freight futures
maturities and vessel types. Conventional ADF (1981) and PP (1988) tests applied to log-
levels, and log-first differences prices reveal that all prices are stationary in log-first
difference and have unit root in log-levels. The only exception is for near-maturity freight
options for all three vessel-types and the trading ratio since they are all stationary in log-
levels (results for Panamax and Supramax vessels are similar). The KPSS (1992) test results
are also in line with the above ADP and PP unit root results. Furthermore, unit root tests with
one structural break (Perron and Vogelsang, 1992) offer similar results to those without a
structural break. One-month forward freight options (as well as the liquidity trading ratio
variables) are found stationary in levels with and without a structural break, except for

Supramax options.

Johansen (1988) cointegration tests, reported in Table 4.3, show that freight futures and
options contracts exhibit cointegration with time-charter rates for the Capesize vessels near-
calendar year and second-calendar year. In unreported results for Panamax and Supramax
vessels, second near-month and near-quarter freight futures and options contracts exhibit
long-run relationships with their corresponding time-charter rates. The Schwartz Bayesian
Information Criterion (SBIC), used to determine the lag length of the VAR models, indicates
different lag length specifications for different maturities. The Johansen et al. (2000) test
reveals that in the presence of one structural break, several more cointegrating relationships
between time-charter rates, freight futures, and freight options exist; In particular, time-
charter rates with: (i) second near-month maturity Capesize futures and options (for example,
see the price series T/C — F_C2 — O_C2 in Table 4.3); (ii) second near-month, near-quarter,
second near-quarter, third near-quarter, near calendar year and second near-calendar year
maturity Panamax futures and options (not tabulated); and (iii) for all seven maturity
Supramax futures and options (not tabulated). For Capesize and Panamax vessels, the
structural breakpoint is located between September 2014 and February 2015, during which
the associated sizes of orderbooks (the number of newbuilding vessels ordered at shipyards
under construction and delivery) increased significantly, pushing the futures prices lower
than the time-charter rates.?® The breakpoint for Supramax vessels is observed during January

2015, which coincide with a significant drop in crude oil prices, resulting in increased tanker

2 Typically, during a low market, such the one since 2009, market participants anticipate that the market will recover and,
hence, futures prices are usually higher than the underlying time-charter rates (contango market), except during mid-2014 to
beginning of 2015 for Capesize and Panamax vessels.
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freight rates and, as a result, to a significant number of conversions of dry-bulk vessels under

construction to tankers.

Table 4.1 Descriptive Statistics of Capesize Six-month Time-charter (T/C), Futures (F) and
Options (O) Log-prices

T Mean Std Skew Kurt JB Q(12) Q2(12) ARCH()

TIC 849 0.000031  0.00828  1.177 11.760  73.030  580.988 317.530 192.418
[0.001]  [0.000]  [0.000]  [0.000]
FML 849 0.000022  0.00954  0.375 10.164 26555 25609  21.848  11.861
[0.001]  [0.0122] [0.039]  [0.037]
O M1l 849 0.000087  0.02161  3.390 18604 66512 15093  5.733 2.372
[0.001]  [0.236] [0.929]  [0.796]
FM2 849 0.000024  0.00716  -0.116 13240 19724 20498  2.339 1.585
[0.001]  [0.058] [0.999]  [0.903]
O M2 849 0.000086  0.01102  2.051 12779 38382 9.506 6.595 4.763
[0.001]  [0.659] [0.883]  [0.445]
F Q1 849 0.000000  0.00733  -1.010 59.944  16.778 9.857 0.294 0.145
[0.002]  [0.629]  [0.100]  [1.000]
O Q1L 849 0.000027  0.01099  5.310 52960  39.382 8.659 0514 0.352
[0.001]  [0.732]  [1.000]  [1.000]

F Q2 849 -0.000165  0.00585  -5.949 97.043 4.879 4.308 0.363 0.144
[0.081]  [0.977]  [1.000]  [1.000]
0 Q2 849 -0.000179  0.00766  -4.590 77.674 5.536 6.512 2.406 2.110
[0.059]  [0.888]  [1.000]  [0.834]
F Q3 849 -0.000062  0.00584  -2.870 81.256 3.844 11564  0.405 0.222
[0.134]  [0.481]  [1.000]  [1.000]
0Q3 849 -0.000066  0.00821  -3.296 67.435 8.094 8.481 0.873 0.550
[0.021]  [0.747]  [1.000]  [0.990]
F C1 849 -0.000076  0.00239  1.601 22310 48480  33.746 2471 1.856
[0.001]  [0.001] [0.998]  [0.869]
o c1 849 -0.000104  0.00697  1.041 54603 51557  111.391 213.733  282.188
[0.001]  [0.000]  [0.000]  [0.000]
F C2 849 -0.000069  0.00170  2.323 35343 55012 28541  2.392 1.959
[0.001]  [0.005]  [0.999]  [0.855]
0 C2 849 -0.000145  0.00809  -0.047 69.256  124.127  141.883 209.641  330.775

[0.001]  [0.000]  [0.000]  [0.000]

Notes: Data series are daily prices measured in logarithmic first-difference. T is the number of observations. Squared
brackets [.] are significance levels. T/C is BFA time-charter average basket; F_M1 is near-month freight futures; O_M1 is
near-month ATM freight options; F_M2 is second near-month freight futures; O_M2 is second near-month ATM freight
options; F_Q1 is near-quarter freight futures; O_Q1 is near-quarter at-the-money freight options; F_Q2 is second near-
quarter freight futures; O_Q?2 is second near-quarter ATM freight options; F_Q3 is third near-quarter freight futures; O_Q3
is third near-quarter ATM freight options; F_C1 is near-calendar freight futures; O_C1 is near-calendar ATM freight
options; F_C2 is second near-calendar freight futures; O_C2 is second near-calendar ATM freight options. Mean is the
sample mean of the series. Std is the estimated standard deviation of the series. Skew and Kurt are the estimated centralised
third (skewness) and fourth (kurtosis) moments of the data, respectively. J-B is the Jarque and Bera (1980) test for normality.
Q(12) and Q2(12) is the Ljung and Box (1978) Q-statistic on the first 12-lags of the sample autocorrelation function of the
raw price series and of the squared price series, respectively; the statistic is distributed as y?(12). ARCH(5) is the Engle
(1982) test for ARCH effects; the statistic is distributed as x*(5).
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Table 4.2 Unit Root Tests of Capesize Time-charter, Futures and Options Log-prices at Different
Maturities
ADF PP KPSS Break
Level 1st Diff Level 1st Diff Level 1st Diff Level 1st Diff
TIC -2.912 -9.578 -2.597 -13.455 1.478 0.056 -4.319 -10.111
@ @ (17) ®) 23) (€] @) €
[20/11/2014]
F_M1 -2.235 -25.194 -2.079 -24.965 1.559 0.078 -3.560 -26.156
® ©) o M 23) @) ) ©
[06/11/2014]
O_M1 -3.726 0.000 -3.316 0.000 0.903 0.000 -4.546 0.000
©) 0 (13) 0 @3) 0 ©) 0
[31/10/2014]
F_M2 -1.874 -25.795 -1.795 -25.673 1.543 0.119 -3.292 -27.149
® ©) @ @ 23) © o) ©
[28/10/2014]
O_M2 -2.384 -27.689 -2.364 -27.653 0.876 0.084 -3.250 -28.276
©) ©) ® (10) @3) © ©) ©
[28/10/2014]
F Q1 -1.779 -27.051 -1.872 -27.004 1.683 0.087 -3.274 -29.738
©) ©) @ ®) 23) @ (0) ©
[09/09/2014]
O_Q1 -2.433 -28.872 -2.408 -28.881 0.964 0.063 -3.261 -31.776
©) ©) ™ (10) @3) (10) ©) ©
[05/09/2014]
F_Q2 -0.906 -28.368 -0.938 -28.360 2.363 0.115 -2.739 -32.468
©) ©) @ @) 23) @ (0) ©)
[23/06/2014]
0_Q2 -1.403 -29.184 -1.353 -29.205 1.944 0.098 -3.039 -33.359
©) ©) @ ®) 23) ®) ©) ©
[23/06/2015]
F_Q3 -1.344 -27.547 -1.356 -27.550 2.153 0.112 -3.041 -3.049
©) ©) ® o @3) @ ©) ©
[02/03/2015]
0_Q3 -1.793 -28.836 -1.738 -28.835 2.037 0.076 -3.376 -31.725
©) ©) @) @ 23) 6 (0) ©)
[20/03/2015]
F C1 -0.328 -21.427 -0.378 -24.993 2.655 0.315 -2.847 -22.783
@ ® ® ®) 23) © @ M
[09/09/2014]
o_C1 -0.845 -21.606 -0.948 -40.053 2.595 0.128 -2.819 -27.200
@ @ ®) ©) 23) (10) @) €
[18/09/2015]
F_C2 -0.462 -24.866 -0.337 -24.722 2.839 0.219 -2.819 -25.429
® ©) ® @ @3) €) @ ©
[09/09/2014]
O_C2 -0.221 -20.701 -0.740 -42.320 2.693 0.154 -3.370 -22.552
@ ©) ®) @ 23) (11) @) €)
[24/09/2015]
R1_f1 -7.454 -19.540 -7.926
(6) (19) (6)
R1_f2 -6.400 -6.400 -7.467
@) @) @)
R1 f3 -5.994 -20.235 -7.155
@) (20) @)
R1 f4 -2.998 -22.258 -7.339
(14) (18) (5)
R1 f5 -6.896 -25.305 -11.829
(5) (18) (3
R1_f7 -6.785 -24.352 -10.195
©) (18) @)
R1_f8 -8.480 -24.544 -23.857
@ (14) ©)

Notes: See Table 4.1 for the notation of the variables. Parentheses (.) are the number of lags, while squared brackets [.]
are the breakpoint dates. R_ML1 is the ratio of daily trading volume over open interest for near-month futures contracts;
R_M2 is the ratio for second near-month futures contracts; R_Q1 is the ratio for near-quarter futures contracts; R_Q2 is
the ratio for second near-quarter futures contracts; R_Q3 is the ratio for third near-quarter futures contracts; R_C1 is the

ratio for near-calendar futures contracts; and R_C2 is the ratio for second near-calendar futures contracts.
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Table 4.3 Cointegration Tests for Capesize Vessels

Lags Johansen Johansen with structural break
max trance max trance
H, H, Ho H; Ho Hi Ho H;
r=0 r=1 r=0 r=1 r=0 r=1 r=0 r=1
r<=1 r=2 r<=1 r=2 r<=1 r=2 r<=1 r=2
r<=2 r=3 r<=2 r=3 r<=2 r=3 r<=2 r=3
Break-point
TIC—F _M1-0_M1 - - - -
T/C —F_M2—0_M2 2 21.782 21.131 39.818 29.797
14.515 14.264 18.036 15.494
3.521 3.841 3.521 3.841
T/IC—F_Q1—0.Q1 2 16.816 21.131 33.771 29.797
13.29 14.264 16.954 15.494
3.663 3.841 3.663 3.8414
T/IC—F_Q2—0_Q2 2 11.182 21.131 20.099 29.797
8.250 14.264 8.917 15.497
0.667 3.841 0.667 3.841
T/IC—F_Q3—0_Q3 2 15.214 21.131 26.535 29.797
11.099 14.264 11.320 15.494
0.221 3.841 0.221 3.841
T/IC—F Cl1—0O_C1 2 27.652 21.131 36.484 29.797
8.801 14.264 8.832 15.494
0.031 3.841 0.031 3.8414
T/IC—F_C2—0_C2 2 15.394 21.131 27.358 29.79& 56.688 43.460 69.178 59.090
11.868 14.264 11.964 15.494 11.414 26.440 12.490 37.420
0.096 3.841 0.096 3.841 1.076 12.850 1.076 18.900

Notes: Lags is the lag length of the Vector Autoregressive (VAR) models used for the cointegration test without a structural
break (Johansen, 1988), and for the cointegration test with a structural break on the constant and slope (Johansen et al.,
2000). The lag length is determined by minimising the SBIC (1978). r represents the number of cointegrating vectors. Ai, is
the Amax and Atrace cointegration tests of the estimated eigenvalues of the IT matrix in Equation (1). Critical values for the
Amax and Atrace statistics for cointegration without a structural break and cointegration with a structural break are calculated
and provided under alternate hypothesis.

Overall, distant-maturity contracts, for all three types of vessels exhibit cointegrating

relationships with their corresponding time-charter rates. The coefficient of the error-

correction terms is significant and negative, indicating that the documented cointegrating

relationship among the investigated markets acts as a buffer to any external shocks keeping
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them together in a long-run equilibrium relationship.® This may be the result of the supply of
newbuilding vessels matching cargo requirements, as shipyards typically take some time to
deliver a vessel.3! As the size of the orderbook helps in anticipating freight rates, the time
period between the order and delivery of newbuilding vessels is matched by the distant-
maturity derivatives contracts. Furthermore, near-maturity derivatives contracts also appear
to exhibit long-run relationships with time-charter rates for all three types of vessels, with the
error-correction terms being significant and negative, similar to the case of distant-maturity
contracts. ® This may be due to the liquidity of the freight futures contracts, as it is
significantly higher for near-maturity contracts (explained in the later part of the study),

resulting in a strong adjustment of near-maturity derivatives prices to the time-charter prices.
4.3.2. Spillover effect on returns and volatilities

Tables 4.4 and 4.5 present the spillover effects results of returns and volatilities between
time-charter rates and corresponding freight futures and options prices, for the three-major
dry-bulk vessels under different contract maturities. VECM models are used when
cointegration is detected and VAR models when it is not. Panel A presents the interaction
between the returns of the underlying time-charter market and the two derivatives markets,
along with the trading activity of futures markets. In the system of equations, some variables
are found to be weakly statistically significant jointly, although individually fail to explain
the dependent variable. Wald tests are conducted to understand whether individual markets
(say, the freight options market) are sufficient to explain the dependent market (say, the
physical time-charter market) or just have an explanatory power only in the presence of
stronger markets (say, the freight futures markets). Panel B shows the interactions of
volatilities between the time-charter rates, freight futures and options prices. The empirical

findings are as follows.
4.3.2.1. Spillover effects under cointegrating relationships

Table 4.4 presents sixteen models where cointegrating relationships are found between time-

charter rates, freight futures and freight options prices for different vessels. These are: (i)

30 Near-calendar and second near-calendar contracts for Capesize (C_C1 and C_C2), Panamax (P_C1 and P_C2) and
Supramax (S_C1 and S_C2) vessels.

31 Delivery time and availability of slots vary from one shipyard to another. If there is relatively no waiting time delivery
typically takes from 12 to 24 months.

32 Second near-month and near-quarter contracts for Panamax (P_M2 and P_Q1), from near-month to near-quarter contracts
for Supramax (S_M1, S_ M2 and S_Q1) and second near-month contracts for Capesize (C_M2), except near-quarter
contracts for Capesize (C_Q1).
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nearby maturity contracts (near-month Supramax (S_M1), second near-month Capesize
(C_M2), Panamax (P_M2) and Supramax (S_M2)); (ii) medium maturity contracts (near-
quarter and second near-quarter Panamax (P_Q1 and P_Q2) and Supramax (S_Q1l and S_Q2)
and third near-quarter Supramax (S_Q3); and (iii) distant maturity contracts (near-calendar
and second near-calendar Capesize (C_C1 and C_C2) and Panamax (P_C1 and P_C2) and
Supramax (S_C1 and S_C2)). In Panel A, the lagged error-correction terms ectl and ect2
(ect2 is presented only in the case where two cointegrating vectors are established) are
significant in all cases with at least one cointegrating vector in the regression model being
significant. Most of the ect coefficients (speed of adjustment) are negative, indicating that
variables that divert from the cointegrating relationship increase in value to restore the long-

run equilibrium relationship.

Firstly, according to the short-run dynamics of the models, lagged time-charter rates
significantly explain most of the futures prices (apart from the second near-quarter (S_Q2)
Supramax regression), while all lagged futures prices significantly explain time-charter rates,
apart from one regression (near-quarter (S_Q1) Supramax). This indicates that there is a bi-
directional spillover effect in returns between the time-charter market and the futures market,
but according to a Wald (joint significance) test, this effect runs stronger from the futures

(derivatives) market towards the time-charter (underlying) freight market.

Secondly, in terms of the interaction between freight futures and freight options returns,
lagged options prices significantly explain futures prices only in eight out of sixteen models
(second near-month (P_M2) and second near-quarter (P_Q2) Panamax, and near-month
(S_M1), second near-month (S_M2), second near-quarter (S_Q2), third near-quarter (S_Q3),
near-calendar (S_C1) and second near-calendar (S_C2) Supramax), while lagged futures
prices significantly explain freight options prices in all sixteen models. Also, the joint impact
(according to a Wald test) of freight futures returns on freight options returns is stronger than
the reverse, indicating that the freight futures market is informationally leading the freight

options market.

Thirdly, results on the interaction between lagged time-charter rates and lagged freight
options prices indicate that time-charter returns significantly explain freight options returns
for all models apart from four regressions (second near-month (P_M2) Panamax, and near-
month (S_M1) near-quarter (S_Q1) and second near-calendar (S_C2) Supramax). In contrast,

lagged freight options returns can explain time-charter rates only in seven (out of sixteen)
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models (near-calendar (C_C1) Capesize, near-quarter (P_Q1), second near-quarter (P_Q2),
third near-quarter (P_Q3), near-calendar (P_C1) and second near-calendar (P_C2) Panamax
and near-quarter (S_Q21) Supramax). This rather unexpected result indicates that the time-
charter (underlying) market is informationally leading the freight options (derivatives)
market, which is inconsistent with conventional wisdom and expectations. Overall, results
from Wald joint tests suggest that information in returns is transmitted first from the freight

futures market to the time-charter market, and then is spilt over to the freight options market.

Panel B of Table 4.4 presents the parameter estimates of the conditional variance models.

The b;; coefficient is significant in all regressions indicating a strong volatility spillover

between time-charter rates and the corresponding freight futures and freight options prices for
all three vessel types. Also, the c;; coefficient is significant in all models (except for near-
month (S_M1) Supramax), indicating that a shock (either positive or negative) can be
transmitted, say, from the futures market to the time-charter or options market, leading to an
increase in the latter market’s volatility. Furthermore, the leverage effect d;; coefficient for
time-charter rates is statistically significant in eleven (out of sixteen) models (apart from
near-calendar (C_C1) Capesize, second near-quarter (P_Q2) Panamax, second near-month
(S_M2), near-quarter (S_Q1) and second near-calendar (S_C2) Supramax), indicating that a
negative shock generated in the time-charter market does not necessarily result in increasing
volatilities in other markets, as compared to a positive shock of the same magnitude. In
contrast, the leverage volatility effect is more prevalent in the derivatives markets, as it is
observed in all sixteen models. This could be a result of the increased flexibility of
derivatives contracts over physical trades, as discussed earlier. Accordingly, open positions in
freight derivatives markets can be closed almost immediately upon the arrival of bad news,

resulting in an increase in market volatility.
4.3.2.2. Spillover effects under non-cointegrating relationships

Table 4.5 presents five models where cointegrating relationships (with or without structural
breaks) are not found between time-charter rates, freight futures and options prices for
different vessel types. These are: (i) nearby maturity contracts (near-month Capesize (C_M1)
and Panamax (P_M1)); and (ii) medium maturity contracts (near-quarter (C_Q1), second

near-quarter C_Q2) and third near-quarter (C_Q3) Capesize).
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In Panel A, the coefficients of the lagged returns indicate the presence of significant short-run
relationships between time-charter rates, freight futures and options prices. Firstly, lagged
freight futures prices significantly explain time-charter rates in four (out of five) models
(C_M1, C_Q1,C Q3 and P_M1), and also in four models (C_Q1, C_Q2, C_Q3 and P_M1)
the lagged time-charter rates can significantly explain futures prices. These results indicate a
bi-directional spillover effect between the freight futures and the time-charter markets, but
with stronger information flow from the futures (derivatives) market to the time-charter
(underlying) market using a Wald test, which is in accordance with both theory and

expectations.

Secondly, results on the interactions between freight futures and freight options prices
indicate that freight futures returns significantly explain options returns in four (out of five)
models (C_M1, C_Q1, C_Q3, and P_M1), while freight options returns can explain futures
returns in four models (C_M1, C_Q1, C_Q3, and P_M1). Also, based on the magnitude of
the joint significance of the lagged variables (Wald test), the results point to stronger
spillover effects from the freight futures market to the freight options market. Thirdly, it can
be seen that time-charter rates can significantly explain freight returns can explain time-
charter rates in only three cases (C_M1, C_Q3 and P_M1). These results confirm the
presence of a bi-directional flow of information between time-charter returns and freight
options returns. Wald joint tests indicate that new market information is first reflected in the
futures market before it is spilt into the time-charter market, and finally appears in the options

market.

Panel B of Table 4.5 presents the parameter estimates of the conditional variance models. It is
observed that the b;; coefficient is significant in all models, indicating an existence of
volatility spillovers between time-charter, freight futures and options markets. The c;;
coefficient is statistically significant in all models (except in C_Q2 and C_Q3), indicating
that a shock (either positive or negative) can be transmitted between the three markets,
similarly to the results in the previous section for cointegrating models. Finally, the leverage
volatility effect, according to the d;; coefficient, is observed in four models for the
derivatives markets (C_M1, C_Q1, C_Q2 and P_M1), but only in three models for the time-
charter market (C_M1, C_Q1 and P_M1).
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Table 4.4 Maximum-likelihood Estimates of Restricted BEKK VECM-GARCH Models

Economic Information Transmissions between the Shipping Markets

C_M2 c 1 c C2 P_M2 P Q1 P_Q2 P_Q3 P C1
(T/IC) (T/IC) (T/C) (T/IC) (T/IC) (T/C) (T/C) (T/IC)
(Futures) (Futures) (Futures) (Futures) (Futures) (Futures) (Futures) (Futures)
(Options)  (Options)  (Options)  (Options)  (Options)  (Options)  (Options)  (Options)
Panel A: Conditional mean parameters
ectl -0.0222 -0.005° -0.0042 -0.0003 -0.001° -0.0042 -0.0032 -0.003?
-0.0172 0.004 2 0.000 0.000 -0.002 -0.006? 0.008? 0.001
-0.0192 0.0102 0.0012 -0.0202 -0.0122 -0.0192 0.002 0.000
ect2 0.0312 — — — — — — -0.002
0.0362 — — — — — — -0.0382
0.078? — — — — — — 0.0322
T/C (lag 1) 0.555? 0.5512 0.6022 0.8712 0.8722 1.0122 1.1042 1.008?
-0.0952 -0.1212 -0.0442 0.0812 0.070¢ 0.269° 0.1732 0.103°
-0.0982 -0.180? -0.0352 0.039 -0.1012 0.2782 0.1922 0.136°
Futures (lag 1) 0.3112 0.8082 1.1642 0.0742 0.0372 -0.004 -0.008 0.129?
0.205° 0.2782 0.3932 0.386? 0.215? -0.2272 0.2072 0.3032
0.290° 0.4512 0.650? 0.5222 0.091° -0.2812 0.3022 0.379?
Options (lag 1) -0.036 0.1042 0.040 -0.0001 0.0182 0.036° 0.0522 0.018°
-0.072 -0.021 0.004 -0.0942 -0.031 0.055? 0.014 -0.019
-0.135¢ -0.078 -0.1202 -0.1722 0.057¢ 0.011 0.0932 -0.049
T/C (lag 2) — — — — — -0.1672 -0.239? -0.1752
— — — — — -0.5192 -0.2342 -0.1932
— — — — — -0.5742 -0.1932 -0.229?
Futures (lag 2) — — — — — 0.020 0.012 0.012
— — — — — -0.1922 0.069° -0.1322
— — — — — -0.1352 0.096? -0.3822
Options (lag 2) — — — — — 0.006 0.013 0.005
— — — — — 0.002 -0.025 -0.008
— — — — — -0.091°¢ -0.015 0.2412
Ratio (lag 1) 0.0042 0.001 0.0007 0.0002 0.0002 0.000 -0.0001 0.0004
0.003? -0.0001 0.0005¢ -0.0006 0.001° 0.000 -0.0012 0.0001
0.006? 0.0004 0.0009% 0.000 0.0012 0.003? -0.0003 0.0002
Wald Test
Futures — T/C 34.952 95.612 85.022 49.39? 31.66° 0.90 0.64 29.80?
Options — T/C 0.76 3.97° 211 0.04 15.942 9.29b 16.722 10.822
Joint — T/C 101.532 120.372 98.412 101.062 100.142 30.492 51.232 59.942
T/C — Futures 9.332 24.672 12.712 0.64 0.23 14.112 10.372 10.592
Options — Futures 1.59 0.25 0.2 0.94 0.37 0.65 0.33 2.68
Joint — Futures 10.572 24.842 12.932 1.43 0.61 15.042 10.5° 13.14°
T/C — Options 8.642 11.792 3.76° 3.15¢ 0.37 7.312 3.69 0.02
Futures — Options 10.842 112.072 28.272 9.862 18.742 20.03? 43.542 101.732
Joint — Options 16.65° 113.782 28.99? 112 18.742 31.832 54.762 116.48?
Panel B: Conditional variance parameters
ajj 6.33e-05*  0.0002772  0.000208%  1.8e-05% 3.2e-052 4.44e-05%  2.24e-05*  4.81e-05°
2.33e-05%  3.02E-07  8.17e-06%  2.2e-052 0.000208%  9.95e-06%  0.000196°  3.77e-06°
-2.88e-05%  -7.34e-06® 3.54E-07  -2.23E-05 0.000466% 1.91e-05® 0.000282% 7.97e-06?
Cij 0.2022 0.4552 0.3242 0.6312 0.549? 0.666° 0.4792 0.6812
0.0772 0.2702 0.3222 0.106° 0.6662 0.575? 1.296% 0.479?
0.050° 0.293% 0.378? 0.056°¢ 1.4972 0.5392 1.3722 0.5732
dij 0.156? -0.063 0.2312 0.151° -0.2612 0.119 0.191° -0.455?
0.1982 -0.1112 0.6162 0.380? 0.850% -0.4142 -1.2212 0.3042
0.1942 0.3422 0.6932 0.8972 2.0512 -0.7812 -1.5902 0.6102
bjj 0.960? 0.8372 0.8972 0.695? 0.6482 0.436° 0.760? -0.2712
0.985? 0.9642 0.899? 0.9542 0.6512 0.8572 0.148? 0.899?
0.9942 0.9572 0.9042 0.9042 0.224? 0.839° 0.0821° 0.861°

Notes: 2 Significance at the 1% significance level.
b Significance at the 5% significance level.
¢ Significance at the 10% significance level.
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Table 4.4 Maximum-likelihood Estimates of Restricted BEKK VECM-GARCH Models (cont.)

P C2 S_M1 S_M2 S Q1 S Q2 S Q3 S C1 S C2

(T/IC) (T/IC) (T/IC) (T/IC) (T/IC) (T/IC) (T/IC) (T/IC)

(Futures) (Futures) (Futures) (Futures) (Futures) (Futures) (Futures) (Futures)

(Options)  (Options)  (Options)  (Options)  (Options)  (Options)  (Options)  (Options)
Panel A: Conditional mean parameters

ectl -0.001¢ -0.0102 -0.0162 -0.0102 0.0004b 0.001 0.0012 -0.0042
0.001 -0.0004 -0.012b 0.002 0.0022 0.0092 0.001b -0.0008
0.003 -0.016b -0.0122 0.001 0.008= 0.0182 0.0032 0.000
ect2 — 0.008¢ 0.0142 -0.003 — — — —
— -0.005 -0.003 -0.010 — — — —
— 0.1642 0.1912 0.1672 — — — —
T/C (lag 1) 1.0702 0.8342 0.6762 0.8602 0.8882 0.8802 0.8572 0.8782
0.1222 0.8582 0.3212 0.311a 0.028 0.3702 0.104¢ 0.134b
0.3022 0.218 0.2862 0.003 0.114¢ 0.3322 -0.4752 0.046
Futures (lag 1) 0.1952 0.023¢ -0.023r -0.008 0.018 0.023 0.0982 -0.0642
0.3042 0.2762 0.4212 0.4042 0.078¢ 0.086° 0.4012 0.2482
0.7592 0.4512 0.4392 0.4392 0.006 0.3602 0.5792 0.5482
Options (lag 1) 0.0152 -0.002 -0.003 -0.0082 -0.014¢ -0.018¢ -0.007 -0.005
0.008 -0.017¢ -0.0612 -0.018 0.0300 -0.022 0.002 -0.009
-0.1372 -0.025 -0.069¢ -0.043 0.072> -0.2072 -0.073 -0.092b
T/C (lag 2) -0.2232 0.0580 0.2502 0.1522 -0.002 0.0231 -0.004 0.1392
-0.1362 -0.5612 -0.3272 -0.3302 0.032 -0.081 -0.1582 -0.1190
-0.2872 -0.051 -0.3632 -0.3890 -0.3272 -0.162 0.0134 0.0176
Futures (lag 2) -0.026 -0.007 -0.0272 -0.006 -0.021 -0.015 -0.008 -0.1022
-0.1152 -0.065 -0.006 0.009 -0.251a -0.049 -0.081¢ -0.049
-0.3772 -0.118° -0.090 -0.024 -0.081k -0.060 -0.016 -0.3062
Options (lag 2) 0.004 -0.001 -0.001 -0.006 -0.014¢ -0.006 -0.003 -0.007¢
-0.0004 -0.009 -0.029 -0.028 -0.030¢ -0.04782 -0.0112 -0.0192
0.1042 -0.001 -0.044 -0.048 -0.2202 -0.118¢ 0.0125 0.0073
Ratio (lag 1) 0.0001 0.0001 0.00032 -0.0003® -0.0001 -0.0001 -0.0002° 0.0001
0.0002 -0.0004 -0.001 -0.0003 -0.0022 0.0022 -0.0001 0.000
0.0005 -0.0022 0.001 0.000 -0.0002 0.0022 -0.0001 0.001a
Wald Test
Futures — T/C 39.102 1.04 9.152 6.46° 1.03 4.68¢ 3.25 2.49
Options — T/C 5.01¢ 0.46 0.18 0.71 0.95 1.76 0.37 2.61
Joint — T/C 52.812 1.30 10.55b 8.78¢ 2.25 6.86 3.88 5.84
T/C — Futures 12.852 18.442 10.872 15.352 2.52 5.78¢ 3.28 0.42
Options — Futures  3.45° 2.55 1.36 3.12 1.28 0.47 2.62 5.6¢
Joint — Futures 15.692 21.432 12.48b 17.232 3.82 6.25 5.71 6.25
T/C — Options 7.222 0.96 1.03 4.94¢ 0.08 0.63 3.79 1.12
Futures — Options 16.832 0.92 4.72¢ 12.622 12.222 46.68° 49.352 26.552
Joint — Options 32.362 2.49 6.14 18.792 12,520 47.652 49.582 26.942
Panel B: Conditional variance parameters
ajj 4.1e-052 3.52e-05>  1.8e-052 4.9e-062 1.3e-062 1.63e-06  1.61e-062  6.53e-06°

2.79e-06°  2.78e-05  0.000167@ 0.0003352 8.43e-06° 9.05e-06  4.69e-062  9.3e-072
2.14E-06  0.000294®  6.95e-05  9.13e-052  -2.48E-06 -2.51E-06 1.05E-06 -1.15E-06

Cij 0.6722 0.1727 1.0382 0.7692 0.1672 -0.4262 0.251° 0.7512
-0.1372 0.0222 0.1802 0.172° 0.8602 0.048 0.3902 0.2352
-0.3812 0.0114 0.056 0.0902 1.121a 0.2122 0.6922 0.514a

dijj 0.3542 -0.202b 0.065 0.0588 -0.7082 -0.5832 0.6782 0.024
0.2572 -0.2572 0.7912 -0.371> 0.127 -0.7272 -0.094¢ -0.2482
0.6072 -2.252 1.1812 -1.252 0.4382 -0.7492 -0.5432 -0.4542

bjj 0.410° 0.418 0.094 0.7332 0.9072 0.8822 0.8922 0.7212
0.9662 0.9632 0.7282 0.5542 0.8392 0.8972 0.9182 0.9652
0.9062 0.6042 0.8042 0.760? 0.7622 0.9022 0.8472 0.9112
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Economic Information Transmissions between the Shipping Markets
Table 4.5 Maximum-likelihood estimates of Restricted BEKK VAR-GARCH Models

C_M1 C_ Q1 C_Q2 C_Q3 P_M1
(T/IC) (T/IC) (T/IC) (T/IC) (T/IC)
(Futures) (Futures) (Futures) (Futures) (Futures)
(Options) (Options) (Options) (Options) (Options)
Panel A: Conditional mean parameters
T/C (lag 1) 0.5392 0.5742 0.6602 0.6342 0.8672
-0.007 -0.1322 -0.1332 -0.0492 0.1332
-0.0642 -0.178 -0.1252 -0.0642 0.1342
Futures (lag 1) 0.3622 0.2072 0.051 0.2422 0.0522
0.4212 0.3402 -0.087 0.0572 0.2112
0.6182 0.4432 0.068 0.0682 0.6752
Options (lag 1) -0.0532 -0.008 0.082 0.1452 -0.004°
-0.1412 -0.2392 0.111 0.0382 -0.0802
-0.2492 -0.316° -0.033 0.051 -0.351
Ratio (lag 1) 0.001 0.00262 0.0009 0.0014 -0.0001
-0.0022 0.00552 0.01032 0.00362 -0.0032
0.001¢ 0.00632 0.01042 0.00572 -0.0032
Wald Test
Futures — T/C 88.042 18.832 211 37.592 65.712
Options — T/C 2.47 1.93 1.18 44.042 1.75
Joint — T/C 1442 70.152 33.002 70.32 86.22
T/C — Futures 8.922 3.02¢ 8.792 6.582 0.01
Options — Futures 4.672 0.03 0.13 0.54 4.78°
Joint — Futures 12.932 3.04 9.07° 6.85P 4.92¢
T/C — Options 4.48b 4.35° 13.342 10.722 3.57¢
Futures — Options 15.892 20.412 12.742 5.36° 9.162
Joint — Options 16.872 22.312 23.622 16.122 10.422
Panel B: Conditional variance parameters
ajj 7.68e-052 0.00032 0.0012 0.00042 1.33e-05°
1.61E-05 2.27e-05° -1.67e-062 1.98e-07¢ 8.09e-05°
-0.00012 4.14e-05¢ 2.33e-06° 2.00E-07 8.23e-05°
Cjj 0.1602 0.3032 0.8362 0.5792 0.5732
0.3332 0.7182 -0.007 2.40E-05 0.2832
0.1572 1.1712 -0.006 0.001 0.2122
dij 0.2552 0.1932 0.006 2.07E-06 0.198
0.7122 1.1812 0.0372 1.14E-08 0.8972
1.4272 0.7332 0.0662 4.60E-08 3.5692
bjj 0.9562 0.8872 0.3602 0.7502 0.7632
0.8952 0.7572 1.0012 1.0012 0.8732
0.8502 0.6922 1.0002 1.0012 0.7442

Notes: The significance levels of the coefficient parameters are denoted in Table 4.4.
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4.3.3. Impulse response analysis

Generalized Impulse Responses (GIR) functions of a SUR-VAR (when a cointegrating
relationship is not established) and of a SUR-VECM (when a cointegrating relationship is
established) are next estimated to provide insights into the dynamics of the causality effects
between the three investigated markets. Impulse responses measure the reaction of one
market (e.g. time-charter) by inducing one standard deviation shock to the prices of the other

market (e.g. freight futures or options).

Figure 3.1 depicts the impact of a shock on the Capesize market. The upper graphs illustrate
the response of time-charter rates (CTC), those in the middle the response of freight futures
prices (CTF), while the lower graphs show the response of freight option prices (CTO)
triggered due to a one standard deviation shock in each respective market. We observe the
market response for a 10 day-ahead horizon. The results indicate that Capesize time-charter
rates are strongly affected by the shock generated in freight futures and freight options prices
irrespective of maturity, with the shock in freight futures having a greater impact. Results
corroborate the same pattern for Panamax rates. Moreover, Capesize and Panamax futures
(options) prices are affected by a corresponding shock generated in time-charter rates and
options (futures) prices, irrespective of maturity. However, it appears that the impact of the
shock diminishes faster in the freight futures market than in the time-charter market,
indicating that the freight futures market can adapt to shocks more rapidly than the
underlying freight market. Supramax time-charter rates marginally react to a shock generated
in futures prices and do not affect options’ prices at all. This may be due to the low liquidity
of Supramax freight futures contracts and the negligible liquidity of Supramax freight
options. Overall, for all three types of vessels examined, the futures market has stronger
effects in the other two markets (time-charter and freight options) than the time-charter
market, while the freight options market has the least significant impact. These results
indicate that market participants should still rely on freight futures prices to gain a view of
the underlying freight market but cannot use freight options markets for price d