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Key Points:

• The CAPTIVATE optimal estimation retrieval algorithm is applied to zenith-pointing Doppler cloud radars deployed during the Biogenic Aerosolos—Effects on Clouds and Climate field campaign (BAECC 2014), in Hyytiälä, Finland.
• Doppler velocity is exploited to retrieve a parameter that modulates the mass, area and radar backscatter cross-sections to represent the continuum of particle morphologies from unrimed aggregates to graupel and hail.
• The retrieval provides insights into microphysical processes including aggregation and riming. Retrieved particle density is correlated with the availability of super-cooled liquid water, demonstrating potential to use the retrieval to diagnose embedded layers of mixed-phase clouds.
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Abstract

Retrievals of ice and snow are made from Ka- and W-band zenith-pointing Doppler radars at Hyytiälä, Finland, during the snow experiment (SNEX) component of the Biogenic Aerosols: Effects on Clouds and Climate (BAECC 2014) field campaign. In a novel optimal estimation retrieval, mean Doppler velocity is exploited to retrieve a “density factor” parameter which modulates the mass, shape, terminal velocity and backscatter cross-sections of ice particles. In a case study including aggregate snow and graupel we find that snow rate and ensemble mean ice density can be retrieved to within 50% of in-situ measurements at the surface using dual-frequency Doppler radar retrievals. While Doppler measurements are essential to the retrieval of particle density, the dual-frequency ratio provides a strong constraint on particle size. The retrieved density factor is strongly correlated with liquid water path, indicating that riming is the primary process by which the density factor is modulated. Using liquid water path as a proxy for riming, profiles classified as unrimed snow, rimed snow and graupel exhibit distinct features characteristic of aggregation and riming processes, suggesting the potential to make estimates of process rates from these retrievals. We discuss the potential application of the technique to future satellite missions.

1 Introduction

Estimates of the global volume and distribution of snow are critical to understanding the atmospheric water budget and surface hydrology. While the first generation of spaceborne cloud and precipitation radars has greatly improved the detection of snow, remote-sensed estimates of snow mass flux and its microphysical properties remain highly uncertain. Understanding the microphysics of snow production within ice clouds is also critical to global rainfall: CloudSat 94-GHz radar [Stephens et al., 2002] observations reveal that 85–90% of all precipitation events in the extratropics and poles originate in the ice phase, and that 34–40% of rain events in the subtropics and tropics fall from melting ice [Field and Heymsfield, 2015]. CloudSat snow retrievals [e.g. Liu, 2008; Kulie and Bennartz, 2009] have enabled the first remote-sensed estimates of snow over remote polar regions [Palmer et al., 2014], and surveys of snow regimes [Chen et al., 2016; Kulie et al., 2016], but further microphysical insights are anticipated from upcoming satellite missions. The first of a second generation of satellite radars is the dual-frequency precipitation radar (DPR) aboard the global precipitation measurement mission [GPM; Hou et al., 2014]; however, initial comparisons suggest DPR detects only about one-third of the mass of snow seen by CloudSat, concen-
trated in the heaviest 5% of snow events [Casella et al., 2017]. Work is ongoing to better evaluate remote-sensed snow rate at the surface [e.g. Heymsfield et al., 2016] with the aim of reducing uncertainties in retrievals from current satellite capability and informing the design of future satellite sensors.

Remote-sensing of ice and snow requires knowledge of the morphology of ice particles, which may be any combination of pristine ice crystals grown by vapour deposition, aggregates or fragments formed from interactions between ice particles, or rimed particles and graupel having collected liquid drops in mixed-phase cloud. While a majority of snow is assumed to fall as aggregate snowflakes [Langleben, 1954], the masses and fallspeeds of ice particles remain fundamental to uncertainties in radar retrievals [Hiley et al., 2011]. Ice particle properties are especially uncertain in and below mixed-phase clouds, which are common in the extratropics and poles [Hogan et al., 2003, 2004; Cesana et al., 2012], radiatively important in the polar regions and extratropics [e.g. Shupe et al., 2004], imperfectly detected by spaceborne radar and lidar [e.g. Ceccaldi et al., 2013], and poorly represented in models [e.g. Tan et al., 2016]. Studies at ground stations have attributed 40% or more of the mass of snow to rimed ice [Harimaya and Sato, 1989; Mitchell et al., 1990; Moisseev et al., 2017], suggesting large uncertainties in remote-sensed estimates of snow rate while riming goes undiagnosed, and riming has been strongly associated with heavy accumulation events in mountainous regions [Grazioli et al., 2015]. Remote-sensed estimates of snow stand to be improved by the capability to diagnose riming in mixed-phase clouds, hence to better estimate ice particle properties and the mass flux of snow.

Recent ground-based measurement campaigns have facilitated studies of snow microphysics using deployments of advanced radars, lidars and passive remote-sensors co-located with in situ measurements of snow particles [e.g. Szýrmer and Zawadzki, 2014; Petäjä et al., 2016]. Combined particle imaging and snow gauge instruments have enabled the quantification of ice bulk density and rime mass [Tiira et al., 2016; Moisseev et al., 2017; von Lerber et al., 2017; Grazioli et al., 2015], building upon previous studies characterising particle morphologies and degrees of riming [e.g. Harimaya and Sato, 1989; Mitchell et al., 1990]. These campaigns provide opportunities to evaluate and intercompare the representation of ice and mixed-phase microphysics used in numerical models [Lin et al., 2011; Morrison and Milbrandt, 2015; Morrison et al., 2015], as well as of ice particle morphology and growth processes as they relate to radar backscatter [Kneifel et al., 2011; Leinonen and Szýrmer, 2015]. Triple-frequency radar measurements have allowed for the evaluation of particle mod-
els using the signatures of rimed and unrimed ice particles [Kneifel et al., 2015; Stein et al., 2015], a technique that has recently been applied to colocated CloudSat and GPM measurements [Yin et al., 2017]. With Doppler radar capability, the morphology of snow can also be inferred from terminal velocities of particles to estimate the degree of riming [Mosimann, 1995] or the density of rimed aggregates [Szyrmer and Zawadzki, 2014; ?], and it is possible in some cases to distinguish ice from cloud droplets using Doppler spectra in mixed-phase cloud [Kalesse et al., 2016]. Recent ground-based remote-sensing and in situ measurement campaigns have demonstrated the application of Doppler and multiple-frequency radar observations to improved retrievals of snow and riming.

In this study we demonstrate the novel retrieval of the properties of snow particles using vertically-pointing dual-frequency Doppler radars at Hyytiälä, Finland. Mean Doppler velocity, a measure of the terminal velocity of hydrometeors, is used to estimate a parameter that modulates the properties of ice particles along a continuum from unrimed aggregates to graupel and hail. The retrieval is carried out within the optimal estimation framework for Cloud Aerosol and Precipitation from multiple Instruments using a VAriational TEchnique (CAPTIVATE), which provides the flexibility to assimilate observed variables from a range of ground-based instruments. We consider the contribution of Doppler velocity and dual-frequency radar reflectivity measurements to the retrieval, and compare against retrievals in which particle density does not vary. The retrieved snow rate, particle size distribution and bulk density are evaluated against in-situ measurements at the surface. This method for estimating ice particle morphology from mean Doppler velocity should be applicable to the network of ARM and Cloudnet [Illingworth et al., 2007] “supersites” with multi-frequency Doppler radars, as well as to the upcoming ESA/JAXA Earth Cloud Aerosol Radiation Explorer [EarthCARE; Illingworth et al., 2015], which will feature the first spaceborne Doppler cloud radar in synergy with lidar and radiometers. In addition to Doppler capability, spaceborne multiple-frequency cloud radars have long been of interest to further improve global observations of ice clouds and snow [Hogan and Illingworth, 1999; Tanelli et al., 2009; Löhnert et al., 2011; Leinonen and Szyrmer, 2015; National Academies of Sciences Engineering and Medicine, 2018].

The paper is structured as follows: we describe the components of the CAPTIVATE retrieval framework pertinent to estimates of ice and snow from radar measurements, with a focus on formulating a new parameter with which to represent ice particles over a range of densities from unrimed aggregates to graupel and hail (Section 2), and lay out the mea-
measurements and atmospheric state data used for the present study (Section 3). We then present
the results of retrievals for a case study of a frontal snow event with significant riming (Sec-
tion 4.1), and a statistical evaluation of a retrieval of 10 snow events over a 2 month observa-
tion period (Section 4.2). In our concluding remarks we consider applications of the retrieval
to future satellite radar missions (Section 5).

2 Retrieval framework

The CAPTIVATE retrieval framework [Mason et al., 2017] has been developed for
radar–lidar–radiometer synergy retrievals from EarthCARE [Illingworth et al., 2015]. CAP-
TIVATE therefore includes instrument forward-models for the Doppler radar and high-spectral
resolution lidar aboard EarthCARE, but is also designed to be easily configurable for active
and passive sensors on ground-based and airborne platforms. Here we focus on the retrieval
of snow from zenith-pointing ground-based radar measurements. The retrieval of ice and
snow builds upon the methods employed for the synergy of CloudSat/CALIPSO observations
[Delanoë and Hogan, 2008, 2010]; the novelty of the present retrieval is the availability of
Doppler velocity measurements.

2.1 Cost function and minimization

The retrieval operates on a column-by-column basis to make an optimal estimate of the
vector of state variables \( \mathbf{x} \) that best explains the observed variables \( \mathbf{y} \) within the bounds of
prior expectations and measurement uncertainties [Rodgers, 2000]. The optimal estimate is
that which minimizes the cost function

\[
J = \frac{1}{2} \delta \mathbf{x}^T \mathbf{B}^{-1} \delta \mathbf{x} + \frac{1}{2} \delta \mathbf{y}^T \mathbf{R}^{-1} \delta \mathbf{y} + J_c(\mathbf{x}),
\]

where \( \delta \mathbf{x} = \mathbf{x} - \mathbf{x}_a \) is the difference between the state vector and its prior, and \( \mathbf{B} \) the er-
ror covariance matrix of the priors; \( \delta \mathbf{y} = \mathbf{y} - H(\mathbf{x}) \) is the difference between the observed
variables and the forward-modelled observations \( H(\mathbf{x}) \), and \( \mathbf{R} \) the error covariances of the
observations and forward models; and \( J_c(\mathbf{x}) \) optionally applies regularization constraints to
the vertical profile of the state vector [Twomey, 1977]. By quantifying uncertainties in the
prior estimates of the state, measurement errors, and uncertainties in the implementation of
the forward-models, the retrieval yields a robust best-estimate of the state variables and their
associated error uncertainties. The cost function is minimized by iterating on the state vec-
tor from the prior in the direction of the first and second derivatives of the cost function [the
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Levenberg-Marquadt method; Rodgers, 2000]. The derivatives are computed efficiently and transparently using the combined array and automatic differentiation C++ software library, Adept [Hogan, 2014, 2017].

The vectors of state variables through the vertical profile $\mathbf{x}$, for $n$ classes of hydrometeor are retrieved from the observed variables $\mathbf{y}$ of $m$ instruments:

$$
\mathbf{x} = \begin{pmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{pmatrix}, \quad \mathbf{y} = \begin{pmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_m
\end{pmatrix}.
$$

Both the selection of appropriate state variables for ice particles (Section 2.3) and the formulation of a radar forward-model for the observed variables (Section 2.4) depend on an underlying physical representation of ice particles: their size distribution, shape and mass, and their terminal fallspeeds.

### 2.2 Representation of ice particle properties

The bulk quantities of primary interest for remote-sensing are related to integrals over the particle size distribution (PSD; $N(D)$) with the average properties of ice particles, as a function of maximum particle dimension $D$. Unless stated otherwise, SI units are used. The ice water content (IWC) requires the mass of ice particles, $m(D)$:

$$
IWC = \int_0^\infty m(D) N(D) \, dD, \tag{2}
$$

while the mass flux or snow rate also includes particle terminal velocities, $v(D)$:

$$
S = \int_0^\infty v(D) m(D) N(D) \, dD. \tag{3}
$$

A characteristic bulk density of ice particles can be calculated as a volume flux-weighted density:

$$
\bar{\rho} = \frac{\int_0^\infty m(D) v(D) N(D) \, dD}{\frac{\pi}{6} AR \int_0^\infty D^3 v(D) N(D) \, dD}, \tag{4}
$$

where $AR$ is the aspect ratio of a horizontally-aligned oblate spheroid enclosing the particle. A volume flux-weighted density for ease of comparison with estimates derived from in situ measurements of accumulation with a snow gauge [e.g. Moisseev et al., 2017; von Lerber et al., 2017]. While integrated quantities such as snow rate are especially sensitive to the formulation of the mass-size relation [Heymsfield et al., 2010; Delanoë et al., 2014], in
this study it will also be important to relate the mass and shape of particles to their terminal 
velocity in order to retrieve the morphology of snow particles from Doppler radar measure-
ments.

In the following sections we first describe the PSD (Section 2.2.1), then the mass-size 
(Section 2.2.2) and area-size (Section 2.2.3) relations for a range of ice particles, and finally 
how particle properties are combined to estimate terminal fallspeeds (Section 2.2.4).

2.2.1 Particle size distribution

The PSD is represented as a normalized spectrum of the form

\[ N(D) = N_w F(D/D_0). \] (5)

where \( N_w \) is the normalized number concentration, \( D_0 \) is the median volume diameter [Tes-
tud et al., 2001], and the function \( F(D/D_0) \) can be either that of the normalized gamma dis-
tribution [Testud et al., 2001; Illingworth and Blackman, 2002; Delanoë et al., 2005], or the 
universal modified gamma distribution derived by Field et al. [2005] for extratropical ice 
clouds [see also Field et al., 2007; Delanoë and Hogan, 2008]. The normalized number con-
centration can be estimated from the moments of the PSD:

\[ N_w = M_3^4 / M_3^3 \] (6)

where \( M_n \) is the \( n^{th} \) moment. When using the gamma function a constant shape parameter 
of \( \mu = 2 \) is assumed in order to simplify the representation of the PSD; the shape parameter 
makes the smallest contribution to uncertainties in the retrieved ice water content [Delanoë 
et al., 2005]. In practice for the present study, the differences between the retrieved quantities 
using the normalized gamma and Field et al. [2005] PSD were found to be within the uncer-
tainty of the retrievals; in the results presented here the Field et al. [2005] PSD is used unless 
otherwise stated.

2.2.2 Mass-size relations

Ice particle mass is expressed as a function of maximum dimension by the power law

\[ m(D) = a_m D^{b_m}, \] (7)

where the prefactor \( a_m \) scales the density of ice at all sizes, and the exponent \( b_m \) controls the 
size-dependence of particle mass and is related to the particle growth mechanism or shape
of the particle. Aggregate snowflakes have exponents around $b_m = 2$, close to the theoretical value for fractals [Westbrook et al., 2004; Stein et al., 2015]. More rounded graupel and hail particles have exponents closer to $b_m = 3$, the physical maximum for spheres [Leinonen and Moisseev, 2015].

While snow particles are observed to vary greatly in morphology, the majority of snow is thought to fall as aggregate snowflakes [Langleben, 1954]—indeed, the mass-size relations used for ice and snow tend to be derived from measurements dominated by unrimed aggregates. We follow the approach of Hogan et al. [2012], who showed that in-situ measurements of cirrus were consistent with radar reflectivities when the mass-size relation derived for “aggregates of unrimed bullets, columns and side-planes” by Brown and Francis [1995] was used. In this representation the smallest particles are assumed to be solid quasi-spherical ice crystals, while larger aggregates occupy the volume of a horizontally-aligned oblate spheroid with an aspect ratio—that between the minimum (vertical) dimension and the maximum (horizontal) dimension—of $AR = 0.6$. Hogan et al. [2012] found that this value provided a good fit to a database of aircraft measurements as well as other studies in the literature. Combining dual-polarization weather radar and surface based snowfall measurements at Hyytiälä, [Li et al., 2018] found that the aspect ratio varies with riming fraction between 0.4 and 0.9, while analysis of PIP images by Tiira et al. [2016] yielded a median aspect ratio of 0.72. However, the applicability of particle images to derive particle geometrical properties was questioned by Jiang et al. [2017]; hence, Tiira et al. [2016] also used a single aspect ratio value of 0.6 for density retrievals. In the present study it was found that assuming $AR = 0.8$ instead of $AR = 0.6$ led to an increase in retrieved ice water content of approximately 20%, demonstrating that the shape and orientation of ice particles is an important uncertainty in the remote-sensing of snow [see also Hogan and Westbrook, 2014].

How does riming affect the mass-size relation of snow? Numerical analogues for “ballistic” collisions between ice particles (aggregation) and between ice particles and supercooled liquid drops (riming) suggest that aggregating particles will retain mass-size exponents around $b_m = 2$, while those growing by riming will tend toward exponents of $b_m = 3$ [Jullien, 1992]. A conceptual model for riming introduced by Heymsfield [1982] proposes a two stage process for the riming of aggregate snowflakes [see also Morrison and Milbrandt, 2015; Moisseev et al., 2017], in which an aggregate is first “filled in” by freezing supercooled drops, increasing the mass of the particle but not its size: this increases the prefactor of the mass-size relation while the exponent remains close to $b_m = 2$ [e.g. Szyrmer and Zawadzki,
2014; Morrison and Milbrandt, 2015; Moisseev et al., 2017; von Lerber et al., 2017]. That
the first stage of riming does not scale the exponent of the mass-size relation is consistent
with earlier studies of rimed snow [e.g. Harimaya and Sato, 1989; Mitchell et al., 1990].
Once the particle geometry is closed by in-filling, it is classified as graupel. In this second
stage rime is accreted to the outside of the particle, adding to both its mass and diameter, and
as the particles become rounder in shape the exponent approaches $b_m = 3$ [Mitchell, 1996].
The morphology of an ice particle encodes a history of multiple and interacting processes,
including aggregation and transitions between stages of riming, which may be observed mi-
croscopically [Fujisaki and Wakahama, 1985] or tracked within a microphysical parame-
terization scheme [Morrison et al., 2015; Morrison and Milbrandt, 2015], but are unlikely to
be instantaneously grasped by remote sensing. In a modelling study Leinonen and Szyrmer
[2015] compared particles that have grown first by aggregation then riming to those that have
grown by simultaneous aggregation and riming. While it was found that aggregation and
riming, whether in series or in parallel, form particles that are indistinguishable in terms of
radar backscatter—an important result for remote-sensing—the corresponding mass-size re-
lations were distinct: when riming followed aggregation the exponent was found to remain
close to $b_m = 2.1$ until a relatively high degree of riming; but when riming and aggrega-
tion were simultaneous the exponent varied significantly even at low degrees of riming. This
complicates the two-stage conceptual model of riming. While we may attempt to formulate a
representation of the range of morphologies and densities of ice particles for remote-sensing
applications, the possibility of multiple interacting ice processes means we should be cau-
tious about attributing all variations in particle density to riming.

It has been observed that the mass-size relations derived from studies of snow and ice
form a continuum of ice particles from unrimed snowflakes to graupel and hail [Lin and
Colle, 2011]; Fig. 1 shows the mass-size prefactors and exponents $a_m$ and $b_m$ in cgs units
and converted where necessary into terms of maximum particle dimension $D$. Particles with
low mass-size prefactors and exponents—in the lower left part of the diagram—include a
range of unrimed aggregates, as well as other low-density species such as dendrites, needles
and columns. Measurements of unrimed snow from ground-based studies [Tiira et al., 2016;
von Lerber et al., 2017] are consistent with aircraft studies of ice clouds [Heymsfield and
Westbrook, 2010; Brown and Francis, 1995], with $b_m$ varying between 1.9 and 2.1. Larger
mass-size prefactors and exponents—in the centre to the upper-right part of the diagram—
include denser or more compact particles of various kinds, often with some degree of rim-
ing. Exponents for rimed aggregates and low-density graupel are between 2.1 and 2.4 [Erfani and Mitchell, 2017; von Lerber et al., 2017]; while for lump graupel and hail classifications [Mitchell, 1996; Mace and Benson, 2017; Zikmunda and Vali, 1972] the exponent approaches 3.0. We note that the position on the mass-size relation diagram is not solely related to the effect of riming, especially for slender 1- and 2-dimensional species such as columns and dendrites: for example, the rimed dendrites in Erfani and Mitchell [2017] have a lower mass-size exponent than the unrimed dendrites; and the different sizes of hexagonal columns in Mitchell [1996] range from the upper-right part of the diagram for the smallest columns, to the extreme lower-left for the largest.

Variations in ice particle density have been parameterized in many ways. Fixed densities can be assumed depending on the cloud type, with low-density aggregates in stratiform cloud and graupel-like particles in convective cloud [e.g. Grecu et al., 2016]. Lin et al. [2011] parameterize ice density according to temperature. Szyrmer and Zawadzki [2014] demonstrate a radar retrieval of lightly rimed snow from ground-based dual-frequency Doppler radars in which the prefactor $a_m$ is scaled to increase the density of ice due to riming, while the exponent is fixed at $b_m = 2$. Similarly, Moisseev et al. [2017] represented the density of snow by scaling the prefactor of the mass-size relation and holding the exponent constant.

In order to represent a continuum of ice particles from unrimed and rimed aggregates to graupel and hail, we parameterize particle mass based on a “density factor” $r$ (grey line in Fig. 1) that is continuous between the mass-size relation for the unrimed aggregates of Brown and Francis [1995] ($m = 0.0121 D^{1.9} \text{ kg where } r = 0$) and that of oblate spheroids of solid ice ($m = 288 D^3 \text{ kg at } r = 1$). The parameterized exponent varies linearly with density factor between these two reference points ($b_m = 1.9$ and $b_m = 3$):

$$b_m'(r) = 3r + 1.9(1 - r),\quad (8)$$

while the prefactor is scaled according to the requirement that particle masses are equivalent for all $r$ at some critical diameter $D_c$, which can be calculated as $(0.0121/288)^{1/(3-1.9)} = 105 \mu m$, similar to the transition from quasi-spheroids to aggregates in Hogan et al. [2012]. Normalizing by the critical diameter, the mass-size relation for all particles can be expressed

$$m(D, r) = a_m' \left( \frac{D}{D_c} \right)^{b_m'}, \quad (9)$$

where the normalized prefactor $a_m' = a_m D_c^{b_m} = 33.3 \mu g$ is the particle mass at the critical diameter. A similar normalized mass-size relation was employed in Szyrmer and Zawadzki
Figure 1. A comparison of $m(D)$ power-law prefactors and exponents. Coloured circles show $a_m, b_m$ for various studies of ice and snow. Black markers correspond to particle types summarized in Mitchell [1996]; where multiple markers of a particular type are shown, their relative size indicates the size range for which the mass-size relation was derived. Unrimed aggregates [Brown and Francis, 1995] and spheroids of solid ice define the mass-size relation as a function of density factor $r$: the grey line indicates the values of $a_m, b_m$ parameterized by the density factor in the range $-0.17 < r < 1.0.$
[2014] [see also Maahn et al., 2015; Maahn and Löhnert, 2017], but in that study the critical diameter was selected to be close to the median particle diameter to minimize the effect of fixing the exponent of the mass-size relation $b_m = 2$. In the present retrieval all particles smaller than the critical diameter are assumed to be solid quasi-spheroids; expressed another way, the fractional volume of a particle occupied by ice is given by the ice fraction,

$$f(D, r) = \begin{cases} 
1.0 & D \leq D_c \\
(D/D_c)^{b'_m-3} & D > D_c
\end{cases}$$  \hspace{1cm} (10)

The ice fraction-size relation for a range of density factors is shown in Fig. 3.

In terms of the density factor, the unrimed and lightly-rimmed snow correspond to low values ($r < 0.3$), and heavily-rimmed snow and graupel [von Lerber et al., 2017; Mace and Benson, 2017] relate to higher values ($0.3 < r < 0.7$). While $r = 1$ is the upper limit, small negative density factors are possible, and allow for the representation of particles with lower densities such as dendrites [Erfani and Mitchell, 2017] or large hexagonal columns [Mitchell, 1996].

We note that the density factor is not intended to explicitly represent the effect of the riming process on the mass of a particle, but allows for a smooth transition between unrimed and rimed aggregates to graupel and hail which we hope will be sufficient to allow an estimate of ice morphology based on particle fallspeeds. The density factor pivots the mass-size relation of ice particles larger than the critical diameter (Fig. 3), but without representing the transition features that would corresponding to the multiple stages of riming. A more process-oriented parameterisation of the “in-filling” stage of rimed aggregate snowflakes would be to scale the mass-size prefactor with the density factor, while the exponent remains constant. While this would better represent the conceptual model of the riming process, it would not encompass the observed variability in the mass-size relations of unrimed snowflakes, or the transition to graupel-like particles. A comparison of the two parameterisations indicated that the retrieval was not strongly sensitive to the representation of the density factor, especially for estimates of unrimed to moderately rimed aggregates. With additional observational evidence, a more complex representation of the effects of riming on particle morphology—including expected changes in the masses and shapes of particles during different stages of riming—may allow for improved retrievals and better quantified uncertainties. This should be the subject of future work.
2.2.3 Area-size relation

Similar to the mass-size relation, the cross-sectional area of ice particles is expressed as a power law:

\[ A = a_A D^{b_A}. \]  

(11)

The area-size relation of unrimed aggregates is derived from the mass-size [Brown and Francis, 1995] and mass-area relations [Francis et al., 1998] from aircraft measurements of cirrus clouds \( A = 0.02038 D^{1.624} \) m\(^2\) in SI units and in terms of maximum dimension. The geometric upper limit for horizontally-aligned oblate spheroids with maximum dimension on the horizontal plane is \( A = \pi/4 D^2 \) m\(^2\). A comparison of area-size relations from a range of studies (Fig. 2) again shows a relationship between the prefactors and exponents across particle types: lower density factors are consistent with unrimed ice particles [Schmitt and Heymsfield, 2010; Mace and Benson, 2017], and larger density factors with rimed particles [Heymsfield and Kajikawa, 1987], graupel and hail [Mitchell, 1996]. While increases in cross-sectional area are consistent with the conceptual model of riming leading to the infilling of aggregates and a transition to rounded graupel-like particles, there is significant variability between particle types: for example, columns may retain low cross-sectional areas despite riming, while riming may have little effect on the cross-sectional area of plates.

To represent the increased cross-sectional area of rimed aggregates and graupel, we scale the area-size relation by the density factor \( r \); however, to represent the more rounded shapes of heavily rimed aggregates and graupel, the cross-sectional area is maximized for \( r = r_{\text{max}} \), so that

\[ b_A' = 2 \frac{r}{r_{\text{max}}} + 1.624(1 - \frac{r}{r_{\text{max}}}). \]

(12)

The prefactor is scaled by a critical diameter \( D_{c_A} \), the size at which the cross-sectional area of unrimed aggregates and spheres are equal, which can be calculated to be 61 \( \mu \)m. The normalized area-size relation is therefore

\[ A = a_A' \left( \frac{D}{D_{c_A}} \right)^{b_A'}, \]

(13)

where the modified prefactor is the area at the critical diameter \( a_A' = a_A D_{c_A}^{b_A} \). Most rimed and unrimed aggregates correspond to density factors \( r < 0.3 \), while quasi-spheroidal and heavily rimed particles, graupel and hail have \( r \approx r_{\text{max}} \). A marginally more complex area-size relation that better fits the observations would be to allow both the prefactor and exponent to vary for \( r < r_{\text{max}} \), before scaling only the prefactor up to \( r = 1 \).
Figure 2. A comparison of power law prefactors and exponents for ice particle area-size relations. Coloured circles show $a_A, b_A$ derived from a range of aircraft and surface studies. Black markers correspond to specific particle types summarized in Mitchell [1996]. The parameterized area-size relation, which varies with density factor between unrimed aggregates [$r = 0$ Brown and Francis, 1995; Francis et al., 1998] and spheres of solid ice ($r = r_{\text{max}}$), is shown with a grey line.
Particle area is often expressed as the area ratio, which is the cross-sectional area of the particle normalized by area of the circumscribing circle, or

\[
A_r(D) = \begin{cases} 
1.0 & D \leq D_{CA} \\
(D/D_{CA})^{b_A-2} & D > D_{CA}
\end{cases}
\]  

(14)

\section*{2.2.4 Velocity-size relation}

The boundary layer or hydrodynamic method provides an estimate of the terminal velocity of a hydrometeor based on size, area ratio and mass [e.g. Mitchell, 1996; Mitchell and Heymsfield, 2005; Khvorostyanov and Curry, 2005; Heymsfield and Westbrook, 2010] or conversely, an estimate of particle mass from measured diameter, cross-sectional area and fallspeed [e.g. von Lerber et al., 2017]. In the previous sections the mass- and area-size relations for ice particles were expressed as functions of diameter and density factor; hence a look-up table for particle terminal velocities is produced using the method of Heymsfield and Westbrook [2010].

The terminal fallspeed of ice particles \(v(D, f)\) for a range of maximum dimensions and ice fractions (see eq. 10) is overlaid with curves corresponding to the mass-size relations for a range of density factors (Fig. 3). As the mean Doppler velocity relates to the reflectivity-weighted average of particle fallspeeds, the density factor has the greatest effect on the fallspeeds of the largest particles. While the largest unrimed aggregates do not exceed terminal velocities of 2 \(\text{m s}^{-1}\), even low density factors effect significant increases in fallspeed for particles of the same size.

\section*{2.3 State variables}

\subsection*{2.3.1 Extinction coefficient and primed number concentration}

The choice of retrieved state variables is flexible within CAPTIVATE, as are any vertical or temporal smoothing applied to the state variables. In this retrieval, a state variable related to the density factor is added to those used for retrievals of ice clouds from radar–lidar synergy described in Delanoë and Hogan [2008, 2010]. The first state variable is the visible extinction coefficient of ice in the geometric optics approximation, \(\alpha_v\). The second state variable is the primed number concentration,

\[
N'_0 = N_0 \alpha_v^{-0.6}
\]  

(15)
from which the normalized number concentration $N_0$ from (5) can be recovered, since the 
extinction coefficient is also retrieved. Delanoë and Hogan [2008] showed using in situ aircraft data that this choice of state variables for ice allows for a convenient a priori estimation 
of the primed number concentration as a function of atmospheric temperature (Table 1). An 
additional parameter, the lidar extinction-to-backscatter ratio, can also be retrieved in radar-
lidar synergy applications; however, in this study we assume this variable is constant.

The minimization scheme does not limit the values of retrieved variables, so we formulate state variables such that they remain physically meaningful at all values; this is achieved by using the natural logarithms of $N'_0$ and $\alpha_v$.

While these choices of state variables for ice and snow are convenient for the reasons 
described above, they are not necessarily the most physically meaningful quantities. For 
comparison with in situ measurements, an integrated quantity such as the melted-equivalent 
snow rate, as well as the median diameter and normalized number concentration, are more 
convenient. As the extinction coefficient is an integral over the PSD and the primed number 
concentration relates to a parameter of the PSD by (15), the two state variables are sufficient 
to calculate the PSD.

2.3.2 Density index

The natural logarithm of the density factor is not a suitable state vector; the density 
factor should not exceed $r = 1$, but small negative values are physically meaningful. Instead 
we retrieve the density index $r'$, a state variable defined such that:

$$r = \frac{f (r' + r_0) + f (r_0)}{1 - f (r_0)},$$

(16)

where

$$f (x) = \frac{1}{2} + \frac{\tan^{-1} x}{\pi},$$

(17)

and $r_0 = -2$. This transform function has the property that $r = 0$ when $r' = 0$, and for any 
value of $r'$, $r$ is within the range $-0.173$ to $1.0$. The transform is illustrated in Fig. 4.

2.3.3 Representation of the state vector

To reduce the effect of measurement noise on the retrieval, the profile of each state 
variable is represented as the basis functions of a cubic spline [Hogan, 2007]. The degrees of 
freedom of the retrieval can therefore be controlled by altering the spacing of the basis func-
Figure 3. The terminal fallspeeds $v(D, f)$ of ice particles as a function of maximum dimension $D$, and ice fraction $f$. Black lines correspond to the parameterized mass-size relations for density factors between unrimed aggregates ($r = 0$) and spheroids of solid ice ($r = 1$). $D_c$ is the diameter below which all particles are represented as dense quasi-spherical particles.

Figure 4. The transform function between density index $r'$, the retrieved state variable, and the density factor which modulates the particle properties between unrimed aggregates at $r = 0$ and spheroids of solid ice at $r = 1$. 
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A Kalman smoother [Rodgers, 2000] is applied to the extinction coefficient and density index, so that the retrieval of these quantities is constrained by adjacent profiles. In the first pass of the smoother the retrieval is constrained by subsequent rays and, on the second pass, in both directions. For the retrieval of the density factor, this will have the effect of filtering out smaller-scale fluctuations in the mean Doppler velocity due to turbulent vertical air motion.

The state vector for ice cloud and snow is therefore

\[ x_{\text{ice}} = \begin{pmatrix} \ln \alpha_v \\ \ln N'_0 \\ r' \end{pmatrix}. \]

The prior estimate of the state vector and associated uncertainties represent our knowledge of the state before the measurement vector is assimilated. The values and uncertainties of the priors, and the vertical representation of each state variable are summarized in Table 1; note that the uncertainties in the priors are in terms of the natural logarithm of the physical parameters. From a large database of in situ measurements of ice clouds [Delanoë et al., 2005] an expression has been derived for \( \ln N'_0 \) as a function of atmospheric temperature, with a variance of 1.0 [Fig. 3b in Delanoë and Hogan, 2008], and a similar function of temperature is used for the prior extinction coefficient. When fewer observational variables are used it may be necessary to reduce the number of degrees of freedom by holding some state variables at their a priori values; these state variables can be represented within the retrieval as a “model” variable, wherein its value does not vary but its prior uncertainty is assimilated.

### 2.4 Observed variables and radar forward model

#### 2.4.1 Reflectivity factor

The observed variables for each radar are the apparent radar reflectivity factor \( Z_f \) and mean Doppler velocity \( V_f \) at the radar frequency \( f \). The reflectivity factor is given by

\[ Z_f = 10^{18} \frac{\lambda^4}{\pi^3 |K_f|^2} \int_0^\infty \sigma_f(D) N(D) dD \]  

where \( \lambda \) is the radar wavelength, \( K_f \) is the dielectric factor, and \( \sigma_f(D) \) is the radar backscatter cross-section. Radar attenuation due to atmospheric gases is modelled from the atmospheric state using Liebe [1985], so that this effect is included in the observed and forward-modelled radar reflectivities.
Table 1. State variables for ice and snow, their priors, uncertainties and vertical representation. Note that we take as the state variables the natural logarithms of key parameters; stated uncertainties are therefore uncertainties in the natural logarithm of the priors.

<table>
<thead>
<tr>
<th>State variable</th>
<th>Prior $x_i^n$</th>
<th>Prior uncertainty $\sigma(x_i^n)$</th>
<th>Cubic spline spacing [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extinction coefficient $\ln \alpha_v$</td>
<td>$-9.2103 - 0.03148 T$ (where $T$ is in °C)</td>
<td>10.0</td>
<td>150</td>
</tr>
<tr>
<td>Primed number concentration $\ln N'_0$</td>
<td>$23.03 - 0.12997 T$ (where $T$ is in °C)</td>
<td>1.0</td>
<td>600</td>
</tr>
<tr>
<td>Density index $r'$</td>
<td>0.0</td>
<td>1.0</td>
<td>150</td>
</tr>
</tbody>
</table>

Attenuation due to liquid water can be significant for millimetre-wavelength radars, and can either be accounted for by simultaneously retrieving the liquid water content, or by correcting for attenuation in the radar reflectivities prior to the retrieval. The former option is most suited to a radar–lidar–radiometer retrieval wherein the lidar backscatter and a visible radiance may provide adequate constraints; for a radar-only retrieval the available observed variables are dominated by ice, and the retrieval of liquid water content would be underconstrained. Radar reflectivities can be pre-corrected for liquid attenuation based on an estimate of the liquid water path, such as from a microwave radiometer. In this study we follow the correction described in Kneifel et al. [2015]; the vertical distribution of SLW not being known, it is distributed evenly over the lowest 4 km of the atmosphere. Alternative corrections may be made by assuming all of the attenuation takes place below the lowest radar gate, or by locating the liquid in one or more shallow layers based on other evidence such as a recent sounding, or Doppler spectra [e.g. Kalesse et al., 2016]. In practice we found that the uncertainty in W-band radar reflectivity between the different corrections was on the order of 1 to 2 dB; this can be accounted for within CAPTIVATE by increasing the observational uncertainty applied to the measurement vector (see Section. 2.4.4).

Reflectivity enhancement due to radar multiple scattering can be modelled using the method of Hogan [2008]; however, in this application with ground-based narrow beamwidth radars, we assume multiple scattering is negligible. The uncertainty in the radar reflectivity includes both observational and forward-model errors.
2.4.2 Mean Doppler velocity

Mean Doppler velocity is the reflectivity-weighted fallspeed of hydrometeors

\[ V_f = \frac{\int_{0}^{\infty} v(D) \sigma_f(D) N(D) dD}{\int_{0}^{\infty} \sigma_f(D) N(D) dD}, \]  

(19)

where \( v(D) \) is corrected for air density, and positive values of mean Doppler velocity are toward the surface. The forward-modelled mean Doppler velocity neglects air motion, the effects of which are also included in the observational uncertainty. In the stratiform snow events in this study we assume that the mean Doppler velocity is dominated by the terminal velocities of hydrometeors rather than vertical air motions. In convective situations or where ice particles are very small, this assumption may not be justified, and would lead to a misdiagnosis of particle density; this will be considered in Section 4.1.

2.4.3 Scattering models

In addition to the density and shape of snow particles (Section 2.2), variability in particle morphology has a significant impact on the scattering of microwave radiation, which must be approximated within the radar forward-model. The self-similar Rayleigh-Gans approximation [SSRGA; Hogan and Westbrook, 2014; Hogan et al., 2017] provides an accurate estimate of the radar backscatter cross-section for unrimed aggregates, but underestimates the radar backscatter of higher-density rimed particles. Snow particles have often been approximated by “soft spheroids”—oblate spheroids composed of a homogenous mixture of ice and air—for which the radar backscatter can be estimated using the \( T \)-matrix method [e.g. Hogan et al., 2012]. Leinonen and Szyrmer [2015] found that soft spheroids provide a good approximation to the backscatter of dense graupel-like particles, but not to rimed aggregates. In both approximations particles are represented as occupying the volume of horizontally-aligned oblate spheroids with an aspect ratio of \( AR = 0.6 \) [Hogan et al., 2012].

In the absence of an explicit model for rimed aggregates, we represent the backscatter cross-section in the transition from unrimed aggregates to graupel as an external mixture between SSRGA (\( r \leq 0.2 \)) and soft spheroids (\( r \geq 0.5 \)). These thresholds were selected based on the ranges of density factors associated with mass-size relations for studies of unrimed aggregates and graupel (Fig. 1). As a check on this representation, the forward-modelled radar backscatter from a gamma distribution of particles was used to generate dual-wavelength ratios (DWRs) at Ka–W-bands and X–Ka-bands for a range of density factors (Fig. 5); these curves are overlaid with triple-frequency radar measurements from three snow events during
BAECC 2014 [Kneifel et al., 2015, c.f. their Fig. 1]. A thin contour highlights the most frequent DWRs observed during the snow event that is studied in Section 4.1. The upright band of $DWR_{K_a-W} < 10\,\text{dB}$ and large $DWR_{X-K_a}$ corresponds to the “hook” feature identified for unrimed aggregates, while the flat feature with low $DWR_{X-K_a}$ is associated with denser graupel-like particles. The triple-frequency signatures represented by SSRGA ($r \leq 0.2$) resemble those of unrimed aggregates, while the soft spheroids ($r \geq 0.5$) fit the flatter signature associated with graupel. This demonstrates that a simple hybrid representation at least qualitatively permits the signatures of unrimed aggregates and dense rimed particles in multiple-frequency radar observations—but does not necessarily address known limitations in the soft spheroid approximation for a range of dense particles [Leinonen and Szyrmer, 2015; Hogan et al., 2017]. The modelling and measurement of the morphology and multiple-frequency radar scattering of ice particles are of significant research interest [e.g. Kneifel et al., 2018], and improved approximations for the backscatter cross-sections for rimed aggregates will both reduce uncertainties in the present retrieval, and allow for increased confidence in multiple-frequency radar retrievals of snow.

### 2.4.4 Measurement vector

The vector of observed variables for a dual-frequency Doppler radar retrieval is

$$
\mathbf{y} = \begin{pmatrix}
Z_{f_0} \\
V_{f_0} \\
Z_{f_1} \\
V_{f_1}
\end{pmatrix}.
$$

In principal more than two radar frequencies could be included in the measurement vector; and in practice, as discussed in the next section, some of the observed variables may not be assimilated in the present study.

The uncertainties in the measurement vector includes the stated measurement error for the instruments (Table 2), other sources of observational uncertainty, and an estimate of the uncertainties in the assumptions that form the basis of the instrument forward-model. For a retrieval that relies upon the mean Doppler velocity to estimate the properties of hydrometeors, the treatment of and sensitivity to uncertainties in Doppler measurements are of particular interest. For the present study we assume uncertainties of 3 dB in the radar reflectivities and 1.0 m s$^{-1}$ in the mean Doppler velocity.
Figure 5. Joint histogram of measured dual-wavelength ratios (DWRs) for triple-frequency radar observations from the three cases studied in Kneifel et al. [2015]; a thin contour encloses the most frequent measurements during the February 21–22 2014 case considered in Section 4.1, highlighting distinct features associated with aggregates and graupel. Black curves represent the forward-modelled DWR for an exponential distribution of particles with density factors from unrimed aggregates (using SSRGA for $r < 0.2$) to graupel (“soft spheroids” for $r > 0.5$); the transition between rimed aggregates and graupel is represented by an external mixture of the two approximations to the radar backscatter cross-section.
3 BAECC 2014 data

As part of the Biogenic Aerosols—Effects on Clouds and Climate field campaign [BAECC 2014; Petäjä et al., 2016], the US Department of Energy atmospheric radiation measurement (ARM) program’s second mobile facility (AMF2) was deployed at the University of Helsinki’s Hyytiälä forestry field station (61°51’N, 24°17’E). The remote-sensing and in situ instrumentation, and their deployment are documented in Kneifel et al. [2015]. Between 1 February and 31 March 2014 the snowfall measurement experiment (SNEX) intensive observation period (IOP) focused on the measurement of snow microphysics. Remote-sensing observations include vertically-pointing Doppler radars, lidar and microwave radiometer instruments, and the state of the atmosphere from reanalysis (Section 3.1) will be evaluated against in situ measurements at the surface (Section 3.2).

3.1 Remote sensed measurements

Two vertically-pointing Doppler radars are the primary remote-sensing instruments in this study. The 35 GHz Ka-band Zenith Radar (KAZR) and the 95 GHz Marine W-band cloud radar (MWACR) were deployed at Hyytiälä during the SNEX IOP. Due to a mispointing of MWACR, mean Doppler velocity measurements from that radar are not used in this study. It is important that KAZR and MWACR sampling volumes are broadly overlapping; both radar measurements are resampled from approximately 2 s to 120 s. Calibration of MWACR and KAZR against a colocated vertically-pointing X-band radar is carried out as described in Kneifel et al. [2015], after accounting for attenuation due to atmospheric gases and liquid; when X-band radar is not available the most recent calibration is applied, and MWACR radar reflectivity is calibrated against KAZR radar reflectivity at cloud-top after correcting for attenuation.

Additional observations are available from the AMF2 high-spectral resolution lidar (HSRL), which measures molecular and particulate backscatter at 532 nm with gate spacing of 30 m and temporal resolution of 120 s. HSRL could be used for radar–lidar synergy retrievals of non-precipitating ice cloud, where the lidar provides valuable information on smaller ice particles and liquid droplets; however, in the rimed snow events of interest here the lidar is completely attenuated by liquid water near the surface. HSRL data are therefore presented alongside the radar data, but are not assimilated in the retrieval.
Table 2. AMF2 zenith-pointing radar instruments and observational uncertainties

<table>
<thead>
<tr>
<th>Instrument</th>
<th>KAZR</th>
<th>MWACR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>35 GHz</td>
<td>95 GHz</td>
</tr>
<tr>
<td>Wavelength</td>
<td>8.6 mm</td>
<td>3.2 mm</td>
</tr>
<tr>
<td>Gate spacing</td>
<td>30 m</td>
<td>30 m</td>
</tr>
<tr>
<td>Beam width</td>
<td>0.38°</td>
<td>0.3°</td>
</tr>
<tr>
<td>Reflectivity uncertainty</td>
<td>1 dB</td>
<td>1 dB</td>
</tr>
<tr>
<td>Mean Doppler velocity uncertainty</td>
<td>0.5 m s(^{-1})</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Microwave radiometer (MWR) measurements at 23.8 and 31.4 GHz are used to retrieve liquid water path (LWP) and water vapour path [Cadeddu et al., 2013]. While microwave radiometer measurements are not included in the retrieval, estimates of LWP provide information on the magnitude of supercooled liquid water (SLW) that are used to correct for radar attenuation due to liquid (discussed above and in Section 2.4) and to provide context for the retrieval of riming based on the availability of supercooled liquid water in mixed-phase clouds [e.g. Kalesse et al., 2016; Moisseev et al., 2017].

To assist in interpreting the remote-sensed data, atmospheric state profiles are obtained from European Centre for Medium-Range Weather Forecasts (ECMWF) re-analysis at 1 hour temporal resolution over the site. Variables are re-interpolated onto a height grid using pressure measurements from 6 hourly radiosondes. Profiles of atmospheric temperature, pressure and humidity are used in the target classification scheme and within the retrieval algorithm to estimate radar attenuation due to atmospheric gases.

Prior to the retrieval remote-sensed and atmospheric data are averaged onto a common grid using the reflectivity-weighted mean Doppler velocity for averaging. A detection mask is generated for each radar instrument, using the texture of the mean Doppler velocity [Helmus and Collis, 2016] and radar signal-to-noise ratio after subtracting an estimate of the noise.

3.2 In situ measurements

The BAECC 2014 campaign provides a valuable opportunity to evaluate remote-sensed estimates of snow against reliable and sustained in situ observations at the surface; this is
rarely possible at lower latitudes where both in situ and millimeter-wavelength radar measurements are affected by melting. Images of ice particles from the precipitation imaging package (PIP) video disdrometer [Newman et al., 2009] are converted to measurements of particle number concentration, size, area and fallspeed. The mass of each particle is estimated from PIP observations of particle size, area and terminal velocity as described in von Lerber et al. [2017]; the maximum dimension of the ice particles are scaled to derive the particle masses that result in the best fit with snow accumulation measured by nearby Pluvio snow gauges. PIP measurements at 5 min resolution are used, and shifted by 5 minutes for comparison against remote-sensing measurements around 500 m above ground level. Kneifel et al. [2015] discuss a more precise approach to estimating the time-lag for evaluation against the lowest radar gates, but given the time-averaging used in this retrieval a constant lag was sufficient.

The median diameter \(D_0\) and normalized number concentration \(N_w\) parameters are derived from the measured particle size distribution. Ice particle bulk density is estimated from PIP measurements using the measured PSD and velocity-size relation, and estimated mass-size relation according to (4) [von Lerber et al., 2017]. This method was found to be consistent with complementary methods using the Pluvio snow accumulation to estimate the bulk density of ice [Tiira et al., 2016; Moisseev et al., 2017].

4 Results

We first demonstrate the retrieval for a case study (Sec. 4.1), before presenting statistical evaluation of retrievals over 10 snow events during the SNEX IOP (Sec. 4.2).

4.1 Case study: February 21–22 2014

At 23:00 UTC on February 21 2014 a warm occluded front passed over Hyytiälä, bringing about an hour of snow dominated by large aggregates. The light pre- and post-frontal snow was characterised by rimed particles, including both heavily rimed aggregates and graupel. With a total melted-equivalent accumulation of 5 mm comprising rimed and unrimed snow, this event has been extensively studied with in situ [Tiira et al., 2016; von Lerber et al., 2017; Moisseev et al., 2017] and radar remote-sensing [Kneifel et al., 2015; Kalesse et al., 2016] methods. The remote-sensed and in situ measurements for this case are
shown in Figs. 6 and 7, respectively. We divide the case into pre-frontal, frontal and post-frontal regimes.

In the prefrontal regime (18:00 to 23:00 UTC) snowfall is relatively constant with melted-equivalent rates between 0.2 and 1 mm h\(^{-1}\) (Fig. 7d) from clouds with tops around 5 km and \(-20^\circ\)C (Fig. 6a–c). Particles measured in situ are dominated by a high concentration of compact ice particles, with bulk densities between 200–400 kg m\(^{-3}\). PIP imagery confirms the presence of graupel during this period [Fig. 14 from Kneifel et al., 2015]. In the hour prior to the front, cloud-top lowers to around 3 km and \(-15^\circ\)C, and relatively little snow is measured at the surface. Moisseev et al. [2017] and von Lerber et al. [2017] note that the low particle counts measured by PIP during this period lead to reduced confidence in the retrieved quantities, and the bulk density (Fig. 7d) is not retrieved here.

The frontal regime (23:00 and 00:00 UTC) brings heavier snow with a peak snowfall rate of 4.0 mm h\(^{-1}\), and PIP imagery and measurements indicate large aggregates with median diameters up to 5 mm (Fig. 7d); however, particle fall speeds do not exceed 1.5 m s\(^{-1}\) (Fig. 7b). Here cloud-top is around 9 km and the maximum KAZR reflectivity factor exceeds 20 dBZ near the surface.

The post-frontal regime (00:00 to 03:00 UTC) is dominated by patchy and very light snow with the exception of two showers in which the snow rate exceeds 2 mm h\(^{-1}\); cloud-top is again between 3 and 5 km. PIP measurements of bulk density are higher than in the pre-frontal period, between 200 and 500 kg m\(^{-3}\), and the particle size distribution confirms that the post-frontal snow features a higher concentration of larger and fast-falling particles, which von Lerber et al. [2017] noted comprised a mixture of rimed aggregates and graupel.

The presence of rimed snow and graupel throughout the pre- and post-frontal regimes is indicative of persistent mixed-phase cloud layers in the lower atmosphere; however, the vertical distribution of supercooled liquid water cannot be observed directly. The liquid water path retrieved from microwave radiometer (Fig. 6f) and strong HSRL backscatter (Fig. 6d) in the lowest liquid layers suggest that the vertically-integrated amount of liquid water increases throughout the case, while the cloud base lowers. Above this lowest layer, Kalesse et al. [2016] used Doppler spectra and soundings to infer the presence of embedded mixed-phase cloud layers around 1 and 3.2 km. The exception is in the frontal snow, when both microwave radiometer and lidar backscatter indicate that the liquid water layers are depleted [Moisseev et al., 2017]. Visual inspection of the mean Doppler velocity (Fig. 6c) hints at the
signature of mixed-phase cloud layers in the reflectivity-weighted average fallspeed of snow particles: the largest near-surface mean Doppler velocities correspond in time to maxima in LWP around 22:00, 01:00 and 02:20 UTC (Fig. 6f) during the pre- and post-frontal regimes, while the frontal regime represents a minimum in both mean Doppler velocity and LWP despite being the period during which the greatest snow rate and particle size are measured. Through the vertical profile, increases in the mean Doppler velocity are evident at or around 1 and 3 km, which may be related to the onset of riming in mixed-phase cloud layers. A more quantitative estimate of riming will be made using the CAPTIVATE retrieval algorithm.

The CAPTIVATE retrieval is applied to the February 21 case, assimilating 35- and 94-GHz radar reflectivities and 35-GHz mean Doppler velocity (hereafter “ZZV”). Recall that the 94-GHz Doppler velocity is not used due to a mispointing error. The retrieved state variables are the extinction coefficient, primed number concentration and density index (hereafter \(\alpha, N'_r\)). As a check on the quality of the retrieval, we confirm that the best estimate of the state can be used to forward-model the observed MWACR radar reflectivity (Fig. 8a&b) and KAZR mean Doppler velocity (Fig. 8c&d). Rather than report the values of the state variables directly, we derive more physically meaningful parameters from the retrieval: the melted-equivalent snow rate (Fig. 8e), normalized number concentration (Fig. 8f), median diameter (Fig. 8g), and the density factor (Fig. 8h). In the pre-frontal regime snow rate reaches 0.1–1.0 mm h\(^{-1}\) below 3 km. In the frontal regime the snow rate exceeds 1 mm h\(^{-1}\) between 5–7 km above ground level; toward the surface, number concentration decreases while median diameter increases, suggesting growth by aggregation. In the post-frontal showers maxima in snow rate correspond to streaks of increased number concentration and median diameter. Of primary interest is the retrieval of the density factor, which increases to around \(r = 0.2\) below 3 km in the pre-frontal and post-frontal regimes and up to local maxima of 0.5 to 0.7 near the surface around 22:00, 01:00 and 02:20 UTC; in short, the retrieved density factor maps closely to the regions of high mean Doppler velocity identified earlier. In the pre-frontal regime small but non-zero density factors are retrieved in both the cirrus and the midlevel cloud-tops, albeit with large estimated uncertainties (not shown); much of this cirrus occurs below temperatures at which supercooled liquid—and therefore riming—is to be expected (Fig. 6a–c), an occurrence which has not been excluded within the retrieval. As discussed in Section 2.2.2, small non-zero density factors are within the observed variability of mass-size relations for unrimed particles; however it may also be the case that vertical air motion dominates the mean Doppler velocity in this regions.
Figure 6. AMF2 measurements from Hyytiälä between 2014-02-21 16:00 UTC and 2014-02-22 03:00 UTC. KAZR radar reflectivity (a) and mean Doppler velocity (b); MWACR radar reflectivity (c); HSRL attenuated Mie backscatter (d) and attenuated Rayleigh backscatter (e); and microwave radiometer LWP (f). Note the different vertical scales for HSRL backscatter (d & e). Black contours are temperature from ECMWF re-analysis; a darker line at −40°C denotes the temperature below which supercooled liquid water is not expected.
Figure 7. In situ PIP measurements from Hyytiälä between 2014-02-21 16:00 UTC and 2014-02-22 05:00 UTC. Particle size and fallspeed are measured, while particle mass, snow rate and bulk density are estimated as described in von Lerber et al. [2017].
Figure 8. The observed and forward-modelled MWACR reflectivity (a & b), and observed and forward-modelled KAZR mean Doppler velocity (c & d); and the retrieved snow rate (e), normalized number concentration (f), median particle diameter (g) and density factor (h) from the ZZV retrieval for the 21 February 2014 case.
4.1.1 Profiles

In addition to assimilating all available radar measurements and retrieving all state variables, it is of interest to explore the relative contributions of Doppler and dual-frequency measurements to the CAPTIVATE retrieval. These configurations are more easily compared at selected profiles, each representing 120 s of averaged radar measurements. We select a profile from each of the snow regimes: a pre-frontal profile at 21:30 UTC (Fig. 9 I), a frontal profile at 23:20 UTC (Fig. 9 II), and a post-frontal profile at 02:20 UTC (Fig. 9 III).

The ZZV–αvN0′r′ retrieval of the pre-frontal profile (Fig. 9 I) shows snow rate increasing below 3 km to approximately 0.5 mm h⁻¹ at the surface, concurrent with an increase in the density factor to around ρ = 0.3 below 1 km. Large uncertainties in the retrieved density factor reflect a large observational uncertainty of 1 m s⁻¹ in the Doppler velocity; however, we find that the retrieved density factor is robust to changes in the observational uncertainty. When Doppler velocity is not assimilated (ZZ–αvN0′r′) there is little constraint on the density factor, which remains close to ρ = 0. This leads to an underestimate in forward-modelled mean Doppler velocity of as much as 1 m s⁻¹ below 2 km, and N0 greater by a factor of 5 than that of ZZV–αvN0′r′; that is, when dense rimed particles are not retrieved, the lower density of ice is compensated by a larger concentration of snow particles such that the snow rate differs only slightly from that of ZZV–αvN0′r′. The ZZ–αvN0′r′ retrieval is very similar to one in which Doppler velocity is available, but where all snow is assumed to be unrimed aggregates (ZZV–αvN0′; not shown). Conversely, when only MWACR reflectivities are assimilated and the full state vector is retrieved (Z94V–αvN0′r′; the dark green line in Fig. 9 I), the PSD diverges significantly from ZZV–αvN0′r′. A much lower number concentration of larger particles is retrieved, with median diameter a factor of two larger than that of ZZV–αvN0′r′. Despite a lower density factor, this retrieval appears well-constrained by the Doppler velocity—but the forward-modelled DWR indicates that the larger particles lead to an error in Ka-band reflectivity of around 4 dB near the surface. This is an example of an under-constrained retrieval in which three state variables are estimated from two measured variables. A better-posed retrieval can be made by treating the primed number concentration as a model variable which does not vary from the prior Z94V–αv,r′ (the bright green line in Fig. 9). The results of this retrieval much more closely resemble ZZV–αvN0′r′, with reduced errors in forward-modelled DWR and values of N0′ and D0 closer to their priors; therefore in subsequent profiles only the Z94V–αv,r′ will be compared with ZZV–αvN0′r′ and ZZ–αvN0′r′.
Figure 9. Forward-modelled measured variables and retrieved snow rate, normalized number concentration, median diameter and density factor for ZZV, Z94V and ZZ retrievals, for a profile at 21:30 UTC (I), 23:20 UTC (II) and 02:20 UTC (III) within the pre-frontal regime. Black solid lines indicate the observed variables, and dashed lines indicate the prior retrieved variables. Shading indicates the 5th to 95th percentile uncertainty of the retrieval.
In the frontal regime (Fig. 9 II) there is generally good agreement between retrievals, which consistently represent a snow rate of 1 to 2 mm h\(^{-1}\) below 4 km; this relatively constant mass flux corresponds with increasing median diameter and decreasing number concentration consistent with strong aggregation in the shower, and confirmed by the large aggregate snowflakes observed at the surface (Fig. 7). Both ZZV and Z94V diagnose small non-zero density factors below about 4 km, without which ZZ under-estimates the mean Doppler velocity by around 0.5 m s\(^{-1}\). In the mid-levels Z94V overestimates KAZR radar reflectivities, once again due to a smaller concentration of larger particles. In most other regards the retrievals are similar until near cloud-top, where relatively large Doppler velocities lead to the retrieval of small to moderate density factors in ZZV and Z94V which are unphysical (the contours in Fig. 6 indicate that the temperature is below \(-40^\circ\text{C}\) at these heights), and may be a result of vertical air motion in the cirrus. In stratiform precipitation, the retrieval of dense ice due to small-scale turbulent features in vertical air motion is somewhat suppressed by the use of a Kalman smoother in the retrieval of the density index; however, it would also be possible within CAPTIVATE to reduce prior uncertainty in the density factor where riming is unlikely, or to apply higher uncertainties to mean Doppler velocity measurements where larger contributions from vertical air motion are expected.

In the postfrontal regime (Fig. 9 III) the Doppler velocity reaches 3 m s\(^{-1}\) below 1 km, where ZZV and Z94V estimate density factors around \(r = 0.6\); ZZ does not diagnose resolve this increase in particle density, and the corresponding forward-modelled mean Doppler velocity differs from observations by almost 2 m s\(^{-1}\) along with overestimates in both number concentration and median size. While ZZV and Z94V converge upon similar PSDs below 1.5 km where the Doppler signal is strong, near the top of the cloud Z94V remains closer to its priors (recall that \(N'_0\) does not vary in this retrieval), leading to a much higher concentration of small particles and a significant under-estimate of the KAZR radar reflectivity above 1.5 km.

While the uncertainties in the retrieved density factor are constrained in the parts of the profile where the mean Doppler velocity of denser particles differ significantly from that of unrimed aggregates—typically below 2 or 3 km in these profiles—very large density factor uncertainties are evident aloft. In these regions the Doppler velocity contains little information about variations in density because the smallest particles are assumed to be solid quasi-spheroidal particles for all values of the density factor (see Fig. 3).
4.1.2 Comparison against in situ measurements

We now evaluate the CAPTIVATE retrievals against in situ measurements at the surface; ZZV, Z94V and ZZ estimates of snow rate, normalized number concentration, median diameter, and bulk density averaged over the radar gates up to 600 m above ground level are compared against those from PIP (Fig. 10).

All of the CAPTIVATE retrievals of snow rate are within the range of uncertainty of PIP snow rate, with under-estimates of up to 50% especially evident in frontal and post-frontal showers. As was also the case in the analysis of profiles, the estimated snow rates are remarkably consistent between the different retrievals; this is despite significant differences in estimates of particle size, number concentration and density.

As they often compensate for one another, the parameters of the PSD are evaluated together. ZZV and ZZ estimates of median diameter (Fig 10c) are within 50% of PIP measurements, and estimates of normalized number concentration (Fig 10b) are usually within the retrieval uncertainty—with errors of up to a factor of five—of PIP measurements. Without a dual-frequency constraint on particle size and therefore fewer state variables retrieved, the Z94V−αr′ estimates of N′0 and D0 are less able to resolve the distinct snow regimes: in the pre-frontal period Z94V number concentrations exceed PIP measurements by up to an order of magnitude while particle sizes may be double the surface observations; the inverse is true in the post-frontal period.

Finally we evaluate the retrieval against in situ measurements of bulk density (Fig. 10d). The volume flux-weighted bulk density is estimated from retrieved particle properties consistent with eq. 4, in which the mass- and velocity-size relations are modulated by the retrieved density factor. We compare this remote-sensed estimate against two in situ retrievals of bulk density from PIP measurements [von Lerber et al., 2017] and a combination of PIP and Pluvio snow gauge measurements [Moisseev et al., 2017] to constrain the total accumulation; we note that the former method was calibrated against the latter, so these two retrievals are not independent. The retrieved density factor and median diameter are both important to the estimated bulk density; when constrained by both Doppler and dual-frequency measurements, ZZV is therefore broadly capable of resolving the bulk density measured by PIP, although we note underestimates of 25–50% between 20:30 and 22:00 in the pre-frontal period, and between 01:00 and 01:45 in the post-frontal period. Errors in Z94V estimates of median diameter can either exacerbate (in the pre-frontal regime) or mask (in the post-frontal) errors.
Figure 10. Time series comparing mean retrieved variables over the lowest radar gates (between 300 m and 600 m) against the in situ PIP measurements at the surface. Shaded areas indicate the 5th and 95th percentile uncertainty of the retrieval. Surface observations are shifted by 5 minutes. The bulk ice density is discontinuous where very small median diameter leads to erroneously high densities, as discussed in von Lerber et al. [2017].
Confidential manuscript submitted to JGR-Atmospheres

in the bulk density: as discussed above, with a weaker constraint on particle size Z94V does
not resolve the compact graupel ahead of the front, and underestimates post-frontal particle
size. Conversely, without Doppler information the bulk density estimates from ZZ are chiefly
a function of particle size: density rarely exceeds 200 kg m\(^{-3}\) except immediately ahead of
the front, when median diameters of less than 1 mm are estimated.

4.1.3 Rimming as an indicator of mixed-phase cloud

While CAPTIVATE has been developed for radar–lidar–radiometer synergy retrievals,
in the present case the lidar is fully extinguished within less than 1 km of the surface in the
lowest of several shallow layers of mixed-phase cloud. Our retrievals assimilate radar reflect-
itivity and mean Doppler velocity, both of which are dominated by backscatter from larger
ice particles; the Doppler spectrum or its higher moments can sometimes be used to iden-
tify the presence of liquid cloud [Kalesse et al., 2016], although the broader applicability of
these methods can be limited, especially for retrievals from airborne and spaceborne plat-
forms where spectral broadening is significant [e.g. Ilingsworth et al., 2015]. The density of
ice particles has been retrieved based on mean Doppler velocity, relying on approximations
to the morphology of ice particles from unrimed aggregates to graupel and their associated
terminal fallspeeds. We hypothesise that the primary process by which high density factors
occur is the riming of ice particles within mixed-phase clouds. An independent source of in-
formation on the potential for riming is LWP retrieved from the microwave radiometer; von
Lerber et al. [2017] used LWP as a proxy for riming, and the connection between LWP and
rime mass fraction is also demonstrated from in situ retrievals in Moisseev et al. [2017].

For the present case, the timeseries of LWP is strongly correlated to the CAPTIVATE
retrievals of density factor in the near-surface gates (Fig. 11a; ZZV-\(\alpha_r N_0^{\prime} r^{\prime}\)). The highest
density factors correspond to the presence of significant mixed-phase cloud in the pre- and
post-frontal periods, and the dominance of unrimed aggregates to the depletion of liquid ev-
ident during the frontal snow. The scatter plot of the LWP versus the retrieved density factor
(Fig. 11b) is coloured by the mean Doppler velocity and sized by retrieved median diameter.
At low LWP particles tend to be large unrimed aggregates with mean Doppler velocities less
than 2 m s\(^{-1}\). Moderate LWP profiles correspond to particles ranging from larger rimed ag-
ggregates with 0.0 < \(r\) < 0.2, to compact rimed aggregates (0.2 < \(r\) < 0.5). At high LWP the
snow is dominated by graupel (0.5 < \(r\) < 0.8), with some instances of larger, fast-falling and
heavily-rimed aggregates.
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In summary, the February 21 2014 case study includes significant riming below around 3 km during pre- and post-frontal snow, interrupted by a frontal shower dominated by large aggregate snowflakes. Mean Doppler velocity provides an effective constraint on estimates of the density factor, retrieved values of which varied from $r \approx 0.1$ for unrimed aggregates

$r \approx 0.6$ for graupel. Dual-frequency radar reflectivity proved critical to constraining estimates of the particle size distribution, leading to significant improvements in retrieved quantities when compared with in situ measurements at the surface. While the single-frequency retrieval was capable of similar estimates of snow rate and density factor, the retrieval was better constrained when a single parameter of the PSD was retrieved, leading to estimates closer to the priors in which compact pre-frontal graupel was not resolved. Our hypothesis that the retrieved density factor varies chiefly due to the riming of ice particles in mixed-phase cloud layers is supported by a strong association between the density factor and an independent estimate of supercooled liquid water.

4.2 SNEX 2014 IOP

In this section the LWP is used as an indicator of the availability of SLW for riming, hence to distinguish between unrimed and rimed snow, and heavily rimed snow or graupel. Snow events during the SNEX IOP were identified by von Lerber et al. [2017] wherein significant snow was falling at the surface and the surface temperature was below freezing (Table 3). A probability density function of LWP over the SNEX IOP (Fig. 12a) illustrates that, while the majority of the snow events during the period occurred in low-LWP conditions, significant SLW is relatively frequent during the IOP. Following a similar distinction made in von Lerber et al. [2017], three ranges of LWP are used to distinguish between unrimed (LWP < 0.1 kg m$^{-2}$), moderately rimed (0.1 $\leq$ LWP < 0.3 kg m$^{-2}$), and heavily rimed snow or graupel (LWP $\geq$ 0.3 kg m$^{-2}$). In that study the mass-size and fallspeed-size relations from in situ measurements of particles were shown to be consistent with the LWP classification. Unrimed snow accounts for just over half of the profiles; rimed snow around 30 %, and graupel around 10 %; in the rest, no significant snow was measured and the profile was skipped. While the unrimed snow is associated with the coldest surface temperatures (Fig. 12b) on average, all three categories are most frequent at temperatures just below freezing; it is not evident that the riming events can be distinguished by temperature. Similarly, the low-LWP regime includes almost all events with low relative humidities (Fig. 12c), but all categories occur most frequently at relative humidities greater than around 90 %. 
Figure 11. Time series (a) and scatter plot (b) of $ZZV-\alpha N'_{0'}$ density factor in the lowest radar gates (300m to 600m) against LWP measured by the microwave radiometer. In the scatter plot the markers are coloured by the mean Doppler velocity, and sized according to the retrieved median diameter.

Table 3. Snow events during SNEX 2014 IOP

<table>
<thead>
<tr>
<th>Date (UTC) 2014</th>
<th>Surface temperature (°C)</th>
<th>Melted-equivalent accumulation [mm]</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>*1 Feb 00:00—06:00</td>
<td></td>
<td>7.4</td>
<td>−9.8</td>
<td>−8.9</td>
</tr>
<tr>
<td>*1 Feb 10:00—16:00</td>
<td></td>
<td>1.4</td>
<td>−7.9</td>
<td>−7.0</td>
</tr>
<tr>
<td>2 Feb 16:00—19:00</td>
<td></td>
<td>1.7</td>
<td>−5.4</td>
<td>−5.2</td>
</tr>
<tr>
<td>12 Feb 04:00—09:00</td>
<td></td>
<td>0.8</td>
<td>−1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>15 Feb 21:00—16 Feb 02:00</td>
<td></td>
<td>2.6</td>
<td>−2.1</td>
<td>−1.0</td>
</tr>
<tr>
<td>21 Feb 16:00—22 Feb 03:30</td>
<td></td>
<td>5.0</td>
<td>−2.7</td>
<td>0.0</td>
</tr>
<tr>
<td>15 Mar 05:00—07:00</td>
<td></td>
<td>0.3</td>
<td>−2.0</td>
<td>−1.3</td>
</tr>
<tr>
<td>*18 Mar 08:00—19:00</td>
<td></td>
<td>4.4</td>
<td>−3.8</td>
<td>−1.8</td>
</tr>
<tr>
<td>19 Mar 00:00—20:00</td>
<td></td>
<td>1.5</td>
<td>−7.3</td>
<td>−3.7</td>
</tr>
<tr>
<td>20 Mar 16:00—00:00</td>
<td></td>
<td>6.1</td>
<td>−4.3</td>
<td>−1.3</td>
</tr>
</tbody>
</table>

* Denotes events where dual-frequency radar data were not always available.
The CAPTIVATE best estimate ($ZZV-\alpha_v N_0' r'$) was run over approximately 55 hours of available dual-frequency Doppler radar data. Joint histograms of the profile of forward-modeled observed variables and retrieved variables are shown for each of the LWP classifications (Fig. 13).

The unrimed snow (Fig. 13-I; $LWP < 0.1 \text{ kg m}^{-3}$) is associated with the lowest mean Doppler velocities (Fig. 13-Ib), which average around 1 m s$^{-1}$ near the surface and never exceed 2 m s$^{-1}$. The corresponding median density factor (Fig. 13-Ig) is between 0 and 0.2 below 4 km; this is consistent with the finding of Moisseev et al. [2017] that the mass-size of unrimed aggregate snow at Hyytiälä is consistently higher than that of Brown and Francis [1995], corresponding to roughly $r = 0.15$ in Fig. 1. In the earlier profile of unrimed snow (Fig. 9 II) it was noted that ice water content remained constant with height near the surface while diameter increased and number concentration decreased; these characteristic features of aggregation are robustly present in approximately 30 hours of aggregate snowfall, with the median snow rate (Fig. 13-Id) constant below 3 km, concurrent with an increase in median size (Fig. 13-If) and a decrease in number concentration (Fig. 13-Ie) toward the surface.

The gradient in $D_0$ represents roughly a doubling in median particle diameter over 2 km. The Ka-W dual-wavelength ratio increases below 3 or 4 km to a median of around 5 dB; however, comparison to the triple-frequency data (Fig. 5) shows that values in this range are not unique to either aggregates or graupel; a third radar frequency would provide valuable information to help constrain a retrieval based on the different scattering signatures of unrimed aggregates and heavily rimed particles.

In the rimed snow (Fig. 13 II; $0.1 \leq LWP < 0.3 \text{ kg m}^{-3}$) mean Doppler velocities (Fig. 13IIb) are between 1 and 2 m s$^{-1}$ near the surface, corresponding to density factors that increase below about 4 km to between 0 and 0.4 in the lowest 2 km. Unlike the unrimed snow, the snow rate (Fig. 13 IId) continues to increase toward the surface, indicating an addition of ice water content which may be due to accretion of supercooled liquid or vapour deposition. The near-surface gradients of $N_0'$ and $D_0$ (Fig. 13 IIe & f) are not significantly reduced from those in unrimed snow, so it seems likely that a mix of aggregation, riming and deposition processes occur within this regime.

Finally, the heavily rimed snow or graupel (Fig. 13 III; $LWP \geq 0.3 \text{ kg m}^{-3}$) is associated with mean Doppler velocities (Fig. 13 IIIb) up to 3 m s$^{-1}$ and density factors (Fig. 13 IIIg) increasing steeply below 3 km up to as much as $r = 0.5$ with a median around $r = 0.3$. 
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Unlike the unrimed and rimed snow regimes, the snow rate in this regime increases rapidly
toward the surface, with the median snow rate increasing by an order of magnitude over the
lowest 2 to 3 km—a rate similar to that in the upper-level clouds of all regimes—however,$D_0$ and $N_0'$ are near-constant in the lower levels. This is consistent with an accretion of mass
due to riming, although deposition cannot be ruled out. An increase in normalized number
concentration may be discernible near the surface (Fig. 13 IIIg), perhaps suggesting a relative
increase in the concentration of small particles, or a breakup of larger particles. This may
be indicative of a secondary ice generation process such as rime splintering; however, more
work would be required to confirm this, and to what degree the present retrieval may help in
the study of secondary ice processes.

An evaluation of the CAPTIVATE retrieval over all available dual-frequency Doppler
radar data from the SNEX IOP has shown characteristic differences between the profiles of
snow rate, PSD parameters and density factor between profiles of unrimed and rimed snow.
LWP provides a suitable proxy to distinguish between unrimed and heavily rimed snow
events. This initial analysis has focused on demonstrating the potential to resolve key micro-
physical processes from the Doppler velocity; however, many other analyses of the meteorolo-
logical and thermodynamical context of riming and aggregation processes may be envisaged.

5 Discussion and conclusions

The morphology of an ice particle is a record of the microphysical processes by which
it forms; in this study we have proposed a simple parameterisation for the representation of
the wide range of ice particle densities and shapes from unrimed aggregate snowflakes to
graupel and hail. Remote-sensed estimates of snow typically assume snow particles that re-
semble unrimed aggregates; however, riming is both a critical process for surface hydrology
and a control on radiatively-important mixed-phase clouds which are difficult to remote-
sense and poorly represented in numerical models. We have demonstrated a method for di-
agnosing riming within the framework of CAPTIVATE, an optimal estimation algorithm for
radar–lidar–radiometer retrievals of clouds, aerosols and precipitation.

The retrieved density factor modulates the density, shape and radar scattering cross-
section of ice particles, and is chiefly inferred from mean Doppler velocity, a measure of
reflectivity-weighted particle terminal velocities. Many refinements to this parameterisa-
tion may be envisaged to better represent the microphysical processes in question, and the
sensitivity of the retrieval to the formulation of the density factor and its effect on the mass, area and scattering cross-sections of ice particles requires further study. An alternative parameterisation intended to more closely resemble the conceptual model for the riming of aggregate snowflakes was tested using a reference mass-size relation for unrimed aggregates at Hyytiälä [von Lerber et al., 2017] with a constant exponent of $b_m = 2.1$, and where only the prefactor of the mass-size relation was scaled with the density factor. This representation is more consistent with the conceptual model of the “in-filling” stage of riming, but does not encompass the observed variability amongst unrimed snowflakes or the higher exponents of heavily rimed graupel-like particles. The retrieved snow rate and PSD were not strongly sensitive to changes in how particle density is allowed to vary, suggesting the two parameterisations allow for similar representation of unrimed to lightly rimed aggregates despite some change in the mass-size exponent; however, in situ measurements of snow rate and bulk particle density agreed better with the original retrieval in the densest post-frontal snow, suggesting the advantages of representing a broader range of particle morphologies, especially of heavily rimed graupel-like particles. Our prior density factor of $r = 0$ relates to the unrimed aggregates of Brown and Francis [1995], but it may be possible to implement more sophisticated priors or constraints on the retrieval based on the atmospheric state [e.g. Lin and Colle, 2011; Szyrmer and Zawadzki, 2014], or from regional climatologies, to better resolve this variability; for example, Moisseev et al. [2017] showed that the lowest-density particles at Hyytiälä were significantly more dense than those of Brown and Francis [1995], and this could be represented with an updated prior of $r \approx 0.15$ near the surface. Concurrent remote-sensed and in situ measurements from the BAECC 2014 campaign have provided an invaluable opportunity to evaluate retrievals of rimed snow. Sustained particle imaging and multiple-frequency radar measurements from Hyytiälä and other ARM and CloudNet “super-sites” will provide critical datasets for the improved representation of snow microphysics, as well as validation for future satellite retrievals.

The CAPTIVATE retrieval was applied to vertically-pointing Ka- and W-band Doppler radar measurements from 10 snow events over the SNEX IOP of BAECC 2014. Dual-frequency and Doppler radar measurements provided sufficient information to retrieve two parameters of the PSD as well as the density factor. The dual-frequency radar reflectivities and mean Doppler velocity make distinct contributions to the retrieval, with radar reflectivities at Ka- and W bands providing a strong constraint on the particle size distribution but relatively little information on density; Doppler velocity provided the sole constraint on the density factor.
Estimates of near-surface snow rate were within 50% of in situ measurements both with and without Doppler and dual-frequency measurements, showing a remarkably robust retrieval of ice water content from 94-GHz radar reflectivity; however, to accurately estimate the parameters of the PSD as well as the bulk ice density, it was important to have both dual-frequency and Doppler information. With the recent availability of multiple-frequency Doppler radar observations of snow, and supported by observational and theoretical insights into the triple-frequency signatures of rimed and unrimed ice [e.g. Kneifel et al., 2018], it will become increasingly important to quantify the information content of each additional observational variable within an optimal estimation framework.

The retrieval of riming provides an indirect insight into the presence of supercooled liquid water, and it may hence be possible to use spaceborne Doppler radars to better quantify the frequency and distribution of embedded mixed-phase clouds—at least where precipitating ice is present. Using LWP as a proxy for riming provided a robust distinction between retrieved snow profiles of unrimed aggregates, rimed aggregates and graupel; no such clear distinction was evident in surface temperature or relative humidity. For profiles with low LWP the dominant growth process near the surface was aggregation, while in high-LWP conditions the accretion of ice mass due to riming was evident. The ability to distinguish between microphysical processes through the profile suggests the potential for using multiple-frequency and Doppler radars to estimate rime mass content and relate it to the budget of supercooled liquid [e.g. Moisseev et al., 2017], as well as to estimate microphysical process rates [e.g. Mace and Benson, 2017]. These features were best resolved in retrievals combining dual-frequency and Doppler measurements; however, the onset of riming was also reliably detected with single-frequency radar retrievals, which could be sufficient to provide improved insights into the position of embedded mixed-phase layers within optically thick ice clouds from space.

In the mixed-phase cloud situations in which riming occurs, ground-based lidars are quickly attenuated by liquid water near the surface. Therefore it was not possible in this study to exploit radar–lidar synergy, either for the retrieval of ice [e.g. Delanoë and Hogan, 2010] or for a simultaneous estimate of ice and liquid; instead a correction for liquid attenuation was applied to the radar reflectivity, and the retrieval carried out only for ice. LWP estimates from a co-located microwave radiometer were combined with an assumption about the vertical distribution of liquid water to estimate the radar attenuation as a pre-processing step before the radar retrieval. A more satisfactory approach within the optimal estimation
retrieval framework would be to include a microwave radiometer forward model and perform
a synergy retrieval, building upon studies into the active and passive microwave scattering
of snow [e.g. Kneifel et al., 2010]. This would provide additional constraints on retrievals of
cloud and precipitation to those provided by other passive shortwave and longwave radiances
[e.g. Leinonen et al., 2016] or path-integrated attenuation from surface radar backscatter [e.g
Haynes et al., 2009; Hawkness-Smith, 2010].

The CAPTIVATE retrieval has been developed for the synergy of EarthCARE’s 94-
GHZ cloud profiling Doppler radar [Illingworth et al., 2015] with high-spectral resolution at-
mospheric lidar and multi-spectral imaging radiometer. The capabilities of multiple-frequency
Doppler radars—as well as synergies with a range of active and passive measurements in-
cluding microwave radiometers—are also of interest. In this study we have considered the
contribution of Doppler velocity and dual-frequency radars to the optimal estimation of
snow, following a previous study using airborne dual-frequency Doppler radars for CAP-
TIVATE retrievals of tropical rain [Mason et al., 2017]. Retrievals assimilating both dual-
frequency and Doppler radar measurements to retrieve two parameters of the ice PSD and
the density factor performed best, producing estimates of particle number concentration,
size and bulk density near the surface that were close to in situ measurements. A single-
frequency Doppler radar was best constrained when retrieving a single parameter of the
PSD; however, we demonstrated that such a retrieval was sufficient to diagnose rimed snow
in stratiform snow—wherein the mean Doppler velocity can be assumed to be dominated by
hydrometeor fallspeed and not vertical air motion—and that the retrieval is robust to large
observational uncertainties. The many challenges of making use of Doppler velocity mea-
surements from space—including vertical resolution, horizontal averaging [e.g. Kollias et al.,
2014], ground clutter, and radar mispointing [e.g. Battaglia and Kollias, 2015]—have not
been considered here, and work is ongoing to apply radar simulators to airborne and ground-
based measurements or numerical models to better understand the outlook for retrievals
from EarthCARE [e.g. Battaglia and Tunelli, 2011]. Beyond EarthCARE, the prospect of
spaceborne multiple-frequency Doppler radars [National Academies of Sciences Engineer-
and Medicine, 2018] provides opportunities for further advancements in the global remote-
sensing of ice, including estimates of the morphology and microphysics of snow and insights
into mixed-phase clouds.
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Figure 12. Histograms of remote-sensed LWP (a) and surface temperature (b) and relative humidity (c) data from all snow events from SNEX IOP, grouped into three LWP classes.
Figure 13. Joint histograms for ZZV−$\alpha$, $N_0'$ CAPTIVATE retrieval of forward-modelled (a–c) and retrieved (d–g) variables against altitude for snow events during the SNEX 2014 IOP. Snow events are divided into three regimes, unrimed snow (I), rimed snow (II) and graupel (III), using LWP as a proxy for riming. Solid black lines indicate the median—and dashed lines the 5th and 95th percentiles—of the forward modelled or retrieved values at each height.