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Abstract

Analysis of observations indicates that there was a significant decadal change in summer (June-August) mean rainfall over South Asia and Southeast Asia across the mid-1990s, which is characterized by less rainfall over central-northern India and northern Indo-China Peninsula. This study investigates impacts of anthropogenic forcing on the observed decadal change across the mid-1990s. A set of experiments using the coupled atmosphere-ocean-mixed-layer model MetUM-GOML2 has been performed to quantify the relative roles of changes in anthropogenic greenhouse gases (GHG) and anthropogenic aerosols (AA). Results indicate a dominant role of anthropogenic changes in the observed decadal changes. Separately, the changes in GHG forcing play an important role in the reduction of rainfall over central-northern India through the changes of atmospheric circulation (i.e. the local Hadley circulation and the Walker circulation), with additional contribution from changes in AA forcing. The changes in AA forcing dominate the reduction of rainfall over northern Indo-China Peninsula due to high-pressure anomalies over northern South Asia and the western subtropical Pacific. These high-pressure anomalies are induced by the surface cooling mainly via aerosol-radiation interaction that decreases downward clear sky shortwave radiation over South Asia during summer, and aerosol-radiation interaction and aerosol-cloud interaction that decrease downward shortwave radiation over the western subtropical Pacific during pre-summer seasons.
1. Introduction

The South Asian summer monsoon (SASM) is the most important climatic feature to society and ecosystems of South and Southeast Asia, because of the tremendous effect of abundant rainfall on agriculture, hydroelectric generation, industrial development and so on [e.g., Webster et al., 1998; Goswami et al., 1999; Ramesh and Goswami, 2007]. On the other hand, the SASM also plays an important role for the global-scale atmospheric circulation, which has a close relationship with the Hadley circulation and the Walker circulation [e.g., Goswami et al., 1999; Kumar et al., 1999; Krishnamurthy and Goswami, 2000], and can affect the downstream area via a Rossby wave train [Ding and Wang, 2005]. Hence, understanding the characteristics and mechanisms of the SASM variability at different timescales is imperative and challenging to society and climate science [Ding, 2007, 2009; Turner and Annamalai, 2012]. Recently, Choi et al. [2017] proposed that the SASM underwent a decadal variation across the mid-1990s, characterized by reductions of monsoon circulation and rainfall over Indian subcontinent and the Indo-China peninsula. However, few studies have scrutinized the possible causes of this decadal change.

On the decadal-to-multidecadal timescales, the variation of the SASM has been attributed to internal decadal variability [i.e. the Pacific Decadal Oscillation (PDO), the Atlantic Multidecadal Oscillation (AMO)] [e.g., Zhang and Delworth, 2005; Goswami et al., 2006; Li et al., 2008; Krishnamurthy and Krishnamurthy, 2014] and external forcing [i.e. the greenhouse gas (GHG), anthropogenic aerosols (AA)] [e.g., Ueda et al., 2006; Lau et al., 2006; Chung et al.,
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Since the mid-1990s, the potential drivers have changed. The PDO began to turn into a negative phase, and the AMO entered a positive phase [e.g., Kosaka and Xie, 2013; Dai et al., 2015; Steinman et al., 2015]. There have been significant increases in anthropogenic GHG concentrations in the period of 1996-2011 relative to the period of 1964-1993 (11% increase in CO₂, 18% increase in CH₄, and 6% increase in N₂O), and significant changes in AA precursor emissions with Asian sulphur dioxide emissions increased while European and North American emissions decreased [Lamarque et al., 2010; see figure 3b in Dong et al., 2017a]. For the internal decadal variability, some studies have indicated that the change in the PDO or AMO across the mid-1990s cannot explain the decadal change of SASM [Sankar et al., 2016; Luo et al., 2018], because a negative PDO or a positive AMO phase should correspond to a wet SASM phase [e.g., Goswami et al., 2006; Krishnamurthy and Krishnamurthy, 2014]. Hence, our major aim is the impacts of anthropogenic forcing on the SASM decadal change in this study.

For the GHG effect, the SASM rainfall increases due to more precipitable water in the atmosphere related to oceanic warming and an enhanced land-sea thermal contrast (i.e., warm-ocean-warmer-land) [Sun and Ding, 2011; Lau and Kim, 2017]. In addition, GHG forcing leads to the weakening of tropical atmospheric circulation because of the energy and mass balance, which tends to suppress the monsoon circulation and rainfall [Ueda et al., 2006; Vecchi et al., 2006; Turner and Annamalai, 2012]. However, most of the previous studies have...
focused on either the projected simulations under different scenarios or 2×CO$_2$ experiments.

The effects of AA on the surface and atmospheric temperature include the aerosol-radiation interaction by scattering and absorbing the solar radiation directly and the aerosol-cloud interaction by altering the radiative properties of clouds [e.g., Wang et al., 2016; Li et al., 2016; Li et al., 2017]. In addition, the dynamic effect due to the spatial heterogeneity of AA emissions concentrated over the northern hemisphere induces the southward shift of the intertropical convergence zone (ITCZ) because of the change in horizontal temperature gradients [Rotstayn and Lohmann, 2002; Ming and Ramaswamy, 2011]. Lau and Kim [2017] indicated that the cooling effect caused by increased AA emissions over South Asia could offset a large extent of the rainfall increase due to GHG warming. Bollasina et al. [2011] has proposed that the weakening of the SASM is a robust result of a slowdown of the tropical meridional overturning circulation, which compensates for the aerosol-induced energy imbalance between the Northern and Southern Hemispheres. Guo et al. [2015] further suggested that indirect aerosol effects acting on very local aerosol emission regions also play a role in declining monsoon rainfall. Hence, AA forcing has been considered as a major contributor to the drying trend during the second half of the 20$^{th}$ century.

It should be noted that most of previous studies focus on the anthropogenically forced SASM in the Indian subcontinent. Here, besides the Indian subcontinent, we have investigated the anthropogenic impacts on the Indo-China peninsula, considering the variations of SASM in the two areas are more or less independent [Wang and Fan, 1999; Li
and Zeng, 2002; Zhang et al., 2010; Misra and DiNapoli, 2014; Tsai et al., 2015]. In this studies, we aim to address the following two issues: (1) To explore whether or not anthropogenic forcing plays a role in leading to the decadal change of the SASM across the mid-1990s. (2) To quantify the relative roles of changes in GHG and AA forcings in shaping the recent decadal change, and to understand the physical processes involved.

Up to now, most of the attribution studies are based on Atmospheric General Circulation models (AGCMs) and Coupled General Circulation Models (CGCMs), i.e. experiments that use constant emissions to force the models and reach equilibrium after a long integration [e.g., Bollasina et al., 2011; Wang et al., 2013; Mahmood and Li, 2014; Dong et al., 2016; Lau and Kim, 2017]. However, a limitation of AGCMs is the lack of air-sea coupling processes. The air-sea interaction is of importance in modulating the Asian monsoon [Ganguly et al., 2012; Song and Zhou 2014a, 2014b; Zhou et al., 2015; Xu and Xie, 2015; Samset et al., 2016; Dong et al., 2017; Wang et al., 2017]. Although CGCMs include full ocean dynamics, CGCMs still exhibit significant biases in the mean state. For example, many CGCMs have a large cold equatorial sea surface temperature (SST) bias in Pacific [Vanniere et al., 2012; Wang et al., 2014]. Hence, a coupled atmosphere ocean mixed-layer model provides an alternative tool for attribution studies [Dong et al., 2017]. The coupled atmosphere ocean mixed-layer model considers ocean thermodynamics that causes the majority of subseasonal tropical upper ocean variability [e.g., Waliser et al., 2004]. Replacing the 3D ocean GCM with an ocean mixed-layer model would reduce the cost of the experiments, and have a
smaller SST bias due to a prescribed flux correction, whilst also retaining intraseasonal variability and coupling between the atmosphere and the ocean. Therefore, this study is based on a set of experiments using a near-globally coupled atmosphere-ocean-mixed-layer model, MetUM-GOML2 [Klingaman et al., 2011; Hirons et al., 2015].

The paper is organized as follows: Section 2 describes the observed changes in rainfall across the mid-1990s; section 3 describes the model, experiments and simulated climatology; section 4 examines model responses to changes in anthropogenic forcing; Section 5 investigates the physical processes involved in these responses of rainfall over South and Southeast Asia to changes in GHG and AA forcings, respectively. Finally, a summary is provided in Section 6.

2. Observed decadal changes of the SASM

2.1 Observational data sets

Considering uncertainties of monthly global land precipitation datasets, we used three observation/reanalysis datasets for 1964-2011, including the Climate Research Unit Precip 3.2 dataset (CRU) on a 0.5° × 0.5° grid [Mitchell and Jones, 2005], the University of Delaware monthly precipitation dataset (UDEL) on a 0.5° × 0.5° grid [Willmott and Matsuura, 2001], and the NOAA’s Precipitation Reconstruction over Land (PREC/L) on a 0.5° × 0.5° grid [Chen et al., 2002]. The horizontal wind components, U and V, are from the NCEP/NCAR reanalysis version 1.0 on a 2.5° × 2.5° grid [Kalnay et al., 1996]. Observed sea level pressure (SLP) data are obtained from the Hadley Centre’s monthly historical mean SLP data set (HadSLP2r) in a
horizontal resolution of 5° × 5° [Allan and Ansell, 2006]. The monthly sea surface temperature (SST) is from the Met Office Hadley Centre’s monthly SST records (HadISST) [Rayner et al., 2003], gridded to 1.0° latitude by 1.0° longitude.

2.2 Observed changes

To show the decadal changes of the SASM in the Indian subcontinent (ISM) and the Indo-China peninsula (SEASM) in observations, the rainfall indices over ISM and SEASM regions, hereafter named as ISR (Indian Summer Rainfall) and SEASR (Southeast Asian Summer Rainfall) are defined as the summer (June-August) averaged land rainfalls over central-northern India (20°N-30°N, 75°E-87°E; see the black box in Figure 2) and over northern Indo-China Peninsula (17°N-28°N, 90°E-100°E; see the black box in Figure 2), respectively. Figure 1 shows time series of the anomalies for the two indices relative to the climatology of 1964-2011. It shows that more precipitation of the ISR and SEASR occurred during the early period (EP, 1964-1981) than the present day (PD, 1994-2011). To avoid possible impacts of volcanic eruptions, two time-periods selected to characterize the decadal changes across the mid-1990s are slightly different from those selected in Choi et al. [2017]. Quantitatively, the ISR decreased by around 0.23~1.22 mm/day, and SEASR decreased by around 0.6~1.25 mm/day (Figure 1) from the EP to PD. The decadal changes of the ISR and SEASR are statistically significant, which are greater than the 90% confidence level, except for the change of ISR in PREC/L (Figure 1). This decadal weakening of ISR and SEASR is consistent with the previous study [Choi et al., 2017], which used the Webster-Yang index.
The spatial distributions of changes in summer precipitation between the PD and EP show a tripole pattern with a significant reduction over northern India and northern Indo-China Peninsula, an increase over central area around 15°-20°N and a decrease over southern area around 10°N (Figure 2a-c). This work focuses on the northern region with largest variations. As illustrated in figure 2d, the decreased ISR is likely to be associated with high-pressure anomalies over northern India associated with anomalous easterlies across the Indian Peninsula. The anomalous easterly wind over northern Indo-China Peninsula indicates weaker westerly wind across the region, which is associated with the decreased SEASR.

To understand the roles of anthropogenic forcing in influencing the decadal changes of the observed monsoonal rainfall over two regions across the mid-1990s, and to elucidate the potential physical mechanisms involved, we utilized a coupled atmosphere-ocean-mixed-layer model and conducted a set of experiments with both GHG and AA forcing, only GHG forcing, and only AA forcing.

3. Model and experiments

3.1 MetUM-GOML2 and Experiments

The model used here is a coupled atmosphere-ocean-mixed-layer model named MetUM-COML2. The atmospheric component is the Met Office Unified Model (MetUM) at the fixed scientific configuration Global Atmosphere 6.0 (GA6.0) with a horizontal resolution...
of 1.875° longitude and 1.25° latitude (N96), and a total of 85 vertical levels [Walters et al., 2017]. The model includes an interactive tropospheric chemistry scheme and the following species of tropospheric aerosols: ammonium sulphate, mineral dust, sea salt, fossil fuel black carbon, fossil fuel organic carbon, biomass burning aerosols, and secondary organic (biogenic) aerosols. Both aerosol-radiation and aerosol-cloud interactions are considered [Walters et al., 2011]. The aerosol-radiation interaction due to scattering and absorption of radiation by all aerosol species is represented in the model. The semi-direct effect whereby aerosol absorption tends to change cloud formation by warming the aerosol layer is included [Walters et al., 2011].

The parameterization of the indirect effects is described in detail by Jones et al. [2011]. The parametrization of cloud droplets is described in Edwards and Slingo [1996] using the method of “thick averaging”. Padé fits are used for the variation with effective radius, which is computed from the number of cloud droplets [Walters et al., 2011]. Data sets required by the tropospheric aerosol scheme in the model are emissions of Sulphur dioxide (SO$_2$), land-based dimethyl sulphide (DMS), ammonia (NH$_3$), and primary black and organic carbon aerosols from fossil fuel combustion and biomass burning [Bellouin et al., 2013]. The oceanic component is a Multi-Column K Profile Parameterization (MC-KPP) mixed-layer ocean model with the same horizontal resolution of the MetUM with 100 vertical levels and a depth of 1000m. Vertical mixing in MC-KPP is parameterized using the KPP scheme of Large et al. [1994]. Since the mixed-layer model (MC-KPP) does not include ocean dynamics, seasonally varying 3D flux corrections are applied to both ocean temperature and salinity. The
climatological seasonally varying 3D temperature and salinity flux corrections are prescribed to represent the mean ocean advection and account for biases in atmospheric surface fluxes. The Ocean Atmosphere Sea Ice Soil (OASIS) [Valcke et al., 2003] is used to couple the atmospheric and oceanic components every three hours.

In this study, five time-slice experiments were performed: A relaxation experiment (R0) in which the 3D temperature and salinity of the ocean are relaxed to a present day (PD, 1994-2011) climatology with PD GHG and AA forcing [Lamarque et al., 2010, 2011] is used to diagnose the 3D ocean temperature and salinity corrections. Then four experiments were performed with prescribed same 3D ocean temperature and salinity corrections, but with different anthropogenic forcings; an early period (EP, 1964-1981) experiment forced by EP GHG and AA forcings; PDGA experiment forced by the PD GHG and AA forcings; PDG and PDA experiments forced by the PD GHG forcing with EP AA and by PD AA forcing with EP GHG, respectively. All experiments are run for 60 years and use the climatological PD sea ice extent from HadISST [Rayner et al., 2003]. The last 55 years of each experiment are used for analysis. The details of the experiments are listed in Table 1.

The response to a particular forcing is estimated by the mean difference between a pair of experiments that include and exclude that forcing. The difference between PDGA and EP experiment (PDGA – EP) denotes the combined effect of changes in both GHG and AA (hereafter All Forcing). The difference between PDG and EP (PDG – EP) indicates the impact of change in GHG (hereafter GHG forcing), and the difference between PDA and EP (PDA –
EP) is the impact of change in AA emission (hereafter AA forcing). For the GHG concentration, there is 14% increase in CO$_2$, 23% increase in CH$_4$ and 7% increase in N$_2$O for PD relative to EP. Changes in AA in the simulations consist of changes in sulfate, soot, biomass, and also other species [Bellouin et al., 2013]. However, the change in sulfate plays a dominated role in the responses to AA forcing, because it is much larger than changes in soot AOD and biomass AOD [see Figure 14 in Dong et al., 2016]. Hence, the response to AA forcing mainly reflect the effect of sulfate. Statistical significance of the mean changes in model experiments is assessed using a two tailed Student t-test.

3.2 Climatology

The model is evaluated by comparing the simulated climatological summer precipitation, lower tropospheric circulation and SST in the PDGA experiment with those in observations. The observed precipitation in India is characterized by more precipitation over northern India, and a maximum along the west coast of India (Figure 3a-c). The model overall reproduces these characteristics but underestimates the magnitude (Figure 3d). In Indo-China Peninsula, the precipitation concentrates in the northwestern area with 12-13 mm/day in observations (Figure 3a-c). The model captures the spatial pattern and magnitude of 13 mm/day reasonably well (Figure 3d). Then the modeled standard deviations of ISR and SEASR is comparable to that in observations (not shown). As the simulation of precipitation, the model generally reproduces the atmospheric circulation, albeit having some biases in details (Figure 3e-f). The simulated Indian Low is stronger than in observations, which may be associated with the
overestimated westerly winds from the Arabian peninsula to India, and then leading to less precipitation over the Northern India.

Figure 4a shows the simulated summer SSTs biases relative to the HadISST, indicating the model has higher skills in simulating the SST climatology with much smaller biases (typically between -0.5°C and 0.5°C) than CMIP5 models (between -2°C and 2°C, Figure 1a in Wang et al., 2014). The model also generally captures the large scale patterns of observed SST differences between PD and EP, showing a relatively large warming over the North Atlantic, the tropical Indian Ocean and the tropical Pacific (Figure 4b-c). However, some discrepancies can be seen between observations and the model simulations. Note that the difference between two periods in observations includes both the internal variability and external forcing induced change, while the difference in the model simulations is only due to anthropogenic forcing.

Given that MetUM-GOML2 simulates the essential features of the climatological precipitation, lower tropospheric circulation and SST reasonably well, it is an appropriate tool to investigate the response of regional precipitation to changes in different anthropogenic forcings.

4. Simulated changes in response to different forcings

Figure 5 displays the spatial patterns of changes in summer precipitation and lower tropospheric circulation in response to changes of All forcing (PDGA - EP). Compared with observations (Figure 2a-c), the model generally reproduces the decreased precipitation over the Northern India, with the ISR decreased by 0.19±0.23 mm/day (Figure 5a). In the Northwestern Indo-China Peninsula, the simulated precipitation change exhibits a dipolar pattern with an
increase to the north and a decrease to the south (Figure 5a). However, the increased precipitation, which may be related to a localized circulation anomaly, cannot be found in observations (Figure 2a-c). However, the model still captures the decreased precipitation in most of the area, we therefore focus on this precipitation change in such area (17°N-25°N, 90°E-100°E), with the area-averaged precipitation decreased by 1.26±0.3 mm/day.

In terms of atmospheric circulation, the pronounced features in SLP in response to All forcing are the two anticyclonic circulations over the Northern India and the Western North Pacific, which corresponds to those in observations (Figure 2d and 5b). These changes not only suppress localized convection but also lead to anomalous easterly wind to weaken the climatological westerly across India and the Bay of Bengal (Figure 5b). However, the simulated changes in horizontal wind cannot reproduce anomalous northeasterly wind over the Northern Indo-China peninsula and central China in observations (Figure 2d and 5b), which is due to that the simulation fails to capture an increase in SLP around (45°N, 100°E) in observations (see Figure 1b in Tian et al., 2018). This SLP change is more likely to be associated with atmospheric internal variability such as the Silk Road Pattern [Hong et al., 2017]. Hence, it should be understandable for such differences between the simulation and observations. The similarities over South and Southeast Asia and western subtropical Pacific between the simulation and observations suggest that the anthropogenic forcing could contribute to the decadal changes of the ISR and SEASR across the mid-1990s.

The spatial patterns of changes in summer precipitation in responses to anthropogenic
GHG forcing and AA forcing are shown in Figure 6a and 6b. GHG forcing appears to play an important role in ALL forcing experiment (Figure 6a and 5a) over Northern India. The impact of AA forcing mainly results in the changes over the Indo-China Peninsula (Figure 6b and 5a).

The area-averaged precipitation for the ISR and SEASR is calculated to quantify the relative roles of GHG forcing and AA forcing in the decadal changes over the two regions (Figure 6c). For the ISR, the changes show -0.29±0.24 mm/day in GHG forcing and -0.09±0.24 mm/day in AA forcing, indicating the important role of GHG forcing for the decadal change in Indian summer monsoon. For the SEASR, AA forcing plays a dominant role for the decadal change with the decreased precipitation of 1.0±0.28 mm/day, and GHG forcing has a relatively smaller contribution with -0.64±0.34 mm/day. It’s expected that the sum of the changes due to individual forcings is not exactly equal to the change due to ALL forcing [Feichter et al., 2004; Ming and Ramaswamy, 2009; Shiogama et al., 2012]. However, detailed discussion of this nonlinearity is beyond the scope of this study.

5. Physical processes for the simulated changes in response to different forcings

5.1 The processes related to the decadal changes

To investigate the specific processes contributing to the decadal changes in the model simulated responses, we compared the changes in the vertically integrated moisture transport convergence (Figure 7a-c) with the changes in precipitation (Figure 5a, 6a-b). The similar spatial patterns and the comparable area-averaged values over the ISM and SEASM areas
indicate that the changes of precipitation are dominated by the changes of moisture transport convergence in response to changes in All forcing, GHG forcing and AA forcing (Figure 7a-c and 8).

Next, we conducted the moisture budget analysis to separate the vertically integrated moisture transport convergence into the dynamic component with only changes in circulation and thermodynamic component with only changes in specific humidity [Trenberth and Guillemot, 1995; Li et al., 2015; Li and Ting, 2016]. The decomposition shows that the dynamic effect (Figure 7d-f) is the primary factor for the spatial patterns and the magnitudes of the moisture transport convergence change (Figure 7a-c). The thermodynamic effect increases moisture transport convergence over northern India in response to GHG forcing, but decreases it over Indo-China Peninsula in response to AA forcing (Figure 7g-i). The weak responses in the thermodynamic effect due to GHG forcing may be the results of weak GHG change between EP and PD in comparison with 2×CO₂ experiments. Quantitatively, the decrease of the ISR is mainly due to the dynamic effect of GHG forcing induced changes in circulation [Vecchi and Soden, 2006; Turner and Annamalai, 2012; Chen and Zhou, 2015], while the thermodynamic effect partly offsets the decrease in precipitation due to the "rich get richer" mechanism [Chou et al., 2009] (Figure 8a). Although the effects of AA forcing lead to the decrease of the ISR, the effects are weak relative to GHG forcing (Figure 8a). For the SEASR, dynamic components of GHG and AA forcings induced changes in circulation play the main role for the change in the moisture transport convergence, but the response to AA
Forcing is more than twice the magnitude of GHG forcing induced change (Figure 8b). The thermodynamic components are relatively weak in response to GHG and AA forcing changes (Figure 8b).

Based on the analysis above, the effects of GHG forcing show that the dynamic components induce the decrease of the monsoon rainfall and the thermodynamic components lead to the increase; the effects of AA forcing give rise to the decrease in both the dynamic and thermodynamic processes. These effects of anthropogenic forcing in MetUM-COML2 are consistent with previous studies, although the dominated factor is different [e.g., Vecchi and Soden, 2006; Bollasina et al., 2011; Turner and Annamalai, 2012; Guo et al., 2015; Chen and Zhou, 2015]. However, to the decadal changes across the mid-1990s, the changes in atmospheric circulations induced by GHG and AA forcings dominate the monsoonal decadal changes. We therefore focus on addressing main physical processes involved for changes in atmospheric circulation in response to GHG and AA forcings and give rise to the decreased ISR and SEASR in the next sections.

5.2 Changes of atmospheric circulation induced by GHG forcing

In the lower troposphere, GHG forcing leads to northeasterly anomalies across India and high-pressure anomalies over the Indian subcontinent, northern Indian Ocean and the Maritime Continent that corresponds to a weakened monsoon circulation (Figure 9a). A humble anticyclonic circulation center located in the northeast Bay of Bengal leads to southwesterly anomalies along the north side of the center and then more rainfall over
northern SEASM region (Figure 6a, 7b and 7e), which may be due to the flow interaction with local topography. In addition, there is a convergence center over southern Indian Ocean and anomalous westerly wind over the equatorial Pacific (Figure 9a). The former indicates a change of local Hadley circulation, and the latter is associated with a weakened Walker circulation (Figure 9b and c). The change in local Hadley circulation is characterized by a descending motion over 0°-30°N and an ascending motion over 10°S-30°S, which corresponds to the decreased rainfall in the Indian subcontinent (Figure 9b). On the other hand, the weakened Walker circulation leads to a weakened ISM through abating the easterly trade wind across the equatorial Pacific, which is related to the El Niño-like pattern over the Pacific (Figure 9d) [e.g. Webster and Yang, 1992; Turner et al., 2005; Roy et al., 2017]. Such a SST pattern is induced by the increased downward clear sky longwave radiation (LW) due to Greenhouse Effect (Figure 9e). This result is consistent with that of fully coupled models [Dong et al., 2014]. Because mixed layer depth is shallower in east than in western tropical Pacific, the SST response might be stronger in the east than in the west for the same surface heat flux change. Hence, the SST gradient between the eastern tropical and western tropical Pacific is decreased, which leads to a weakened Walker circulation. This agrees with most previous studies on the responses of the Walker circulation to global warming in the CMIP3/5 models [Collins et al., 2010; Kociuba and Power, 2014; Huang and Ying, 2015; Zheng et al., 2016]. It should be mentioned that there is decreased downward clear sky LW in Indian subcontinent, which is different from the change in Indo-China Peninsula and South China.
(Figure 9e). This may be because of the warmer surface temperature over Indian subcontinent leading to more upward clear sky LW than those over the other areas (Figure 9d).

Moreover, the mechanism of the Walker circulation response to global warming has been documented by many previous studies [Vecchi et al., 2006; Held and Soden, 2006; He and Soden, 2015]: by constraining the convective mass flux through precipitation and boundary layer moisture $M = P/q$, where $P$, $q$, and $M$ are precipitation, near-surface specific humidity, and the equivalent convective mass flux, respectively. Since $q$ increases with temperature by following the Clausius-Clapeyron equation while $P$ increases more slowly, $M$ must decrease with temperature. Back to the responses to GHG forcing in MetUM-GOML2, the tropical mean $T_s$ increases by 0.61K. As expected, along with the warming, the tropical mean $q$ increases at 6.6% K$^{-1}$, while the mean $P$ increases at 0.8% K$^{-1}$ (not shown). Here we calculate the proportional change in $M$ as the difference between the proportional changes in $P$ and $q$: $\frac{\partial M}{M} = \frac{\partial P}{P} - \frac{\partial q}{q}$, following the previous studies [Held and Soden 2006; He and Soden 2015]. The mean $M$ would decrease at 5.8% K$^{-1}$, with the most pronounced descending air over the maritime continent [Vecchi and Soden, 2006].

5.3 Changes of atmospheric circulation induced by AA forcing

There is a belt of high-pressure anomalies from the Northern India to the subtropical Pacific with two anomalous anticyclonic circulation centers, which lead to the suppressed localized convection and the decreased ISR and SEASR (Figure 10a). The center over the Northern India is induced by the cooling related to the local AA emission increases (Figure
Moreover, it is exacerbated by the change in local meridional circulation due to the interhemispheric asymmetry in AA forcing, with a sinking anomaly over India and Indo-China peninsula and an ascending anomaly over central Indian Ocean (Figure 10b), corresponding to the change in surface temperatures (Figure 10c).

Tian et al. [2018] has suggested that the anomalous anticyclonic circulation center over the western subtropical Pacific primarily results from AA induced SST changes via performing a set of AGCM simulations. However, the physical process of the SST anomalies in response to AA forcing is not investigated. Because winds from continent to sea prevail in pre-summer season in East Asia and South Asia, AA emissions over Asia can be transported to the western subtropical Pacific and Indian Ocean, and then affect SSTs there. The SST anomalies induced by AA changes in pre-summer season can persist into summer due to large ocean memory. Thus, we look at the spatial patterns of responses in Ts (here use Ts to reflect SST) and aerosol optical depth (AOD) in pre-summer season. With increased AA emissions over Asia from EP to PD, there are cold anomalies with approximately -0.2--0.4 K over the western subtropical Pacific, Arabian Sea and Bay of Bengal in spring (Figure 10d). AOD increases over these regions in pre-summer season, especially in spring with the largest value of 0.21. Similar changes can also be seen in winter, but with changes being less than in spring (not shown). Hence, the following analysis focuses on spring.

Some key variables for explaining the surface temperature responses in both spring and summer to AA forcing change are illustrated in Figure 12. Increased Asian AA emissions lead
to large decreases in clear sky shortwave radiation (SW) over large areas in both South Asia and Southeast Asia in both spring and summer (Figure 11b and 11d). Meanwhile, there are also weak but significant decreases in surface clear sky SW radiation over the western subtropical Pacific and Indian Ocean (Figure 11b and 11d). These changes in clear sky SW reflect the role of aerosol-radiation interaction by scattering and absorbing solar radiation [e.g., Boucher et al., 2013]. Large decreases in surface net SW than clear sky SW are partly due to the aerosol-cloud interaction and partly related to cloud changes induced by aerosol induced circulation change (Figure 11a-d). The aerosol-cloud interaction is reflected by a decrease of cloud droplet effective radius and an increase of cloud droplet number concentration over the western subtropical Pacific and Indian Ocean (Figure 11e-f), which increases cloud albedo and cloud lifetime known as “lifetime effect” [Albrecht, 1989; Boucher et al., 2013]. Through both aerosol-radiation interaction and aerosol-cloud interaction, increased AA emissions from EP to PD lead to cooling over the Indian Ocean and the western subtropical Pacific in spring (Figure 10d) while the cooling effect become weaker in summer (Figure 10c) since negative feedbacks related to anomalous local anticyclonic circulations (Figure 10a) that are associated with reduced convection and cloud cover in summer (not shown). Consequently, the increased AA forcing gives rise to the per-summer cooling anomalies over the western subtropical Pacific, and the enhancement of WNPSH [e.g., Lu and Dong, 2001; Tian et al., 2018].

6 Conclusions and Discussion

In this study, we have investigated the decadal change of the South Asian summer
monsoon across the mid-1990s. Firstly, there is significant decreased rainfall over central-northern India and northern Indo-China Peninsula across the mid-1990s in observations. Then we have utilized the coupled atmosphere-ocean-mixed-layer model MetUM-GOML2 to assess the contributions of anthropogenic forcing in shaping the observed changes and to quantify the relative roles of changes in: (1) GHG forcing and (2) AA emissions. Our main findings are as follows.

1. In response to changes in All forcing between the two periods considered (PD and EP), the decreased rainfall can be reproduced over central-northern India and most of SEASM area, with $-0.19 \pm 0.23$ mm/day for the ISR and $-1.26 \pm 0.3$ mm/day for the SEASR. The magnitudes of the changes are comparable to the observed changes. In addition, the changes in lower tropospheric circulation are similar to the observations, with the high-pressure anomalies over central-northern India and the western subtropical Pacific. The results suggest that anthropogenic changes play an important role for the recent observed decadal changes of the ISR and SEASR.

2. Responses to different forcing factors indicate that the changes in GHG forcing plays an important role for the decreased ISR ($-0.29 \pm 0.24$ mm/day) with additional contribution from changes in AA forcing, while the decreased SEASR is mainly contributed by the changes in AA forcing ($-1.0 \pm 0.28$ mm/day). Furthermore, the dynamic processes associated with circulation changes dominate the drought conditions over the Indian subcontinent and Indo-China Peninsula.
3. The response to increase in GHG forcing is mainly related to the weakened convective mass flux and the warming contrast between the eastern tropical Pacific and the western tropical Pacific, which are associated with the weakened Walker circulation, and these in turn lead to the less rainfall (Figure 12a). Additionally, the change in local Hadley circulation also contributes to the decreased rainfall.

4. The response to AA changes is mainly associated with the anomalous anticyclonic circulations over northern India and the western subtropical Pacific, which is induced by the surface cooling resulted from decreased net downward shortwave radiation (SW). Increased Asian AA emissions decrease downward clear sky SW over South Asia and Southeast Asia through aerosol-radiation interaction. During pre-summer season, AA emissions are transported by mean flow from emission regions to Indian Ocean and the western subtropical Pacific, which induces cooling over there by both aerosol-radiation and aerosol-cloud interactions. The major processes are illustrated in Figure 12b.

Here we showed that the dynamic effect of anthropogenic forcing might have played a dominant role in the recent observed decadal changes of SASM and associated precipitation decrease over South and Southeast Asia. Noted that the thermodynamic process should not be ignored. For example, with continuous increase of GHG concentrations in future, the thermodynamic effect increases gradually. Many studies have shown that the SASM would be faced with increased rainfall but a weakened monsoon circulation under different scenarios [Ueda et al., 2006; Sabade et al., 2011; Turner and Annamalai, 2012; Chen and
Zhou, 2015]. This is the result of mutual effects between the thermodynamic and dynamic processes.

In this study, the dynamic effect due to the GHG forcing plays a more important role in the decreased rainfall over central-northern India than the AA forcing, which is contrary to what previous studies suggest [e.g., Bollasina et al., 2011; Guo et al., 2015; Li et al., 2015; Zhang and Li, 2016]. This contradiction may be due to differences in models and experiments. First, the previous studies are based on fully coupled models. However, these coupled models exhibit significant biases in model simulated climatological SSTs [Wang et al., 2014] which might have impact on response to external forcing [Ashfaq et al., 2010; He and Soden, 2016].

The model used in this study is a mixed-layer model where the ocean dynamic processes are not included, but has a smaller bias in simulated SSTs (Figure 4a). Secondly, the previous studies are based on the transient experiments in which the external forcing varies with time, because they focus on the drying trend of the ISM since 1950s. Our results are based on the time-slice experiments forced by early period (1964-1981) and present day (1994-2011) anthropogenic forcing, because our concern is the decadal change across the mid-1990s. Consequently, the mechanism about the change in rainfall over central-northern India should be model-dependent and sensitive to the experiment design.
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Figure captions

Table 1. Summary of numerical experiments

Figure 1. Time series of (a-c) the ISR and (d-f) the SEASR anomalies relative to climatology of 1964-2011 for the three observational datasets. The solid orange lines indicate the time mean rainfall anomalies during the early period (EP, 1964-1981) and present day (PD, 1994-2011), and the mean values are given in the upper left corners (units: mm/day). P values based on the two-tailed student’s t test are given in the upper right corners.

Figure 2. Spatial patterns of differences in (a-c) rainfall for the three observational datasets (units: mm/day) and (d) SLP (units: hPa) and wind at 850 hPa (units: m/s) in summer between PD and EP periods. Boxes indicate selected regions of the ISR and SEASR. Vertical lines indicate statistical significance at the 10% level using a two-tailed Student t-test.

Figure 3. Summer climate state of rainfall in (a-c) the three observational datasets and (d) MetUM-GOML2 for PD period (units: mm/day). Summer climate state of SLP (units: hPa) and 850 hPa horizontal wind (units: m/s) in (e) observations and (f) MetUM-GOML2 for PD period. Boxes indicate selected regions of the ISR and SEASR.

Figure 4. (a) Summer mean SST bias of MetUM-GOML2 simulation relative to HadISST for PD period. Summer mean SST difference between PD and EP in (b) Observations and (c) MetUM-GOML2. (units: °C)
Figure 5. Spatial patterns of responses to All forcing. (a) precipitation (units: mm/day) (b) SLP (units: hPa) and 850 hPa wind (units: m/s) in summer. Box indicates selected region of the ISR and SEASR. Black dots in (a), black lines and black arrowheads in (b) indicate statistical significance at the 10% level using a two-tailed Student t-test.

Figure 6. Spatial patterns of responses in summer rainfall to (a) GHG forcing and (b) AA forcing. Black dots indicate statistical significance at the 10% level using a two-tailed Student t-test. (c) Area averaged rainfall over selected region of the ISR and SEASR. Error bars indicate the standard error of difference of the variables. (units: mm/day)

Figure 7. (a-c) differences of the vertically integrated moisture transport convergence between PD and EP experiments in summer for All Forcing, GHG forcing and AA forcing respectively. (d-f) same as (a-c) but the differences of dynamical effect. (g-i) same as (a-c) but the differences of thermodynamic effect. (units: mm/day)

Figure 8. Area averaged precipitation (Pr), vertically integrated moisture transport convergence (MT), dynamic effect (DY) and thermodynamic effect (TH) in (a) over ISR region and (b) over SEASR region in response to All Forcing (gray), GHG forcing (green) and AA forcing (pink). Error bars indicate the standard error of difference of the variables. (units: mm/day)

Figure 9. Spatial patterns of responses to GHG forcing in summer. (a) SLP (units: hPa) and 850 hPa wind (units: m/s), (b) Zonal mean meridional stream function (units: kg/s×10^{10}) and
wind anomalies (units: m/s×10⁻³) averaged over sector (60°E-100°E), (c) Geopotential height (units: m) and wind anomalies (units: m/s×10⁻³) averaged meridionally over sector (10°S-10°N), (d) Surface temperature (Ts) (units: °C), and (e) net clear sky LW (units: W m⁻², positive values mean download). Green lines, black dots and black arrowheads indicate statistical significance at the 10% level using a two-tailed Student t-test.

Figure 10. Spatial patterns of responses to AA forcing in summer. (a) SLP (units: hPa) and 850 hPa wind (units: m/s) and (b) Zonal mean meridional stream function (units: kg/s×10¹⁰) and wind anomalies (units: m/s×10⁻³) averaged over sector (60°E-100°E). Surface temperature (Ts) in (c) summer and (d) spring (units: °C). (e) all aerosols AOD in summer. (f) all aerosols AOD and climate state of 850 hPa horizontal wind (units: m/s). Black dots, green lines and black thick arrowheads indicate statistical significance at the 10% level using a two-tailed Student t-test.

Figure 11. Spatial patterns of responses to AA forcing. (a) net surface SW and (b) net clear sky SW in summer (units: W m⁻², positive values mean download). (c-d) same as (a-b) but for spring. (e) cloud droplet effective radius (units: um) and (f) cloud droplet number concentration (units: 10¹⁰m⁻²) in spring. Black dots indicate statistical significance at the 10% level using a two-tailed Student t-test.

Figure 12. Schematic diagram illustrating the major processes of the responses in the ISR and SEASR to (a) GHG forcing and (b) AA forcing.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Ocean</th>
<th>Radiative Forcing</th>
<th>Abv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation run</td>
<td>Relax to present day (PD, 1994-2011) mean 3D ocean temperature and salinity to diagnose climatological temperature and salinity flux corrections</td>
<td>Climatological PD greenhouse gases (GHG) over 1994-2011 and anthropogenic aerosol (AA) precursor emissions over 1994-2010 with AA after 2006 from RCP4.5 scenario [Lamarque et al. 2010, 2011]</td>
<td>R0</td>
</tr>
<tr>
<td>Coupled present day (PD, 1994-2011) experiment</td>
<td>Climatological temperature and salinity flux corrections from relaxation run</td>
<td>Climatological PD GHG and PD AA precursor emissions</td>
<td>PDGA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Climatological PD GHG and EP AA precursor emissions</td>
<td>PDG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Climatological EP GHG and PD AA precursor emissions</td>
<td>PDA</td>
</tr>
</tbody>
</table>
Figure 1. Time series of (a-c) the ISR and (d-f) the SEASR anomalies relative to climatology of 1964-2011 for the three observational datasets. The solid orange lines indicate the time mean rainfall anomalies during the early period (EP, 1964-1981) and present day (PD, 1994-2011), and the mean values are given in the upper left corners (units: mm/day). P values based on the two-tailed student’s t test are given in the upper right corners.
Figure 2. Spatial patterns of differences in (a-c) rainfall for the three observational datasets (units: mm/day) and (d) SLP (units: hPa) and wind at 850 hPa (units: m/s) in summer between PD and EP periods. Boxes indicate selected regions of the ISR and SEASR. Vertical lines indicate statistical significance at the 10% level using a two-tailed Student t-test.
Figure 3. Summer climate state of rainfall in (a-c) the three observational datasets and (d) MetUM-GOML2 for PD period (units: mm/day). Summer climate state of SLP (units: hPa) and 850 hPa horizontal wind (units: m/s) in (e) observations and (f) MetUM-GOML2 for PD period. Boxes indicate selected regions of the ISR and SEASR.
Figure 4. (a) Summer mean SST bias of MetUM-GOML2 simulation relative to HadISST for PD period. Summer mean SST difference between PD and EP in (b) Observations and (c) MetUM-GOML2. (units: °C)
Figure 5. Spatial patterns of responses to All forcing. (a) precipitation (units: mm/day) (b) SLP (units: hPa) and 850 hPa wind (units: m/s) in summer. Box indicates selected region of the ISR and SEASR. Black dots in (a), black lines and black arrowheads in (b) indicate statistical significance at the 10% level using a two-tailed Student t-test.
Figure 6. Spatial patterns of responses in summer rainfall to (a) GHG forcing and (b) AA forcing. Black dots indicate statistical significance at the 10% level using a two-tailed Student t-test. (c) Area averaged rainfall over selected region of the ISR and SEASR. Error bars indicate the standard error of difference of the variables. (units: mm/day)
Figure 7. (a-c) differences of the vertically integrated moisture transport convergence between PD and EP experiments in summer for All Forcing, GHG forcing and AA forcing respectively. (d-f) same as (a-c) but the differences of dynamical effect. (g-i) same as (a-c) but the differences of thermodynamic effect. (units: mm/day)
Figure 8. Area averaged precipitation (Pr), vertically integrated moisture transport convergence (MT), dynamic effect (DY) and thermodynamic effect (TH) in (a) over ISR region and (b) over SEASR region in response to All Forcing (gray), GHG forcing (green) and AA forcing (pink). Error bars indicate the standard error of difference of the variables. (units: mm/day)
Figure 9. Spatial patterns of responses to GHG forcing in summer. (a) SLP (units: hPa) and 850 hPa wind (units: m/s), (b) Zonal mean meridional stream function (units: kg/s×10^{10}) and wind anomalies (units: m/s×10^{-3}) averaged over sector (60°E-100°E), (c) Geopotential height (units: m) and wind anomalies (units: m/s×10^{-3}) averaged meridionally over sector (10°S-10°N), (d) Surface temperature (Ts) (units: °C), and (e) net clear sky LW (units: W m^{-2}, positive values mean download). Green lines, black dots and black arrowheads indicate statistical significance at the 10% level using a two-tailed Student t-test.
Figure 10. Spatial patterns of responses to AA forcing in summer. (a) SLP (units: hPa) and 850 hPa wind (units: m/s) and (b) Zonal mean meridional stream function (units: kg/s×10^{10}) and wind anomalies (units: m/s×10^{-3}) averaged over sector (60°E-100°E). Surface temperature (Ts) in (c) summer and (d) spring (units: °C). (e) all aerosols AOD in summer. (f) all aerosols AOD and climate state of 850 hPa horizontal wind (units: m/s). Black dots, green lines and black thick arrowheads indicate statistical significance at the 10% level using a two-tailed Student t-test.
Figure 11. Spatial patterns of responses to AA forcing. (a) net surface SW and (b) net clear sky SW in summer (units: W m\(^{-2}\), positive values mean download). (c-d) same as (a-b) but for spring. (e) cloud droplet effective radius (units: um) and (f) cloud droplet number concentration (units: 10\(^{10}\) m\(^{-3}\)) in spring. Black dots indicate statistical significance at the 10% level using a two-tailed Student t-test.
Figure 12. Schematic diagram illustrating the major processes of the responses in the ISR and SEASR to (a) GHG forcing and (b) AA forcing.