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Abstract

Maritime surveillance is important for applications in safety and security, but the visual detection of objects in maritime scenes remains challenging due to the diverse and unconstrained nature of such environments, and the need to operate in near real-time. Recent work on deep neural networks for semantic segmentation has achieved good performance in the road/urban scene parsing task. Driven by the potential application in autonomous vehicle navigation, many of the architectures are designed to be fast and lightweight. In this paper, we evaluate semantic segmentation networks in the context of an object detection system for maritime surveillance. Using data from the ADE20k scene parsing dataset, we train a selection of recent semantic segmentation network architectures to compare their performance on a number of publicly available maritime surveillance datasets.

1. Introduction

Maritime surveillance is important for situational awareness in a range of applications to ensure the safety and security of vessels, ports and other maritime infrastructure. The combination of off-the-shelf video cameras and modern computer vision techniques offers rich visual information at an affordable cost. However, there are a number of visual sensing challenges associated with operating in the maritime domain: dynamic background, reflections, the large variety of objects which may be encountered, and extreme environmental conditions. Due to the unconstrained nature of the domain, maritime surveillance may take place from a number of different viewpoints, ranging from a camera mounted on a small surface vehicle close to the waterline, to static shore-based cameras, to aerial surveillance from planes or drones. It is therefore desirable that any approach is able to generalise to different viewpoints and accommodate substantial differences in object appearance. In addition, methods should be robust to large camera motions and be able to operate in real-time. In this paper, we evaluate the use of deep semantic segmentation networks as part of a maritime visual object detection system concept (Fig. 1) and compare their performance on sequences from publicly available maritime surveillance datasets. Our objective is to see how well this approach can cope with the challenges of maritime environments based on limited training data.

2. Related work

Recent approaches for maritime object detection [2, 3, 5, 7, 11, 12, 13, 20, 22, 23] include object classification, background modelling, and saliency based methods. Detection based on classifiers using Haar [2], HOG [12] or CNN [3, 7] features require substantial training data and are prone to overfitting on specific subsets of maritime objects. Modelling maritime backgrounds (i.e. sea and sky) using colour [13], texture [23] or graphical [11] models avoids overfitting for specific object classes, but may fail to generalise well to different environmental or lighting conditions. Saliency-based methods [5, 20, 22] are model-free and robust to these challenges, but are unable to distinguish between maritime objects of interest and any other salient regions of the scene (such as land).

Semantic segmentation is the process of assigning a class label to every pixel in an image. This is an important task in total scene understanding and is crucial to applications, such as autonomous driving and augmented reality [8]. Deep semantic segmentation networks represent the
current state-of-the-art in road/urban scene parsing competitions [4, 6], even when trained with relatively small datasets (100s of images) [1]. This makes them an attractive candidate for use in the maritime domain, where there is very little publicly available annotated data. Driven by the potential application in autonomous vehicle navigation, many of the architectures [14, 15] are also designed with speed and memory consumption in mind so that they can run in real time on low-power hardware.

3. System Overview

We propose a simple object detection system (Fig. 2) which exploits the characteristics of deep semantic segmentation networks to address the challenges of maritime environments. The system takes 3-channel RGB images as input and processes them through a semantic segmentation network to generate a class probability distribution for each pixel. The class probability distributions are smoothed over time by taking the mean of a sliding window over 3 frames. A binary map is created for each class by selecting pixels where that class is the maximum probability and then morphologically filtering to remove small, disconnected regions and fill small holes. We apply the opening operation with a kernel of size 5, followed by closing with a kernel of size 10. Candidate regions are extracted from the binary maps by labelling connected components and computing bounding boxes. To remove transient detections, candidate regions are matched frame-to-frame based on their overlap ratio, and their positions are filtered with a Kalman filter. Detections which are stable for more than 5 frames are output for each frame as a set of bounding boxes, each with an associated class label.

4. Semantic segmentation networks

4.1. Network architectures

We select three semantic segmentation networks from recent literature which have been designed to be efficient, motivated by use in real-time applications such as autonomous driving. Two networks – ENet [15] and ESPNet [14] – report performance speeds >20 FPS. The third network (SegNet [1]) runs slower, but is included in the comparison to assess the trade-off between accuracy and speed. All three networks obtain similar accuracy performance on benchmark datasets such as CamVid [4] and CityScapes [6] (see Table 1). The networks are fully convolutional and do not rely on post-processing of the network output (e.g. using CRF refinement [8]) to obtain high accuracy. Both of these features are important for reducing the number of network parameters and keeping inference speed fast. Being fully convolutional also means they can be applied to input images of any size, irrespective of the size of the training images. This is useful for real-world applications, where the input data may not be the same resolution as the training data.

All three networks follow the encoder-decoder architecture paradigm. SegNet uses the convolutional layers of the VGG16 network [19] as its encoder, and a ‘mirror image’ of VGG16 as its decoder. The decoder uses pooling indices from the corresponding max-pooling layer of the encoder to create sparsely upsampled feature maps, which are then refined through trainable convolutional filters. The ENet architecture is based on a ‘bottleneck’ module, inspired by the residual blocks of ResNet [9]. Dilated convolutions are used in several bottleneck modules to increase the effective receptive field without losing resolution. ESPNet is also based on a module that exploits dilated convolutions. The ESP module uses a spatial pyramid of dilated convolutions to simultaneously learn multi-scale representations. Both ENet and ESPNet have smaller decoders than encoders, on the basis that the role of the decoder is primarily to upsample the low-resolution representation created by the encoder, fine-tuning the details, rather than learning new features.

4.2. Training

We train the networks on a subset of the ADE20k dataset [24], created by extracting images which contain maritime objects, as well as sea and sky. The ADE20k dataset is not ideally suited to the maritime surveillance task, but it is the only dataset currently available which covers the relevant classes with sufficient pixel-level groundtruth for training semantic segmentation networks. We manually exclude images which are completely unsuitable, e.g. an indoor scene which contains a painting of a boat, or images where sky is

![Figure 2: Block diagram presenting the different stages of the proposed approach.](image-url)
only visible through a window. Examples of images in the subset for training can be seen in Fig. 3.

We map the original ADE20k classes to one of 4 classes (plus a void class): Sea, Sky, Object and Other. Note that the Object class refers to maritime objects, i.e. those that are found on the surface of the sea and that we want to detect in a maritime surveillance scenario. This includes large ships, speedboats, sailing boats, buoys, and so on. Any other objects are mapped to the Other class. The generated dataset consists of 448 images with median dimensions of $300 \times 256$ pixels. The properties of the data can be found in Table 2. Note that, on average, the target Object class occupies just 4% of the total image.

Table 2: Training data properties.

<table>
<thead>
<tr>
<th></th>
<th>Sea</th>
<th>Sky</th>
<th>Object</th>
<th>Other</th>
<th>Void</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Image Occurrences</td>
<td>443</td>
<td>417</td>
<td>180</td>
<td>433</td>
<td>447</td>
</tr>
<tr>
<td>Total proportion (all images)</td>
<td>34%</td>
<td>30%</td>
<td>9%</td>
<td>25%</td>
<td>2%</td>
</tr>
<tr>
<td>Mean proportion (per image)</td>
<td>3%</td>
<td>32.9%</td>
<td>4%</td>
<td>26.6%</td>
<td>1.9%</td>
</tr>
</tbody>
</table>

We use the hyperparameters, class balancing scheme and training protocol as described in each of the original papers to train the networks (see Table 1). SegNet can be trained end-to-end; for ENet and ESPNet, the encoder and decoder are trained separately (using down-sampled groundtruth to train the encoder). For all networks, we use batches of 4 images, scaled to $256 \times 480$. During training, we apply random data augmentations (crops, horizontal flips, rotations, shears, and brightness/colour perturbations).

5. Experimental results

We train the networks as described above, using the author’s original code where possible. SegNet, ENet and ESPNet are implemented in the Caffe framework; ENet is implemented in the PyTorch framework. The proposed object detection system is implemented in Python, which has convenient interfaces to both frameworks. Training and object detection are run on the same Alienware laptop with an 8-core 2.6GHz Intel Core i7-6700HQ CPU and 16GB RAM, with an externally connected NVIDIA GeForce GTX Titan X GPU with 12GB memory.

5.1. Maritime surveillance datasets

We select sequences (Table 3) from 4 publicly available maritime surveillance datasets: Maritime Object Detection Dataset (MODD) [11], Singapore Maritime Dataset (SMD) [17], IPATCH [16] and SEAGULL [18]. These datasets span the range of maritime surveillance contexts, ranging from very low in the water (MODD) to high aerial (SEAGULL). We select sequences where object groundtruth (bounding boxes) is available, and which contain a range of technical challenges, including large camera motion, small/distant objects, glare/reflections, and wakes/whitepeaks. We also include a sequence where haze is present to compare performance under challenging visibility conditions. The sequences from the IPATCH dataset contain many frames where no objects are present, so we extract a shorter sub-sequence which contains a more balanced selection of frames with and without objects.

5.2. Evaluation metrics

To evaluate object detection performance, we adopt two widely-used detection metrics from the CLEAR 2006 evaluation [21]: N-MODA provides a score of detection accuracy for a whole sequence, taking into account missed detections and false positives, while N-MODP provides a corresponding sequence-level measure of detection precision (quality of object localisation). For N-MODA, we set $c_m = c_f = 1$. To complement these two scores, we also plot recall curves for differing overlap thresholds to measure how well each network can localise objects, regardless of false positives. Recall is computed as a function of overlap threshold, $\tau \in (0, 1]$

$$\text{Recall}(\tau) = \frac{TP(\tau)}{N_G}, \quad TP(\tau) = \sum_{i=1}^{N_{seq}} \sum_{t=1}^{N_{feat}} \left\lceil \frac{|D^t_i \cap G^t_i|}{|D^t_i \cup G^t_i|} \geq \tau \right\rceil,$$

where $N_G$ is the number of groundtruth targets in the whole sequence and $TP(\tau)$ is the number of true positives, calculated as the number of matched detections where the overlap ratio between estimated and groundtruth bounding boxes is at least $\tau$. $D^t_i$ and $G^t_i$ represent the detected and groundtruth targets, respectively, for the $i$th matching in frame $t$. Matching is performed using the spatial overlap ratio and the Hungarian algorithm, for consistency with the N-MODA and N-MODP metrics. As the networks perform classification and localisation jointly, we analyse the classification aspect by computing the metrics for two conditions: 1) where the best detection is taken, regardless of whether it is the correct class (Object or Other); 2) where only correctly classified objects are included in the performance evaluation (i.e. detections labelled as Other are removed).
5.3. Results and analysis

Results for the N-MODA and N-MODP scores are listed in Table 4. Qualitative examples of the segmentations produced by each network are presented in Fig 5. When class is ignored, ENet has the best detection accuracy (N-MODA score) overall; however, this performance degrades severely when class is taken into consideration. Although ENet detects objects of interest with few false positives, it tends to misclassify them as Other (e.g. Fig. 5 (f-h)). SegNet and ESPNet have lower detection accuracy, but are better at detecting Objects specifically, reflected in the higher Object only N-MODA scores. ESPNet suffers from a large number of false positives (of both classes) (e.g. Fig. 5 (j-i)), so achieves lower N-MODA scores. Looking at precision (N-MODP), ENet and SegNet perform best across all sequences when class is ignored, with ENet achieving a slightly higher average score. As before, this is largely due to the high false positive rate of ESPNet, which generates larger (and therefore less precise) regions (e.g. Fig. 5 (j-l)). However, in the SEAGULL-lanchaArgos sequence, both SegNet and ENet are unable to detect the target at all, whereas ESPNet can. This property of ESPNet becomes even more obvious when looking at the N-MODP scores with class labels taken into account. ESPNet is better at distinguishing maritime objects from other classes, despite its high false positive rate.

The recall curves (Fig. 4) allow a more fine-grained analysis of the trade off between localisation accuracy and missed detections (false negatives), which is useful for deciding which network to use in a particular application. For example, if the cost of a missed detection is high, a greater number of false positives may be tolerated, especially if they can be filtered out using a secondary processing step. ENet and SegNet have comparable performance in most sequences, but ESPNet is better at outputting the correct class, as shown by the small difference in its recall curves (solid and dotted lines), compared to SegNet and ENet.

The generalisation of SegNet and ENet from the training data to the test sequences is promising, considering the small quantity of training data and the large difference in resolution and visual characteristics between the training and test sets. The poor visibility in SMD-1448_Haze proved more challenging for ENet, but SegNet maintained its recall performance under these conditions. Wakes and glare/reflections remain challenging for all networks. The reflection of the sun in the SEAGULL-lanchaArgos sequence proved particularly challenging (see Fig. 5 (d, h & l)) and was consistently detected as Object or Other. We speculate that this is due to the mismatch between the training data – which consists primarily of carefully framed photographs which minimise such artefacts – and the test sequences. Objects (boats, etc.) in the training data were also often white or light in colour.

A fundamental weakness in using semantic segmentation for object detection is that overlapping objects of the same class cannot be distinguished. This occurred in the MOD and SMD sequences, and influenced the scores for all networks, compared to sequences which contain only 1 or 2 non-overlapping objects. This issue could be addressed by combining the network output with an edge or feature detector to infer boundaries between objects. Finally, an interesting 'by-product' of the proposed approach is that the horizon line can be easily inferred from the segmentation map, as has been done recently [10]. Horizon detection is a common pre-cursor task in maritime surveillance, as it can be used to determine camera orientation and inferring the distance (and hence real-world size) of objects.

6. Conclusion

In this paper, we have evaluated the performance of deep semantic segmentation networks for object detection in maritime surveillance applications and demonstrated the feasibility of the approach. Even with very limited training data, the ability to generalise to different viewpoints, environmental conditions and object types is promising. Overall, SegNet and ENet achieve higher detection accuracy and precision, but ESPNet is better at classifying objects correctly. Considering the maritime surveillance application, the ENet model would be the most suitable from this study.


<table>
<thead>
<tr>
<th>Dataset</th>
<th>Camera Height / Viewpoint</th>
<th>Sequence</th>
<th>Resolution</th>
<th>No. Frames (with objs.)</th>
<th>Objs. per Frame</th>
<th>Obj. Size Range (px)</th>
<th>Detection Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>07</td>
<td>640 × 464</td>
<td>641 (589)</td>
<td>1.5</td>
<td>11 - 244</td>
<td>20 - 212</td>
</tr>
<tr>
<td>SMD [17]</td>
<td>Low; camera on speedboat</td>
<td>0797_VIS_OB</td>
<td>1920 × 1080</td>
<td>600 (600)</td>
<td>2.1</td>
<td>29 - 641</td>
<td>34 - 169</td>
</tr>
<tr>
<td></td>
<td>Medium Static camera on shore</td>
<td>1469_VIS</td>
<td>1920 × 1080</td>
<td>600 (600)</td>
<td>9.9</td>
<td>45 - 423</td>
<td>30 - 215</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1448_VIS_Haze</td>
<td>1920 × 1080</td>
<td>604 (604)</td>
<td>9.1</td>
<td>40 - 376</td>
<td>22 - 228</td>
</tr>
<tr>
<td>IPATCH [16]</td>
<td>Med-high Camera on large vessel</td>
<td>Sc2a_Tk1-CAM11</td>
<td>1920 × 1080</td>
<td>800 (544)</td>
<td>1.4</td>
<td>5 - 276</td>
<td>8 - 150</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sc3_Tk2-CAM14</td>
<td>1920 × 1080</td>
<td>1026 (1026)</td>
<td>2.0</td>
<td>7 - 338</td>
<td>7 - 212</td>
</tr>
<tr>
<td>SEAGULL [18]</td>
<td>Very high Camera in aerial vehicle</td>
<td>lanchaArgos_clip3</td>
<td>1920 × 1080</td>
<td>1401 (1258)</td>
<td>1.0</td>
<td>4 - 216</td>
<td>8 - 84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>portimao_GP020175_part01</td>
<td>1920 × 1080</td>
<td>300 (2644)</td>
<td>2.0</td>
<td>5 - 69</td>
<td>6 - 34</td>
</tr>
</tbody>
</table>

*Unmanned Surface Vehicle
Table 4: N-MODA and N-MODP scores for two test conditions: 1) class is ignored (both Object and Other detections are included in the evaluation); 2) Other detections are discarded before evaluation.

Figure 4: Recall curves for varying overlap threshold $\tau$. Solid line represents test condition 1 (class ignored); dotted line represents test condition 2 (Other detections discarded before evaluation).

as it is faster than SegNet. Future work will explore using additional training data that is more representative of maritime surveillance sequences to improve performance, and investigate whether the proposed approach could be combined with other methods to improve separation of overlapping objects.

References
Figure 5: Example pixel classifications from each network (after temporal smoothing and morphological filtering) for representative frames from each dataset: (a-d) SegNet [1], (e-h) ENet [15], (i-l) ESPNet [14]. Key: Blue = Sea, Grey = Sky, Red = Object, Yellow = Other, Black = masking provided for IPATCH sequence which we apply to the output class probabilities of each network before processing.