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ABSTRACT

The distribution of the daily wintertime North Atlantic Oscillation (NAO) index in the 40-yr ECMWF Re-Analysis (ERA-40) is significantly negatively skewed. Dynamical and statistical analyses both suggest that this skewness reflects the presence of two distinct regimes—referred to as “Greenland blocking” and “sub-polar jet.” Changes in both the relative occurrence and in the structure of the regimes are shown to contribute to the long-term NAO trend over the ERA-40 period.

This is contrasted with the simulation of the NAO in 100-yr control and doubled CO₂ integrations of the third climate configuration of the Met Office Unified Model (HadCM3). The model has clear deficiencies in its simulation of the NAO in the control run, so its predictions of future behavior must be treated with caution. However, the subpolar jet regime does become more dominant under anthropogenic forcing and, while this change is small it is clearly statistically significant and does represent a real change in the nature of NAO variability in the model.

1. Introduction

The North Atlantic Oscillation (NAO) is the dominant pattern of atmospheric variability in the extratropical Northern Hemisphere winter and was one of the earliest patterns of variability to be discovered [see, e.g., Wanner et al. (2001) and Stephenson et al. (2004) for a historical perspective]. The earliest proposed mechanisms saw the NAO as a coupled mode of climate variability between the North Atlantic surface ocean and the overlying atmosphere (Bjerknes 1964). However, a more recent view is that it is essentially an internal mode of atmospheric variability (Hurrell et al. 2002), which has a characteristic time scale of around 10 days (Feldstein 2000) but does exhibit long-range dependence on the interannual time scale (Stephenson et al. 2000).

While the NAO is often represented by its associated pattern of pressure or geopotential height anomalies, it can be viewed as essentially the signal of combined variations in the strength and orientation of the Atlantic storm track and the associated eddy-driven jet (Thompson et al. 2002; Vallis and Gerber 2008). To emphasize this interpretation of the NAO, we begin not with the familiar anomaly pattern, but with an illustration of the underlying changes in the jet stream. Figure 1 shows the upper-level winds for positive and negative NAO days. During positive days there is a strong subpolar jet oriented southwest–northeast toward Europe. This is termed the eddy-driven jet as it owes its existence to the mean flow forcing of transient eddies. As described by Ambaum et al. (2001), it is clearly separated from the subtropical jet that is developing over the subtropical North Atlantic. On negative NAO days, in contrast, the two jet
streams have merged to form one broad, continuous jet across the Atlantic. Several studies have suggested that these jet stream variations arise as a result of mean flow forcing associated with the breaking of transient, synoptic-scale Rossby waves (e.g., Benedict et al. 2004; Franzke et al. 2004; Strong and Magnusdottir 2008). Wave breaking on the equatorward side of the jet tends to be anticyclonic, following the ambient background shear. This leads to poleward eddy fluxes of zonal momentum that act to push the jet to the north. Similarly, cyclonic wave breaking dominates on the poleward side of the jet, and the associated momentum fluxes push it to the south. This suggests a three-state view of the NAO, comprising a background state and positive and negative NAO regimes. In contrast, Woollings et al. (2008, hereafter W08) suggested that there may only be two distinct regimes, corresponding to blocked and zonal flows. In this view the mean state is simply some weighted average of the two regimes. Variations in the NAO can arise from variations within each regime, such as changes in the strength of the zonal flow when there is no blocking or in changes of the residence frequency of the regimes, that is, the frequency of blocking occurrence. Some evidence of the asymmetry of the NAO has already been given by Cassou et al. (2004) and Blessing et al. (2005).

There is much interest in the suggestion that atmospheric variability exhibits preferred flow states, or regimes (Kimoto and Ghil 1993; Cheng and Wallace 1993; Palmer 1999; Christiansen 2005a; Hannachi 2007). This interest is partly driven by the potential for regime behavior to enhance the understanding and predictability of atmospheric variability on a time scale of weeks or even longer (Straus et al. 2007). The issue of climate change has further enhanced interest in the subject, as it is suggested that the response to anthropogenic forcing may be felt as a change in the residence frequency of the most dominant regimes (e.g., Palmer 1999; Corti et al. 2003).
1999; Hsu and Zwiers 2001; Terray et al. 2004; Keeley et al. 2008). Preferred flow regimes have been identified from idealized low-order models (Charney and Devore 1979) and intermediate complexity models (Egger 1981; Legras and Ghil 1985; Crammelin 2004; Franzke et al. 2008). The capability of complex climate models to capture preferred large-scale flow patterns, in simulations without anthropogenic forcing, has been demonstrated by Haines and Hannachi (1995), Hannachi (1997), Branstator and Berner (2005), and Berner (2005) and, in simulations with anthropogenic forcing, by Hsu and Zwiers (2001), Monahan et al. (2000), and Hannachi and Turner (2008). Flow regimes from reanalyses have also been diagnosed by many authors, see, for example, Mo and Ghil (1987), Monahan et al. (2001), Crammelin (2004), and Hannachi (2007, hereafter H07) and references therein, but the issue is still under discussion, given the possibility of the presence of multiplicative noise (Sura et al. 2005) and the relatively small sample size, particularly for monthly and longer time scales (Wallace et al. 1991; Stephenson et al. 2004); see H07 for more discussion. The tools used to identify preferred regimes range from dynamical, based on quasi-stationarity of the preferred flow pattern, to statistical, based on clustering or modeling the probability density function (PDF) of the system within its state space. See H07 and Handorf et al. (2009) for details and more references.

There has been much work on regime behavior using statistical methods and on the wave-breaking theories using dynamical methods, but there have been relatively few attempts to combine these two approaches. Here we present a first attempt at such an analysis. We show that the daily NAO index is negatively skewed and, as in H07, we interpret skewness in terms of a mixture model approach used to model the NAO PDF. Both the mixture model and the dynamical wave-breaking index of W08 suggest that this skewness could be explained by the presence of two distinct preferred flow regimes. We examine the recent trend in the NAO from this regime perspective and then progress to examine data from simulations of a coupled general circulation model (GCM). We assess the ability of the model to represent this regime behavior and also investigate whether the model’s response to anthropogenic forcing involves a modification of the regime structure.

2. Data and methods

a. Reanalysis data

We use sea level pressure (SLP) and 500-hPa geopotential height ($Z_{500}$) data from 44 complete winters [December–February (DJF) 1957/58–2000/01] from the 40-yr European Centre for Medium-Range Weather Forecasts Re-Analysis (ERA-40) (Uppala et al. 2005). The data is defined on a $2.25^\circ \times 2.25^\circ$ grid covering the region north of 20$^\circ$N. Monthly anomalies are calculated by subtracting the mean of the respective calendar month, and daily anomalies are calculated by removing a smoothed seasonal cycle, which is derived by averaging the daily values over all years and then smoothing with a discrete cosine transform, retaining only the mean and the lowest two Fourier frequencies.

b. GCM data

The model data are derived from simulations of a 30-layer version of the third climate configuration of the Met Office Unified Model (HadCM3). This is a coupled atmosphere–ocean model with an atmosphere resolution of $2.5^\circ \times 3.75^\circ$. We use output from two 100-yr simulations: a preindustrial control and an equilibrium simulation with doubled atmospheric carbon dioxide (CO$_2$). These model runs were analyzed in Hannachi and Turner (2008), where more details on the model and the experimental configuration can be found. Monthly SLP and $Z_{500}$ anomalies are calculated by subtracting the mean of the respective calendar month, as above. Daily anomalies will be used to characterize the change in the distribution of the NAO index, so it is desirable to maintain the mean difference between the two runs. To achieve this a smoothed seasonal cycle was derived for the control run, as for ERA-40, and the anomalies for both experiments were calculated by subtracting this from the data. This approach is justified since there is no significant change in seasonality between the two experiments (Hannachi and Turner 2008). All data were analyzed on the model grid using all points north of 20$^\circ$N. Unfortunately, the data needed to calculate the wave-breaking index was not available for the runs, so only the mixture model can be applied here. Some other blocking indices require less specialized data but have not been formulated to identify the high-latitude events that we focus on here.

c. The wave-breaking index

W08 identified persistent blocking-like events over Greenland, which they referred to as Greenland blocking episodes (GBEs). These arise from cyclonic wave-breaking events near the start of the Atlantic storm track, and correspond to the cyclonic breaking events described by Benedict et al. (2004) and others. The GBEs comprise one of the two NAO regimes, suggested by W08, with the other regime representing more zonal flow. Here we use W08’s decomposition of all winter days into two subsets: the set of all GBE days and the set of all other (non-GBE) days.
The GBEs were originally identified using the two-dimensional index described by Berrisford et al. (2007). This index identifies blocking episodes via the associated wave breaking, by searching for a reversal in the meridional contrast in potential temperature \( \theta \) on the dynamical tropopause \( \theta_{PV2} \); the 2-PV-unit surface. At each point, \( \theta_{PV2} \) is averaged over two boxes of 5° longitude \( \times \) 15° latitude to the north and south of the point. When the value of the northern box minus the southern box becomes larger than zero, a reversal is defined. Temporal and spatial constraints are then applied to ensure that the events identified are large scale, quasi-stationary, and persistent (lasting at least 5 days); these are then termed episodes. See Berrisford et al. (2007) or W08 for more details. This is referred to in general as a wave-breaking index, and identifies events in mid-latitudes classed as blocking, and events on the poleward side of the storm tracks generally termed high-latitude blocking.

W08 found that high-latitude blocking in the region 50°–60°N, 30°–70°W was particularly clearly related to the NAO. A GBE is said to occur whenever a wave-breaking episode is seen anywhere within this region. Greenland blocking is identified on 1608 out of a total of 3960 DJF days, so the non-GBE regime is said to occur on 2352 days.

d. The mixture model

We use the mixture model of H07 to estimate the probability density function of the NAO. This method relies on a general result, which states that any probability density function \( f(x) \) can be decomposed as closely as desired by a weighted average, or a mixture of multivariate Gaussian density functions (Anderson and Moore 1979); that is,

\[
f(x) = \sum_{k=1}^{c} \alpha_k g_k(x, \Sigma_k, \mu_k),
\]

(1)

where \( \alpha_1, \ldots, \alpha_c \) are the \( c \) mixing proportions of the mixture model and satisfy

\[
0 < \alpha_k < 1, \quad \text{for } k = 1, \ldots, c; \quad \sum_{k=1}^{c} \alpha_k = 1,
\]

(2)

and \( \mu_k \) and \( \Sigma_k \) are, respectively, the mean and the covariance matrix of the \( k \)th, \( k = 1, \ldots, c \), multivariate normal density function, \( g_k \).

\[g_k(x, \Sigma_k, \mu_k) = \frac{1}{(2\pi)^{d/2} |\Sigma_k|^{1/2}} \exp \left[ -\frac{1}{2} (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k) \right],\]

(3)

where \( d \) is the state space dimension; see also Hannachi and O’Neill (2001) and H07 for more details. The \([c(d + 1) (d + 2) - 2]/2\) unknown parameters of model (1) are obtained using the expectation–maximization (EM) algorithm (Everitt and Hand 1981; McLachlan and Basford 1988; Hannachi and O’Neill 2001). The number of significant components of this model is estimated using arguments based on order statistics. The method can be applied directly to daily data without the need to estimate an independent sample size (see H07 for more details). The mixture model is particularly well suited to this application since the information on the wave-breaking index is available for comparison. The model does not definitively allocate a particular regime to any given day but, as it models the PDF of the NAO, it can be used to give the probability that the day is contained in each regime, as is done in section 3d.

3. NAO analysis using ERA-40

a. Skewness of the NAO

The principal pattern of the NAO used here was defined by the first empirical orthogonal function (EOF) of the ERA-40 monthly mean \( Z_{500} \) anomalies over an Atlantic sector (20°–90°N, 90°W–90°E). The data are weighted by the square root of the cosine of the latitude prior to calculating the EOFs, as is conventional. The pattern is shown in Fig. 2 and features the two familiar Atlantic centers of action and only weak values elsewhere. This pattern is associated with 26% of the variance in the monthly mean field over this sector. In the rest of the paper we focus attention on the NAO as defined in this manner, but in this subsection we also show results using other NAO indices to demonstrate robustness to the choice of definition.

A daily NAO index is defined by the area-weighted projection of the daily anomalies onto the NAO pattern. The index is then normalized by its standard deviation. Although the mixture model provides a model of the NAO PDF, we also use a kernel method with the normal parameter, 1.06 \( \sigma n^{-1/5} \) (Silverman 1981), to obtain a general estimate of the NAO PDF. Here \( \sigma \) is the standard deviation of the time series and \( n \) is the sample size. Figure 3a shows the kernel estimate of the NAO PDF.
which has a clear negative skew. The skewness is $-0.23$, which can be compared to the standard error on skewness given by $\sqrt{6/N}$, where $N$ is an estimate of the number of independent samples in the data. Feldstein (2000) calculated the $e$-folding time scale of the NAO as 9.5 days and assuming an independent sample every 9.5 days gives a standard error of 0.12, so the observed skewness is almost twice the standard error (in 95% of similar samples from a normal distribution the absolute value of the skewness will be less than two standard errors). If a 10-day low-pass Lanczos filter is applied to the daily fields before calculation of the NAO index, the skewness intensifies to $-0.27$, but we prefer to use unfiltered data so that no time scale is imposed. The skewness is fairly robust with respect to the method used to derive the pattern. For example, if the NAO is defined as the first rotated EOF of monthly mean $Z_{500}$, following Hannachi et al. (2007), the skewness of the daily index is $-0.22$. Using SLP instead of $Z_{500}$ gives a lower skewness of $-0.12$ for both the Atlantic and rotated EOF methods. If the NAO pattern used by the NOAA Climate Prediction Center$^2$ (NOAA/CPC) is used instead, the skewness of the daily index is $-0.27$. Finally, a qualitatively similar skewness is also evident in the NAO distribution derived from the National Centers for Environmental Prediction–National Center for Atmospheric Research reanalysis shown in Coppola et al. (2005, Fig. 2c).

The NAO index is often defined by the difference in SLP between observing stations in Iceland and the Azores (or nearby). To examine the skewness of such an index, a pseudo station index was derived from the daily ERA-40 anomalies using grid points at $(65^\circ N, 20^\circ W)$ and $(38^\circ N, 26^\circ W)$. To filter out very high frequency variations the SLP anomalies were averaged over consecutive, nonoverlapping 5-day periods. Following Hurrell (1995), the time series at the two points were then normalized prior to differencing, though this made no appreciable difference to the skewness. The index was then normalized and its distribution is shown in Fig. 4. The distribution exhibits a strong skewness of $-0.39$ with a particularly well-defined region of enhanced probability in the negative NAO phase that is suggestive of regime behavior. If the same approach is applied to $Z_{500}$ data, the resulting distribution has a similar skewness of $-0.41$.

To examine the distribution of the NAO over a longer period than that of the reanalysis it is necessary to use monthly reconstructed data. Monthly data are not ideally

---

$^2$ CPC calculate a monthly NAO index from rotated principal component analysis, which is available online (http://www.cpc.noaa.gov/data/teledoc/telecontents.shtml). The monthly $Z_{500}$ anomalies were regressed onto this index to derive the NAO pattern, which was then used to derive a daily NAO index as before.
suited for examination of non-Gaussian or regime behavior for several reasons. In addition to reducing the sample size of observational data, the flow variations in question evolve on shorter time scales, so the temporal averaging brings the data closer to normality (Teng et al. 2004). Jones et al. (1997) developed a monthly NAO index from station data, which is available online (http://www.cru.uea.ac.uk/cru/data/nao.htm) for the years 1821–2000. The distribution of this monthly NAO index over the winter (DJF) months has a skewness of $-0.22$ (compared to a standard error of 0.11), so in fact even the monthly index is significantly skewed.

As a final test of the sensitivity of the skewness to the choice of index, we also used a wind-based index of the NAO. Given the interpretation, outlined in the introduction, that the NAO is essentially the signal of variations in the latitude and strength of the Atlantic eddy-driven jet stream, it seems desirable to identify the NAO directly from the wind, rather than pressure or geopotential height fields. Geopotential height differs systematically from the streamfunction, so it is important to check that the skewness does not arise because of this. The NAO emerges as the first rotated EOF of the monthly mean Northern Hemisphere 500-hPa zonal wind from ERA-40. A daily index is derived, as before, by projecting the rotated EOF pattern onto the daily anomalies. The resulting distribution has a skewness of $-0.32$, which is much larger than the standard error of 0.12.

The departures from Gaussian behavior of the tails of the NAO distribution are hard to distinguish in Fig. 3a, so we show a quantile–quantile (OQ) plot of our standard daily NAO index versus a normal distribution in Fig. 5. The departure of the right-hand end of the curve above the diagonal also reflects a thinner tail in the NAO distribution than in the normal distribution. Between around $-1.5$ and $-3$ standard deviations, the NAO PDF is above the normal, but beyond around $-3$ standard deviations the normal tail becomes thicker. This feature is very hard to see in Fig. 3a but is clear in Fig. 5. This shows that the negative skewness of the NAO is a feature of the moderate values of the distribution rather than the tail.

The importance of the moderate values is also verified by using the Yule–Kendall index of skewness:

$$
g_{YK} = \frac{q_{75} - q_{50}}{q_{50} - q_{25}}, \quad (4)$$

where $q_i$ is the $i$th percentile. This measure of skewness is resistant to small changes in the extreme values of the distribution. For our standard daily NAO index, $g_{YK} = -0.086$. To test the significance, we compared this to the values of $g_{YK}$ seen in time series of the same length generated by a first-order autoregressive (AR1) model designed to model the NAO index (see section 3c). In a two-sided test with a sample of 10 000 trials only 0.03% of the trials exhibited $g_{YK}$ values as large as this (and 0.3% of the trials had conventional skewness values at least as large as that observed).

To summarize, several different NAO indices have been defined using different datasets, time scales, methods, and flow variables and all exhibit negative skewness to some extent, often with high significance. We now focus on the $Z_{500}$ Atlantic EOF index, which gives a somewhat midrange skewness, and suggest that this skewness could be a signature of regime behavior.
b. A regime explanation for the skewness

W08 suggested that there are only two distinct regimes of the NAO, comprising the GBE and non-GBE days. To illustrate this the daily Z
500 (Atlantic EOF) NAO distribution is shown in Fig. 3b, decomposed into the two subsets as described in section 2c. These two distributions exhibit less skewness: the GBE distribution has a skew of just 0.1 compared to a standard error of 0.19, while the non-GBE distribution has a skew of −0.17, similar to the standard error, which is 0.16 in this case. The skew in the NAO index could therefore be explained by the existence of two distinct regimes, both of which have distributions that are not significantly different from Gaussians.

This regime decomposition is now compared to that identified by the mixture model when applied to the same NAO distribution. Figure 6 shows the component proportions, \( a \), when Gaussian mixture models of two (panel a) and three (panel b) components are fitted. The two-component model (Fig. 6a) identifies two regimes that are both significant, showing that at least two components can be fitted to the NAO data. To check this, Fig. 6b shows the same plot but with three components instead. It is clear that only two components should be fitted to the data as the third component is not significant. Since each individual Gaussian component is interpreted as a regime, the mixture model indicates that the full NAO distribution comprises only two distinct regimes. The distributions of these regimes are shown in Fig. 7 and are very similar to those identified by the wave-breaking index, shown in Fig. 3b. The mixture model has also been applied to the other daily NAO indices described above with similar results. Table 1 summarizes the results of the mixture model applied to the EOF-based NAO indices used here, both in Z
500 and SLP.

Christiansen (2007) issued a useful caution on the use of a mixture model to identify regimes in atmospheric flow. However, there is good agreement between the results of the mixture model and the dynamical wave-breaking index. This adds physical insight and increases confidence compared to the results of a statistical analysis alone. Christiansen (2007) also gave an example in which the number of regimes identified by a mixture model increased as the sample size was increased. However, the method used here has been designed precisely to avoid this problem (see H07). We have also tested this specifically by applying the mixture model to 1000-, 2000-, 3000-, and 4000-day samples of the NAO index, and the results are very similar in each case (not shown).

The results of both the wave-breaking index and the mixture model support the suggestion of W08 that there are just two distinct regimes of NAO variability. We will refer to these as Greenland blocking and the subpolar jet. The mixture model results in a more compact decomposition with less overlap between the regimes. The population of the Greenland blocking regime comprises 31% of all days according to the mixture model but 41%
according to the wave-breaking index, suggesting that the wave-breaking definition may slightly overestimate the occurrence of blocking. Figure 3 shows that the distribution of the Greenland blocking regime is very wide, containing several positive NAO days. A composite of these days features a cyclonic anomaly off the coast of Newfoundland and an anticyclonic anomaly over Scandinavia (not shown). This suggests that on these days the gradient reversal lies between these two features, that is, in the mid-Atlantic at the far eastern end of the region used to identify Greenland blocking.

The results of the mixture model have been used to derive maps of the two regimes for comparison with those in W08. These maps were derived in a similar way to a statistical expectation: by integrating the $Z_{500}$ anomalies for all days, weighted by the probability that each day is in a given regime. The probabilities are estimated using the daily NAO index and the component PDFs in Fig. 7. The resulting maps are shown in Fig. 8 and these are very similar to versions generated by other methods, such as compositing days close to the centers of the two regimes. By construction the anomaly patterns have the same structure but opposing sign, and the magnitude of the anomalies is in line with the distance of each regime center to the origin. There is an interesting northwest–southeast tilt to the anomaly patterns. The difference in the full flow between the two regimes is especially clear just west of the British Isles, with a strong gradient in geopotential in the subpolar jet regime and a ridge in the Greenland blocking regime.

The existence of a distinct regime in negative NAO space is in agreement with the result obtained from the nonlinear principal component analysis of Monahan et al. (2000), which identified a distinct episodic negative NAO regime [though see Christiansen (2005b) for a critique of this method]. Regimes similar to Greenland blocking have been identified in regime analyses by Cheng and Wallace (1993), Vautard (1990), Kimoto and Ghil (1993), Smyth et al. (1999), and others. The importance of Greenland blocking for the NAO was also demonstrated by Croci-Maspoli et al. (2007), who showed that when all blocking days are removed from ERA-40, the NAO is no longer the first EOF over the Atlantic/

European region. The decomposition of the NAO into Greenland blocking and subpolar jet regimes is also in agreement with the view of Luo et al. (2007).

Greenland blocking is, in fact, visible in the composite of the full wind field for the negative NAO days in Fig. 1. The jet stream proceeds more or less zonally across the Atlantic, as described before, but there is also a clear anticyclonic flow over the northern North Atlantic and Greenland, and this is the signature of the blocking. There is clearly an actual anticyclone there in the full field, not just an anticyclonic anomaly. It is the distinction between blocking and transient wave breaking that explains this anticyclonic flow. If the cyclonic wave breaking was transient, then the flow here would presumably be cyclonic on average. The reason for the anticyclonic flow is that large masses of relatively low potential vorticity

**Table 1.** Number of Gaussian components in the mixture model for different significance levels and different NAO indices from ERA-40 for the whole dataset and the first and second halves of the dataset. The indices are SLP1, Z1—EOF1 over the Atlantic sector for SLP and $Z_{500}$, respectively; and SLP2, Z2—rotated EOF1 for SLP and $Z_{500}$, respectively.

<table>
<thead>
<tr>
<th>Significance (%)</th>
<th>SLP1 All</th>
<th>SLP1 First</th>
<th>SLP1 Second</th>
<th>Z1 All</th>
<th>Z1 First</th>
<th>Z1 Second</th>
<th>Z2 All</th>
<th>Z2 First</th>
<th>Z2 Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2.5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

**Fig. 8.** Maps of the expected value of $Z_{500}$ for the two regimes identified by the mixture model. Thick contours show the full field contoured every 100 m. Thin contours show the anomaly field contoured every 10 m, with negative contours dashed and the zero contour omitted.
air from the subtropics have been advected northward, forming a blocking anticyclone (W08).

c. The NAO time scale

To strengthen the case for a regime view of the NAO we now examine the time scales of the positive and negative phases for evidence that these are different, which may indicate the presence of differing dynamics. The decay of positive and negative phases was defined as follows. First, a threshold of plus or minus one standard deviation of the NAO index was used to identify positive and negative NAO days. Then for each of these days the number of subsequent days that were of the same phase was counted. The data were then sorted to give a count of the number of events that last at least $n$ days. To assess significance the decay curves for the NAO events are compared with a simple AR1 model designed to model the NAO index. The two model parameters (variance and lag−1 autocorrelation) were calculated from the daily NAO index for each winter and then averaged over all winters. Following Keeley et al. (2009), the lag−1 autocorrelation was estimated from an exponential fitted to the autocorrelation function at a lag of 5 days.

The resulting decay curves, and the spread of 1000 AR1 model runs, are shown in Fig. 9. The negative NAO curve shows an enhanced occurrence of events lasting around 10 days when compared to both the positive NAO and to the AR1 model. This 10-day time scale is very similar to the average length of Greenland blocking events identified in W08, and the enhanced persistence on this time scale compared to an AR1 model is a fundamental characteristic of blocking (Masato et al. 2009). This suggests that the two phases of the NAO do have intrinsically different decay characteristics. While the decay of positive NAO events is only slightly outside the range of a red noise process, negative NAO events show enhanced persistence on the time scale associated with blocking. Similar results were obtained by Blessing et al. (2005), Jia et al. (2007), and also recently by Barnes and Hartmann (2010), who attribute the enhanced persistence of the negative NAO phase to enhanced positive eddy feedback when compared to the positive phase.

The significance of the difference in decay time scales between the two phases has been tested by comparison with the AR1 runs. Dots in Fig. 9 mark points where the absolute difference between the two phases is larger than that seen in 95% of the AR1 runs. In addition, in only 2% of the AR1 runs is this pointwise significance test passed at as many points as in the observed data. (In this field significance test, only lags of up to 20 days are used to avoid contamination by the poorly sampled extremely long events.) In this test the difference between the two phases of the NAO is highly significant, though this does of course depend on the definition of the AR1 model. For example, if the observed lag−1 autocorrelation is used directly, the AR1 model shows higher persistence and the difference between the two phases is not significant. However, the procedure of Keeley et al. (2009) is preferred because the autocorrelation function of the NAO does not decay exponentially at lags of 1−2 days, so basing the AR1 model on this autocorrelation is not realistic.

d. The NAO trend

Long-term changes in the NAO index could arise due to changes in the relative occurrence, or loading, of the two regimes or because of changes in the regimes themselves. Figure 10 shows the full NAO distribution and those of the two regimes from the wave-breaking index, split into the first and second halves of the ERA-40 period. Between the two periods there is a clear shift of the total distribution and also shifts of and changes in population of the two regimes. This suggests that the regimes themselves have changed, with the center of each regime shifted to higher values of the NAO index in the later period. (However, note that, if the mean

---

3 This is done using two 22-winter periods, neglecting the final winter of ERA-40. Note that we are not suggesting that this break point has any particular significance; it is simply a convenient way to study the trend over the ERA-40 period.
change between the two periods is removed, the change in the total distribution is no longer significant, using a two-sided Kolmogorov–Smirnov test with data sampled every 7 days.)

If composites of Greenland blocking days in the two halves of ERA-40 are made separately, the difference between the two composites projects strongly onto the NAO pattern and is, in fact, very similar to the pattern of total change in winter-mean $Z_{500}$ between the two periods (not shown). This means that the change in the regimes can be summarized by their locations on the linear NAO axis in phase space, reflecting a change in amplitude of the NAO pattern. Figure 11 shows the results of the mixture model applied separately to the winters 1957/58–1978/79 (solid lines) and 1979/80–2000/01 (dashed lines).

We now try to quantify the contributions of the changes in regime location and loading to the total NAO change between the two periods, using both the wave-breaking index and the mixture model. Here we examine the change over the entire ERA-40 period (cf. Cohen and Barlow 2005) as a basis for comparison with the NAO response to anthropogenic forcing in the GCM analyzed in section 4. Estimated changes in the NAO index $I$ can be calculated from

$$\Delta I_{\text{loading}} = \frac{\overline{(n_{\text{GB}2} I_{\text{GB2}} + n_{\text{SPJ2}} I_{\text{SPJ2}}) - (n_{\text{GB}1} I_{\text{GB1}} + n_{\text{SPJ1}} I_{\text{SPJ1}})}}{N},$$

and

$$\Delta I_{\text{location}} = \frac{\overline{(n_{\text{GB}2} I_{\text{GB2}} + n_{\text{SPJ2}} I_{\text{SPJ2}}) - (n_{\text{GB}1} I_{\text{GB1}} + n_{\text{SPJ1}} I_{\text{SPJ1}})}}{N},$$

where $n$ is the number of days in a given subset, identified by the subscripts GB and SPJ for the Greenland blocking and subpolar jet regimes, and the subscripts 1 and 2 for the first and second periods. An overbar signifies a mean value over the complete time series; $N$ is the total number of days in each period, in this case 1980. Here $\Delta I_{\text{loading}}$ estimates the change in the NAO if the regimes themselves were unchanged but the loading changed as observed, and similarly $\Delta I_{\text{location}}$ estimates the effect of changing only the location of the regimes in NAO space.

In contrast to the wave-breaking index, the mixture model does not assign a classification to each day, but for every value of the NAO index, and hence for every day, it does give the probability of being in each regime. This probability is calculated from the equations for each Gaussian component [Eq. (3)]. These probabilities can be integrated to give the expected number of days of each regime in each period. The parameter values needed to evaluate the two formulas, and the resulting values of $\Delta I_{\text{loading}}$ and $\Delta I_{\text{location}}$, are given in Table 2.
The contribution of changes in both regime loading and location to the trend in the NAO index contrasts with the hypothesis that the atmospheric response to forcing would be felt as a change in regime loading only, with the regime structures remaining relatively stable (Palmer 1999). To test this we performed a best fit test, fitting the regime PDFs derived from the full ERA-40 period to the NAO distribution in the two subperiods. The question is whether the best fit to the NAO distributions of the two periods is obtained by (A) varying the loading of the two regimes while keeping their location fixed or (B) varying their location while keeping the loading fixed. This test was performed both for the regimes defined by the wave-breaking index and those defined by the mixture model. In both cases and for both periods the rms difference between the PDFs was over twice as large in test A as in test B. Changing the location of the regimes therefore gives a better fit to the distribution in the two subperiods than changing the loading of the regimes. This suggests that the change in the NAO over the ERA-40 period is not consistent with the hypothesis of a change in regime loading only.

### Table 2. Values of parameters defined in section 3d for both methods.

<table>
<thead>
<tr>
<th>Wave-breaking index</th>
<th>Mixture model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{GB1}$</td>
<td>804</td>
</tr>
<tr>
<td>$p_{GB2}$</td>
<td>1176</td>
</tr>
<tr>
<td>$p_{SP1}$</td>
<td>-0.56</td>
</tr>
<tr>
<td>$p_{SP2}$</td>
<td>0.38</td>
</tr>
<tr>
<td>$\rho_{GB1}$</td>
<td>934</td>
</tr>
<tr>
<td>$\rho_{GB2}$</td>
<td>1046</td>
</tr>
<tr>
<td>$\rho_{SP1}$</td>
<td>-0.68</td>
</tr>
<tr>
<td>$\rho_{SP2}$</td>
<td>0.21</td>
</tr>
<tr>
<td>$\Delta l_{GB1}$</td>
<td>674</td>
</tr>
<tr>
<td>$\Delta l_{SP1}$</td>
<td>1306</td>
</tr>
<tr>
<td>$\Delta l_{GB2}$</td>
<td>-0.40</td>
</tr>
<tr>
<td>$\Delta l_{SP2}$</td>
<td>0.51</td>
</tr>
<tr>
<td>$\Delta \rho_{loading}$</td>
<td>0.12 (29%)</td>
</tr>
<tr>
<td>$\Delta \rho_{location}$</td>
<td>0.29 (71%)</td>
</tr>
<tr>
<td>$\Delta \rho_{location}$</td>
<td>0.15 (37%)</td>
</tr>
<tr>
<td>$\Delta \rho_{location}$</td>
<td>0.26 (63%)</td>
</tr>
</tbody>
</table>

...total change in the NAO index is 0.41, so the two estimated contributions appear to combine linearly. Both regime partitions give similar results for the partition: 60%–70% of the change in the NAO index is due to changes in the location of the regimes and the remaining 30%–40% is due to changes in the loading of the regimes.

However, while this method gives similar results for both partitions, other approaches yield different answers. For example, if we use the partition given by the wave-breaking index, we can estimate the contribution of the change in regime loading to the linear NAO trend over the period. To do this we define an index of the occurrence of the Greenland blocking regime to be a simple count of the number of Greenland blocking days in any 90-day winter (as in W08; see Fig. 11). A winter NAO index is derived by simply averaging the daily index over each winter; then linear regression is used to remove the part of NAO variability that is linearly associated with the Greenland blocking time series. By this procedure for removing the changes in loading of the regimes, the linear trend of the NAO is reduced by 65% and the difference of the mean NAO index between the first and second halves is reduced by 53%. Given that different methods give differing results, all that can be concluded about the NAO trend is that contributions from changes in both regime loading and location were important and of the same order.

The question is whether the best fit to the NAO distribution in the two subperiods is obtained by (A) varying the loading of the two regimes while keeping their location fixed or (B) varying their location while keeping the loading fixed. This test was performed both for the regimes defined by the wave-breaking index and those defined by the mixture model. In both cases and for both periods the rms difference between the PDFs was over twice as large in test A as in test B. Changing the location of the regimes therefore gives a better fit to the distribution in the two subperiods than changing the loading of the regimes. This suggests that the change in the NAO over the ERA-40 period is not consistent with the hypothesis of a change in regime loading only.

### 4. The NAO in HadCM3

In this section we analyze the NAO distribution in the two model runs. Figure 12 shows the first Atlantic EOFs of monthly mean $Z_{500}$ anomalies from the control run, the doubled CO$_2$ run, and also the combined set of anomalies from both runs. There are only small differences between the three patterns. For example, the southern NAO center is located slightly farther to the east and extends deeper into Europe in the doubled CO$_2$ run than in the control run. The change in pattern is smaller than that seen by Ulbrich and Christoph (1999) in a different coupled model. Here we use the pattern from the combined data (the right-hand plot in Fig. 12) as the model’s $Z_{500}$ NAO pattern. The same process was used to derive an MSLP pattern for the NAO (not shown). As for $Z_{500}$, the difference in pattern between the two runs is very small, so the pattern obtained from the combined dataset was used.

To derive daily NAO indices for the runs we projected the daily $Z_{500}$ anomalies onto the NAO pattern, as for ERA-40. The resulting (centered) NAO distributions are shown in Fig. 13, along with the PDFs estimated by the mixture model. The NAO index in the control run does not have the clear skewness seen in the observed NAO (the skewness is only $-0.07$). The mixture model does identify two significant regimes in both simulations, as shown by the mixing proportions in Fig. 14, although the second regime is only just significant. For the control run the two regimes have very similar populations, consistent with the small level of skewness but the presence of negative kurtosis. The kurtosis is clear from the QQ plot in Fig. 15, as both tails of the NAO distribution are...
underpopulated compared to a standard normal. Interestingly, the NAO in the doubled CO₂ run does have similar skewness to that in observations, with two quite significant regimes of unequal loading.

The model runs are each 100 years long, but we only have 45 years of observations, so before concluding that the model and observed NAO distributions are different we first test whether the skewness of the observed distribution is outside the range seen in 45-yr periods of the model run. In 45-yr periods the model’s NAO skewness is never stronger than −0.16, so it appears that the model is significantly different from ERA-40 in this regard, though it would be desirable to have a longer control run to increase confidence in this result.

Two conclusions can be drawn from these results. First, the symmetric nature of the NAO distribution in the control run shows that the model does have deficiencies in its simulation of the NAO when compared to observations. Second, there does appear to be a change in the loading of the two regimes under anthropogenic forcing, with the positive NAO regime becoming more dominant.

To directly compare the NAO in the two runs, the PDFs of the NAO (as estimated by the kernel method) are shown together in Fig. 16. Atlantic EOF-based indices of the NAO using both Z500 and MSLP are shown here. The change in the shape of the distribution under anthropogenic forcing is the same at both levels. However, there is a clear difference between the two levels in that under greenhouse forcing the mean NAO index increases at the surface but decreases at upper levels. (as described in section 2b, all daily anomalies are calculated as anomalies from the seasonal cycle of the control run in order to preserve this mean change).

The mean changes in Z500 and MSLP are shown in Fig. 17. This also shows opposite behavior at the two levels. At the surface the response to forcing is a decrease in pressure at high latitudes and a (small) increase in the subtropics, while at 500 hPa the height increases everywhere, but with a larger increase at high latitudes. Neither of the responses project particularly strongly onto the NAO pattern. In short, the response is very baroclinic, having opposite signs at the two levels. This response is seen in many other climate models, as described by Woollings (2008), and simply reflects the uneven distribution of warming that affects the height field through hydrostatic balance.

The baroclinic nature of the circulation change means that, in general, it is not easy to diagnose changes in the NAO. However, the similarity of the change in shape of the NAO distribution at the two levels (Fig. 16) does reveal that the NAO itself is changed, with the positive phase becoming more dominant. At both levels the change in the shape of the distribution is highly significant. This was assessed using a Monte Carlo method, pooling 10-day means of the data from both simulations and splitting them randomly into two samples. At 500 hPa the change in skewness between the two simulations was only reproduced in 1% of 5000 trials, while at the surface it was reproduced in only 0.5% of the trials.

It is instructive to directly compare the control simulation with the ERA-40 analysis data, even though this simulation uses preindustrial, rather than present day, emissions. Figure 18 shows the difference in winter-mean Z500. The model has lower heights on average due to the different radiative forcing but also a strong pattern of bias that projects very strongly onto the negative NAO and is also similar in the western Pacific. Comparison to Fig. 17 shows that with respect to geopotential height gradients the model bias is much larger than the difference between the two model runs. If the pattern in

![Fig. 12. Maps of the Z500 NAO pattern from HadCM3, defined as the first EOF of Z500 over 20°–90°N, 90°W–90°E. Patterns are derived from (left) the control run, (middle) the doubled CO₂ run, and (right) the combined dataset of both runs.](image-url)
Fig. 18 is projected onto the observed NAO pattern, the bias equates to a NAO index of $20.69$. This strong bias is not just a feature of the 30-level version of the model. We have verified it using a control run of the conventional 19-level model and it also emerges in the analysis of Stephenson et al. (2006; see Fig. 4). This strong bias is consistent with the results of the mixture model that the loading of the Greenland blocking regime is too high, and also casts doubt over the model’s ability to predict future changes.

Finally, we examine the decay rate of NAO events in the model, for comparison with the observed behavior described in section 3c. Figure 19 shows the decay curves for both model runs.\[5\] In contrast to ERA-40, the positive and negative NAO decay curves for the control run are similar to each other, so in this regard the asymmetry of the NAO is not well simulated in the model. In the doubled CO$_2$ run the decay curves appear slightly different, although this difference is mostly in the relatively small number of very long lasting events. This contrasts with the difference between positive and negative NAO events in ERA-40, which differ for events lasting around 10 days, that is, the typical lifetime of blocking.

5. Conclusions

We have shown that the distribution of the winter NAO index is negatively skewed and that this is robust to choices of the flow variable, vertical level, time scale, and method used to derive the index. In fact, Christiansen (2009) identified the NAO as the atmospheric circulation pattern most associated with skewness. We have also shown that there is a clear physical difference between positive and negative NAO phases, in that they have different decay time scales. Negative NAO events
exhibit enhanced persistence on the 10-day time scale when compared to positive NAO events, consistent with the concept of blocking.

We suggest that the skewness of the NAO reflects the existence of a distinct flow regime in the negative NAO phase that, following W08, we call Greenland blocking. This interpretation is supported by both a dynamical wave-breaking index and a statistical mixture model. Roughly 30%–40% of all days are classed as Greenland blocking, depending on the method of classification, and the rest are simply referred to as subpolar jet days, although presumably there may be several intrinsically different situations within this set. We have only searched for regimes along the NAO axis in phase space, so regimes resembling the eastern Atlantic pattern, for example, will not be seen here. However, they may influence our results to the extent that they project onto the NAO pattern. For example, it seems likely that some Scandinavian blocking days (Pelly and Hoskins 2003; Tyrilis and Hoskins 2008) contribute to the extension of the Greenland blocking PDF into positive NAO values, as discussed in section 3b.

There is, of course, much debate over whether the existence of preferred flow regimes is significant. We have assessed this via the significance criteria embedded within the mixture model, and by this measure the regimes are, indeed, significant. The combination of physical and statistical analyses also adds confidence when compared to results obtained using purely statistical methods. One clear difference between this study and many others is that by focusing on the NAO we have ensured that we search for local regimes so that there is no danger of mixing independent variations from different sectors, as may happen in studies using hemispheric EOFs for example (Stephenson et al. 2004).

There are other possible interpretations of the skewness of the NAO. For example, the work of Rennert and Wallace (2009) suggests that flow skewness in this region arises from the cross-frequency coupling of disturbances with long and intermediate time scales. In this interpretation the NAO is seen as an intrinsically long time scale phenomenon, and the intermediate time scales are dominated by retrograding long Rossby waves. These two phenomena are shown to interfere constructively during the negative NAO phase and destructively during the positive phase, which leads to the skewness.

The NAO exhibited a well-known positive trend over the ERA-40 period, and it is of interest to determine the extent to which such long time scale changes are due to changes in the loading of the two regimes. From the analysis presented in section 3d, it seems that such a change in regime loading did indeed contribute to the observed trend. However, the locations of both regimes in NAO space also changed, moving toward more positive values of the NAO index, and this background change also contributed to the trend.

It is clear that the climate model investigated here, HadCM3, has significant deficiencies in its representation of the NAO, in that the model has a strong mean bias, the NAO distribution in the control run is too...
symmetric, and the decay time scales are unrealistic. Therefore, confidence in the model’s projections of NAO change must be considered to be low. However, we have shown that the nature of NAO variability does change under anthropogenic forcing with an increase in the dominance of the subpolar jet regime, and this change is highly significant. The change in shape of the NAO distribution is the same at both the surface and the mid troposphere, so the change in the NAO can be distinguished from the hydrostatic signature of uneven warming. That the nature of NAO variability is changed by the forcing is important, even though the actual change is small in this case. Given the model deficiencies, it is quite possible that this change is an underestimate. The NAO has dominated the low-frequency variability of European climate in recent decades, and changes in it have the potential to significantly modify the pattern of climate change over Europe. It is therefore important to investigate in detail how well the NAO is represented in current climate models and how they predict it will change.

Finally, we note that, if this regime view of the NAO is correct, the recent NAO trend does not seem to be consistent with the hypothesis that dynamical climate change will be felt as a change in the regime loading only, with the regime structures remaining relatively stable. Our analysis interprets the NAO change over the ERA-40 period as being associated with a change in both the loading and the structure of the regimes. Ulbrich and Cristoph (1999), Brandefelt (2006), and Branstator and Selten (2009) give similar examples of changes in regime structure in numerical models. Also, the baroclinic circulation change in the climate model simulations provides a simple example of how circulation changes can project onto patterns of variability without there being a change in the nature of the variability itself.
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Fig. 19. Decay curves, as in Fig. 9, for the positive and negative NAO events in the two model runs: (top) control run and (bottom) doubled CO$_2$ run.
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