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Abstract

The water vapour continuum absorption is an important component of molecular absorption of radiation in atmosphere. However, uncertainty in knowledge of the value of the continuum absorption at present can achieve 100% in different spectral regions leading to an error in flux calculation up to 3-5 W/m² global mean. This work uses line-by-line calculations to reveal the best spectral intervals for experimental verification of the CKD water vapour continuum models in the currently least studied near-infrared spectral region. Possible sources of errors in continuum retrieval taken into account in the simulation include the sensitivity of laboratory spectrometers and uncertainties in the spectral line parameters in HITRAN-2004 and Schwenke-Partridge database. It is shown that a number of micro-windows in near-IR can be used at present for laboratory detection of the water vapour continuum with estimated accuracy from 30 to 5%.

Introduction

The water vapour continuum absorption (henceforth ‘continuum’), which varies slowly with wavelength, is an essential component of molecular absorption of radiation in the atmosphere contributing up to 5-6% to the total absorption of solar radiation in near IR spectral region. The semi-empirical continuum model – CKD [1], which is used today by most of atmospheric radiation transfer codes, until recently defined the continuum absorption coefficient as follows:
where \( \nu \) is wavenumber (cm\(^{-1}\)); \( R(\nu,T) \) is a radiation field term, accounting for the effects of stimulated emission; \( S_i(T) \) is intensity of spectral line \( i \); \( \gamma_i \) is Lorentzian halfwidth; \( f_c(\nu + v_i) \) is continual part of the spectral line; \( \Delta \nu_{\text{cutoff}} \) characterizes the spectral interval near line centre where the local contribution of the spectral line absorption is accounted for (see Fig. 1). In the CKD model \( \Delta \nu_{\text{cutoff}} = 25 \) cm\(^{-1}\). The parameters of the \( \chi'(\nu \pm v_i) \) - function are derived in the CKD model by fitting to experimental data.

The recent versions of the CKD continuum model – CKD-2.4 [2] and MT_CKD [3] (http://rtweb.aer.com/continuum_frame.html) use some different physical interpretation and parameterisation of the function \( k_c(\nu) \). Apart from far wings contribution of allowed transitions, described by (1), a term describing absorption due to collision-induced transitions was added. However, the line profile that should be used with the MT_CKD continuum model is still described by Voigt profile without the 25 cm\(^{-1}\) basement (see Fig. 1).

The successful parameterisation used in CKD continuum model has made it widely adopted in many atmospheric applications. Using only one type of line profile for all lines and few adjustable parameters the CKD model seems to provide reasonable agreement with experiment over wide spectral regions. However, it has been shown by some investigations that the CKD continuum model still contains essential uncertainty, which becomes apparent when comparing different versions of the model, reaching in some spectral regions 100% and causing difference in calculated absorption of solar radiation up to 2.5-3 W/m\(^2\) [4-6]. It is clear that disagreement between the model and real continuum absorption can be even more. This is especially the case in the near-IR and visible spectral regions, because so far line shape parameters in the CKD model have been derived by fitting to experiments mostly in the middle and far infrared region (i.e. > 4 \( \mu \)m (0–2500 cm\(^{-1}\))) [7-10], and have not been thoroughly verified at shorter wavelengths. Precise measurements of water vapour continuum could also clarify still disputable question about its nature; in particular, the possible water dimer contribution to the self-continuum that was first suggested in [11,12] and discussed recently in [13-15].

* The author uses ‘\( \nu \)’ throughout the paper without traditional tilde which is officially applied for wavenumber in order to distinguish it from the frequency.
Thus, the problem of experimental verification of the CKD continuum model in near-IR and visible spectral regions is still very topical. Until recently it was a very difficult experimental challenge because of the very weak continuum absorption in this spectral range. It is seen from the Fig. 2 that water continuum decreases rapidly with wavenumber and does not exceed $10^{-6}$-$10^{-7}$ cm$^{-1}$ in near-IR band wings at room conditions.

So far very few successful works are known on water vapour continuum measurements in near-IR and visible region. In the work [16] laboratory measurements of continuum absorption were carried out in micro-windows (i.e. in areas between spectral lines) in the water vapour absorption band 3000-4200 cm$^{-1}$. In papers [17] and [18] laboratory measurements of continuum absorption were made at fixed wavelengths 1.056 $\mu$m and 0.6943 $\mu$m respectively (9466 cm$^{-1}$ and 14399 cm$^{-1}$). In both cases the relative error was estimated to be about 30%. Finally, the report on water vapour measurement on the atmospheric slant path in the absorption bands 0.72 $\mu$m (13900 cm$^{-1}$) and 0.94 $\mu$m (10600 cm$^{-1}$) [19] as well as laboratory measurements in the band 1.89 $\mu$m (5300 cm$^{-1}$) [13] appeared recently. Results of all these investigations confirm the thesis about significant uncertainty of CKD continuum model in the short-wave spectral region. Measurement [17] and [18] demonstrated respectively about 70% and 30% excess of the measured continuum (mostly self-continuum in [17] and foreign-continuum in [18]) over prediction of the MT_CKD model. Foreign-continuum absorption registered in [19] in the absorption band 0.94 $\mu$m was found to be a factor of 2 and 1.5 less than in the CKD-2.4 and MT_CKD models respectively. In the 0.72 $\mu$m band the measured foreign-continuum appeared to be in a good agreement with the CKD-2.4 model, but it was a factor of 1.6 higher than in the MT_CKD model. An excess of the measured self-continuum absorption by factor 1.5 over the CKD-2.4 model was found also in [13].

Significant progress achieved during the past 10 years in experimental laser spectroscopy allows however considerable extension of the evaluation of the CKD model in the near-IR region. The methods of photoacoustic and ring-down spectroscopy can provide sensitivities up to $10^{-9}$-$10^{-10}$ cm$^{-1}$. The present work uses numerical simulation to reveal the best spectral intervals in the near-IR for laboratory measurements of water vapour continuum. The results obtained here can be used also for the field measurements if absorption by water vapour is not saturated in the chosen spectral interval for the given path length. However, the difficulty in determining water vapour amount and aerosol contribution in the field conditions often does not allow achieving reasonable accuracy in retrieving water continuum absorption.
Numerical simulation and analysis

To search for spectral intervals optimal for detecting the water vapour continuum in laboratory conditions the calculations of absorption spectra were performed for a mixture of water vapour with air and for pure water vapour in the region 2500-15000 cm\(^{-1}\) (0.67-4 µm). For calculations we used line-by-line code reported in [20]. Results of the simulation for the air-broadened case in the whole near-IR and in chosen spectral intervals are presented in the Figs. 3-7. Simulation was made for 20 mbar water vapour with 993 mbar synthetic air (i.e., 80% N\(_2\) and 20% O\(_2\)) to exclude the possible contribution of CO\(_2\), O\(_3\) and CH\(_4\), which, however, is not matter of great importance near water vapour band centres. The simulation is performed for the temperature 296 K.

The upper part of each panel of the figures shows water vapour lines absorption spectrum with and without MT_CKD continuum absorption taken into account (\(K_{\text{Lines+MT_CKD}}\) and \(K_{\text{Lines}}\) respectively). The both cases imply cutting off line profile within 25 cm\(^{-1}\) from the line centre. The smooth curves (\(K_{\text{MT_CKD}}\) and \(K_{\text{CKD-2.4}}\)) present separately MT_CKD and CKD-2.4 continuum. Water vapour line absorption (\(K_{\text{Lines}}\)) was calculated using the Schwenke-Partridge linelist [21] with parameters of the strong lines replaced from HITRAN-2004 [22]. This retains the higher accuracy of the stronger spectral lines parameters from HITRAN-2004 compared to the Schwenke-Partridge linelist, but allows the many weak lines absent in HITRAN. This approach, suggested to the author by B. A. Fomin, was discussed in details in [5, 6].

The lower part of each panel shows the ratio of the MT_CKD continuum absorption to the water vapour lines absorption without continuum (i.e. \(K_{\text{MT_CKD}}/K_{\text{Lines}}\)), and the ratio \(K_{\text{MT_CKD}}/\Delta K\), where \(\Delta K\) is an estimated absolute value of the total error (experimental and computational) in the supposed water vapor continuum retrieval. This value includes: a) possible systematic error of measurements \(\delta_{\text{sys}}\), which assumed here to be 0.03 (an example of systematic error estimation can be found elsewhere [23]); b) random error of measurement, determined by noise level \(k_{\text{noise}}\) of the detector (assumed here to be 2\(\cdot\)10\(^{-9}\) cm\(^{-1}\)); c) uncertainty in accounting for the local contribution of spectral lines, caused by inaccurate knowledge of the spectral lines parameters in HITRAN-2004. The later accounted for uncertainty indices (so called “error codes”) presented in HITRAN for line centres, intensities, air- and self-broadened widths, pressure shifts and temperature dependencies. Thus, the error \(\Delta K(v)\) was estimated as follows:
\[ \Delta K(v) = \left( \sum_{j=1}^{6} \Delta k_i(v)^2 + k_{\text{noise}}^2 \right)^{1/2} + \delta_{\text{sys}} K_{\text{Lines}} + \text{MT_CKD}, \]  

where \(\Delta k_i\) is deviation of the calculated absorption coefficient from the original value \((K_{\text{Lines}} + \text{MT_CKD})\) caused by changing one of the six line parameters by the value of uncertainty of this parameter in HITRAN-2004. For the weak lines from the Schwenke-Partridge linelist [21], that do not have explicit information about uncertainty of their parameters, the error of intensities, broadening coefficients and temperature dependencies were assumed to be equal 30\%, and uncertainty in line centres of 0.2 cm\(^{-1}\).

Figures 8-13 show similar results for 20 mbar pure water vapour case (self-broadening).

Summarizing the plotted values it can be mentioned that the ratio \(K_{\text{MT_CKD}}/K_{\text{Lines}}\) characterizes the “detectivity level” for continuum absorption as compared to the Lorentzian line absorption, whereas the ratio \(K_{\text{MT_CKD}}/\Delta K\) can be considered as a “signal to noise” equivalent (or inverse relative error of the continuum retrieval). Thus, spectral areas with \(K_{\text{MT_CKD}}/\Delta K \geq 2\) or 3 (i.e., where the expected relative error of the derived continuum is less than \(\sim 50-30\%)\) may be regarded as the ‘good’ ones for experimental continuum evaluation. The \(K_{\text{MT_CKD}}/K_{\text{Lines}}\) value, on the other hand, can be useful to estimate impact of possible additional errors in line parameters in HITRAN-2004 and Schwenke-Partridge database on the retrieval of the water vapour continuum. It is clear that the higher \(K_{\text{MT_CKD}}/K_{\text{Lines}}\) ratio corresponds to lesser sensitivity of the retrieved continuum value to the uncertainty in parameters of the subtracted spectral lines.

The presented figures show that there are a number of micro-windows in the spectral intervals 0.719-0.73 \(\mu m\) (13700-13900 cm\(^{-1}\)), 0.815-0.832 \(\mu m\) (12020-12260 cm\(^{-1}\)), 0.893-0.98 \(\mu m\) (10200-11200 cm\(^{-1}\)), 1.11-1.15 \(\mu m\) (8650-9000 cm\(^{-1}\)), 1.28-1.5 \(\mu m\) (6700-7800 cm\(^{-1}\)), 1.69-2.1 \(\mu m\) (4800-5900 cm\(^{-1}\)) and 2.2-2.5 \(\mu m\) (3900-4550 cm\(^{-1}\)), where significant contribution of the continuum absorption is expected \((K_{\text{MT_CKD}}/K_{\text{Lines}} \geq 0.5)\) and this absorption exceeds by at least a factor of 3 the possible errors of measurements with photoacoustic or cavity ring-down spectrometers \((K_{\text{MT_CKD}}/\Delta K > 3)\).

Using lower value of the systematic error \((\delta_{\text{sys}})\) or/and higher detector sensitivity (i.e. lower random noise \(k_{\text{noise}}\)) in specific measurements may allow an increase in the ratio \(K_{\text{MT_CKD}}/\Delta K\) in particular spectral regions. It is found, however, that the main contribution to the total error \(\Delta K(v)\) (formula (2)) in the perspective for continuum evaluation intervals is caused by uncertainties in line parameters in HITRAN-2004 & Schwenke-Partridge database. Most important are line intensities, broadening coefficients and line centre positions. It means...
that the relative error of the continuum retrieval can be decreased (i.e. $K_{MT,CKD}/\Delta K$ in Figs. 3-13 increased) by experimentalists by preliminary fitting of the line parameters to measured spectrum, which may allow correcting them compared to the values presented in HITRAN & Schwenke-Partridge database†. This emphasizes the advantage of high spectral resolution measurements (as compared to the low resolution) even for detection of the continuum absorption.

**Conclusion**

A simple approach is suggested to evaluate the spectral intervals most suitable for the water vapour continuum detection in the near-IR region. The approach accounts for possible systematic and random errors of experiment and for uncertainty in spectral line parameters in the modern databases. It is shown that a number of micro-windows located mainly within water vapour absorption bands and their close wings can be used at present for laboratory detection of the continuum absorption with accuracy from 30 to 5%. Most of these spectral regions overlap the areas of generation of diode lasers and other laser sources and thus can be used for the measurements. Many of the found intervals can also be applied for detection of the continuum on the basis of Fourier transform spectrometer with multipath cell providing optical path length up to 1000 m, with sensitivity achieving $10^{-8}$ cm$^{-1}$.

Despite the relative simplicity of the approach presented above and to certain degree evidence of the main conclusion the author hopes that the results reported here will stimulate additional experiments on water vapour continuum detection in near-infrared spectral region.
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† The simultaneous fitting of the line parameters together with the local baseline fitting is required to avoid partial including of the continuum absorption into the line strength and halfwidth parameters [24].
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Figure captions

Figure 1. Solid and dashed lines schematically show respectively continual ($f_c$) and spectral line ($f_{\text{line}}$) contribution of the line profile according to the CKD continuum model.

Figure 2. CKD-2.4 and MT_CKD-1.0 water vapour continuum models are presented for atmospheric conditions (20 mbar H$_2$O, ambient pressure 1013 mbar, 296 K). High-resolution water vapour absorption spectrum, simulated using HITRAN-2004 database and MT_CKD continuum, is shown by grey background for comparison.

Figures 3. The upper part of every panel shows simulated water vapour absorption spectrum for 20 mbar water vapour in 993 mbar synthetic air with and without MT_CKD-1.0 continuum taken into account ($K_{\text{lines+MT_CKD}}$ and $K_{\text{lines}}$ respectively). Water vapour line absorption ($K_{\text{lines}}$) is calculated using Schwenke-Partridge linelist with parameters of the strong lines replaced from HITRAN-2004. The lower part of the panels shows the ratio of the continuum absorption $K_{\text{MT_CKD}}$ to the water lines contribution $K_{\text{lines}}$ and to the estimated total error $\Delta K$ of the continuum retrieval.

Figures 4-7. Same as in fig. 3, but in the spectral regions chosen as most promising for continuum detection.

Figures 8. Same as in fig. 3, but for 20 mbar pure water vapour case.

Figures 9-13. Same as in fig. 8, but in the spectral regions chosen as most promising for continuum detection.
Fig. 4

Graph showing spectral data with various lines and labels, indicating different curves and measurements in a range of wavelengths.
Fig. 5

[Graphs showing different plots of K (cm⁻¹) against μm for various conditions and measurements, including K_{Lines}, K_{L lines + MT_CKO}, K_{CKO-2.4}, and K_{MT_CKO}. Each graph is divided into multiple segments with logarithmic scales for K and linear scales for μm. The graphs depict the comparison of these parameters across different wavelengths.]
Fig. 10
Fig. 13