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61 Abstract

62

63

64

65 We describe the historical evolution of the conceptualization, formulation, quantification,

66 application and utilization of “radiative forcing (RF, see e.g., IPCC, 1990)” of Earth’s climate.

67

68 Basic theories of shortwave and long wave radiation were developed through the 19t and 20t
69 centuries, and established the analytical framework for defining and quantifying the

70 perturbations to the Earth’s radiative energy balance by natural and anthropogenic influences.

71 The insight that the Earth’s climate could be radiatively forced by changes in carbon dioxide,

72 first introduced in the 19t century, gained empirical support with sustained observations of the
73 atmospheric concentrations of the gas beginning in 1957. Advances in laboratory and field

74 measurements, theory, instrumentation, computational technology, data and analysis of well-
75 mixed greenhouse gases and the global climate system through the 20" Century enabled the

76 development and formalism of RF; this allowed RF to be related to changes in global-mean

77 surface temperature with the aid of increasingly sophisticated models. This in turn led to RF

78 becoming firmly established as a principal concept in climate science by 1990.

79

80 The linkage with surface temperature has proven to be the most important application of the RF
81 concept, enabling a simple metric to evaluate the relative climate impacts of different agents.
82 The late 1970s and 1980s saw accelerated developments in quantification including the first

83 assessment of the effect of the forcing due to doubling of carbon dioxide on climate (the

84 “Charney” report, National Research Council, 1979). The concept was subsequently extended

85 to a wide variety of agents beyond well-mixed greenhouse gases (WMGHGs: carbon dioxide,

2
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86 methane, nitrous oxide, and halocarbons) to short-lived species such as ozone. The WMO
87 (1986) and IPCC (1990) international assessments began the important sequence of periodic
88 evaluations and quantifications of the forcings by natural (solar irradiance changes and

89 stratospheric aerosols resulting from volcanic eruptions) and a growing set of anthropogenic

90 agents (WMGHGs, ozone, aerosols, land surface changes, contrails). From 1990s to the

91 present, knowledge and scientific confidence in the radiative agents acting on the climate

92 system has proliferated. The conceptual basis of RF has also evolved as both our understanding
93 of the way radiative forcing drives climate change, and the diversity of the forcing

94 mechanisms, have grown. This has led to the current situation where “Effective Radiative

95 Forcing (ERF, e.g., IPCC, 2013)” is regarded as the preferred practical definition of radiative

96 forcing in order to better capture the link between forcing and global-mean surface temperature

97 change. The use of ERF, however, comes with its own attendant issues, including challenges in

98 its diagnosis from climate models, its applications to small forcings, and blurring of the

99 distinction between rapid climate adjustments (fast responses) and climate feedbacks; this will
100 necessitate further elaboration of its utility in the future. Global climate model simulations of
101 radiative perturbations by various agents have established how the forcings affect other climate

102 variables besides temperature e.g., precipitation. The forcing-response linkage as simulated by

103 models, including the diversity in the spatial distribution of forcings by the different agents, has
104 provided a practical demonstration of the effectiveness of agents in perturbing the radiative

105 energy balance and causing climate changes.

106

107 The significant advances over the past half-century have established, with very high

108 confidence, that the global-mean ERF due to human activity since preindustrial times is

2

109 positive (the 2013 IPCC assessment gives a best estimate of 2.3 W m™=, with a range from 1.1

3
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110 to3.3W m'2; 90% confidence interval). Further, except in the immediate aftermath of

111 climatically-significant volcanic eruptions, the net anthropogenic forcing dominates over
112 natural radiative forcing mechanisms. Nevertheless, the substantial remaining uncertainty in
113 the net anthropogenic ERF leads to large uncertainties in estimates of climate sensitivity from
114 observations and in predicting future climate impacts. The uncertainty in the ERF arises
115 principally from the incorporation of the rapid climate adjustments in the formulation, the well-
116 recognized difficulties in characterizing the preindustrial state of the atmosphere, and the
117 incomplete knowledge of the interactions of aerosols with clouds. This uncertainty impairs the
118 quantitative evaluation of climate adaptation and mitigation pathways in the future. A grand
119 challenge in Earth System science lies in continuing to sustain the relatively simple essence of
120 the radiative forcing concept in a form similar to that originally devised, and at the same time
121 improving the quantification of the forcing. This, in turn, demands an accurate, yet increasingly
122 complex and comprehensive, accounting of the relevant processes in the climate system.
123
124
125
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126 Section 1

127

128

129

130  Radiative influences driving climate change since preindustrial times: Segue to the RF

131 Concept

132

133

134 1. Introduction

135

136

137  Interactions of the incoming solar radiation and outgoing longwave radiation with the Earth’s
138  surface and atmosphere affect the planetary heat balance and therefore impact the climate

139  system. The growth in fundamental knowledge of physics and chemistry via observational and
140  theoretical developments through the 18th, 19th and 20th centuries became the platform for

141 describing the agents driving Earth’s climate change since preindustrial times (1750) and the
142 formulation of the “Radiative Forcing (RF)” (see Section 2) of climate change. The central

143 purpose of this paper is to trace the progression in the RF concept leading to our current

144  knowledge and estimates of the major agents known to perturb climate. Below, we give a

145  perspective into the key milestones marking advances in the knowledge of RF. Subsequent

146  sections of the paper focus on the evolution of: the concept including its formulation; the known
147  major forcing agents; and various applications of the concept. We attempt to capture the

148 historical evolution of the above foci through approximately the mid-2010. Of necessity, given
149  the nature of the paper for the American Meteorological Society Centennial monograph volume
150  and the vast domain of the topic, the principal aim of this manuscript is to describe the evolution
151  as evidenced through the literature, particularly the major international assessment reports. We

152  refer the reader to the richness of the references cited for the in-depth scientific details marking

153  the steps over the past three centuries to the present state-of-the-art.

5
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154  Section 1.1 Growth of atmospheric radiation transfer (pre-20th C to mid-20th )

155

156

157

158  The basic concepts of planetary energy budget and the greenhouse effect were put forward in the
159  early nineteenth century by Fourier (1824), although the term “greenhouse” was not mentioned.
160  Fourier recognized that the atmosphere is opaque to “dark heat” (infrared radiation), but could
161  not identify the factors. Laboratory experiments related to transmission of light by atmospheric

162  gases at different wavelengths were the subject of atmospheric radiation inquiries as far back as

163  the early 19th century. One of the very first laboratory measurements of infrared absorption was
164  reported by Tyndall (1861). Based on a series of carefully designed laboratory experiments,

165  Tyndall discovered that infrared absorption in the atmosphere is largely due to carbon dioxide
166  and water vapour. Tyndall thought that variations in the atmospheric concentrations of CO2 and
167  water vapour account for “all the mutations of climate which the researches of geologists reveal”
168  (see Anderson et al., 2016). Very soon after that came spectral measurements, prompted by both
169  scientific curiosity and a quest to explain the then known variations in earth’s climate.

170
171 Arrhenius (1896) made the quantitative connection to estimate the surface temperature increase

172 due to increases in CO2. He relied on surface radiometric observations (Langley, 1884), used or
173 inferred a number of fundamental principles in shortwave and longwave radiation, pointed out
174  the greenhouse effect of water vapor and CO2, and made simple assumptions concerning

175  exchange of heat between surface and atmosphere to deduce the temperature change (see

176  Ramanathan and Vogelmann, 1997). In the same study, Arrhenius also discussed the solar

177  absorption in the atmosphere. Arrhenius’ systematic investigation and inferences have proven to
178  be pivotal in shaping the modern-day thinking, and computational modeling of the climate effects

179  due to CO; radiative forcing.

6
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180
181  Advances in theoretical developments in classical and, later on, in quantum physics, through the

182  19th and early 20th centuries laid the groundwork concerning light (photon) absorption/emission
183  processes and their linkage to the laws of thermodynamics. This led to the enunciation of basic
184  concepts in the 19th century e.g., Kirchhoff’s deductions concerning blackbody radiation, and
185  the associated laws byPlanck, Wien, Rayleigh-Jeans, Stefan-Boltzmann. These laws, and the
186  physics of thermal absorption and emission by gases and molecules, were applied to the context
187  of the atmosphere, leading to the formalism of atmospheric longwave radiative transfer (see

188  Chapter 2 in Goody and Yung, 1989).

189
190  Discovery and understanding of observed phenomena played a role throughout in the

191  development of methodologies that were to become building blocks for the quantification of
192  perturbations to the shortwave and longwave radiative fluxes. A combination of fundamental
193  theoretical developments, observations, simple calculations, and arguments sowed the advances,
194  for example, Lord Rayleigh’s (Hon. J. W. Strutt) treatise on skylight and color (1871) and the
195  electromagnetic scattering of light (1881). Another example isMie’s theory of electromagnetic
196  extinction (1908) which unified the laws of light reflection, refraction, and diffraction following
197  Huygens, Fresnel, Snell, (see van de Hulst, 1957), and inferred the disposition of light at any
198  wavelength when it interacts with homogeneous spherical particles. Advances in the knowledge
199  of gaseous absorption and emission processes through laboratory-based quantification of

200 absorption lines and band absorption by the important greenhouse gases marked the further

201 growth of atmospheric longwave radiative transfer from the late 19th century into the mid-and-
202 late 20th century (see Chapter 3 in Goody and Yung, 1989). Experimental developments, along

203  with advances in conceptual thinking on the heat balance of the planet, began to provide the

7
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204  platform for quantifying the radiation budget e.g., solar irradiance determination by Abbott and
205  Fowle (1908), and an early estimate of the Earth’s global-average energy budget by Dines

206  (1917). Dines’ effort was a remarkable intellectual attempt given there was very little then by
207  way of observations of the individual components. Figure 1.1 provides a comparison of the

208  values estimated by Dines (1917) compared to one modern analysis (L’Ecuyer et al. 2015). What
209  we term as radiative forcing (RF) of climate change today can be regarded as a result of this early
210 thinking about the surface-atmosphere heat balance.

211
212 Callendar’s work in the 1930s-1950s built upon the earlier explorations of Arrhenius and Ekholm

213 (1901) to relate global temperature to rising CO2 concentrations. Callendar (1938) compiled

214  measurements of temperatures from the 19th century onwards and correlated these with

215  measurements of atmospheric CO> concentrations. He concluded that the global land

216  temperatures had increased and proposed that this increase could be an effect of the increase in
217  COz2 (Fleming, 1998). Callendar’s assessment of the climate sensitivity (defined as surface

218  temperature change for a doubling of CO;) was around 2 °C (Archer and Rahmstorf, 2010)

219  which is nowadays regarded as being at the lower end of the modern-day computed values (e.g.,
220 IPCC, 2013). His papers in the 1940s and 1950s influenced the study of CO,-atmosphere-surface
221 interactions vigorously, both on the computational side which introduced simplified radiation
222 expressions (e.g., Plass, 1956; Yamamoto and Sasamori, 1958) and in initiating the organization
223 of research programs to measure CO> concentrations in the atmosphere. Plass recognized the
224  importance of CO; as a greenhouse gas in 1953 and published a series of papers (e.g., Plass,

225  1956). He calculated that the 15-micron CO: absorption causes the temperature to increase by 3.6

226  C if the atmospheric CO> concentration is doubled and decreases by 3.8 C when it is halved.

227  These early calculations helped guide future works. Modern monitoring of CO2 concentrations

8
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228  began with Keeling’s pioneering measurements of atmospheric CO> concentrations, begun in
229  connection with the International Geophysical Year in 1957 (e.g., Keeling, 1960). This soon
230  spurred the modern computations of the effects due to human-influenced COz increases, and
231 initiated investigations into anthropogenic global warming. The historical developments above,
232 plus many others, beginning principally as scientific curiosity questions concerning the Earth’s
233 climate, have formed the foundational basis for the contemporary concept of RF and the

234  estimation of the anthropogenic effects on climate.

235
236 A major part of the work related to radiative drivers of climate change came initially on the

237  longwave side, and more particularly with interest growing in the infrared absorption by CO2 and
238  H20. This came about through the works of many scientists (see references in Chapters 3 and 4,
239  Goody and Yung, 1989). Research expansion comprising theoretical and laboratory

240  measurements continued into the late 20th Century (see references in Chapter 5, Goody and

241 Yung, 1989). Importantly, from the 1960s, existing knowledge of spectral properties of gaseous
242  absorbers began to be catalogued on regularly updated databases, notably HITRAN (see

243  references in Chapter 5, Goody and Yung, 1989).

244
245  On the shortwave measurements side, the Astrophysical Observatory of the Smithsonian

246 Institution (APO) made measurements of the solar constant (now more correctly referred to as
247  the “total solar irradiance” as it is established that this is not a constant) at many locations on the
248  Earth’s surface from 1902 to 1962 (Hoyt, 1979). While there were interpretations from these
249  observations about change and variations in the Sun’s brightness, the broad conclusion was that
250 the data reflected a strong dependency on atmospheric parameters such as stratospheric aerosols

251 from volcanic eruptions, as well as dust and water vapor. Research into shortwave and longwave

9
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252 radiation transfer yielded increasingly accurate treatments of the interactions with atmospheric
253 constituents (Chapters 4-8 in Goody and Yung, 1989; and Chapters 1-4 in Liou, 2002).

254
255
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256

257 1.2 Advent of the RF concept and its evolution (since the 1950s)

258

259

260 Advances in computational sciences and technology played a major role alongside the growth in
261 basic knowledge. The increases in computational power from 1950s onwards, with facilitation
262 of scalar and later vector calculations, enhanced the framework of “reference” computations

263 (e.g., Felsetal., 1991; Clough et al., 1992). This enabled setting benchmarks for quantifying the
264 radiative forcing by agents. With developments in community-wide radiative model

265 intercomparisons (e.g., Ellingson et al., 1991; Fouquart et al., 1991; Collins et al., 2006), the
266 comparisons against benchmarks established a definitive means to evaluate radiative biases in
267 global weather and climate models, one of the best examples of a “benchmark™ and its

268 application in the atmospheric sciences. The advance in high-performance computing since

269 2000 has endowed the benchmark radiative computations with the ability to capture the details
270 of molecular absorption and particulate extinction at unprecedented spectral resolutions in both

271 the solar and longwave spectrum.

272
273 Relative to the previous decades, the 1950s also witnessed the beginning of increasingly

274 sophisticated and practical numerical models of the atmosphere and surface that included
275 radiative and then radiative-convective equilibrium solutions. Hergesell’s (1919) work had
276 superseded earlier calculations in describing the radiative equilibrium solutions using a grey-
277 atmosphere approach. Subsequent studies further advanced the field by recognizing the

278 existence of a thermal structure, making more realistic calculations based on newer

279 spectroscopic measurements and observations (e.g., Murgatroyd, 1960; Mastenbrook, 1963;

280 Telegadas and London, 1954), developing simplified equations (parameterizations) for use in

11
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281 weather and climate models, and exploring how the radiation balance could be perturbed

282 through changes in the important atmospheric constituents e.g., water vapor and carbon dioxide
283 (Kaplan, 1960; Kondratyev and Niilisk, 1960; Manabe and Moller, 1961; Houghton, 1963;

284 Moller, 1963; Manabe and Strickler, 1964). Manabe and Strickler (1964) and Manabe and

285 Wetherald (1967) set up the basis for the more modern-day calculations in the context of one-
286 dimensional models, invoking radiative-convective equilibrium, where the essential heat

287 balance in the atmosphere-surface system involved solar and longwave radiative, and

288 parameterized convective (latent+sensible heat) processes. In this sense, the 1960s efforts went
289 significantly ahead of Arrhenius’ pioneering study and other earlier insightful investigations to
290 recognize and calculate the effects of carbon dioxide in maintaining the present-day climate.

291
292 The foundational model calculations of radiative perturbations of the climate system arose from

293 publications beginning in the 1960s. Manabe and Wetherald (1967) demonstrated how changes
294 in radiative constituents (CO2, H2O, Oz) as well as other influences (solar changes, surface

295 albedo changes) could affect atmospheric and surface temperatures. The field of modeling grew
296 rapidly over the 1960s to 1980s period and three-dimensional models of the global climate

297 system came into existence, enabling an understanding of the complete latitude-longitude-

298 altitude effects of increasing COz. The acceleration of modeling studies resulted in an ever-

299 increasing appreciation of CO2 as a major perturbing agent of the global climate [Manabe and
300 Bryan, 1969; Manabe and Wetherald, 1975; Ramanathan et al., 1979; Manabe and Stouffer,
301 1980; Hansen et al., 1981; Bryan et al., 1988; Washington and Meehl, 1989; Stouffer et al.,

302 1989; Mitchell et al., 1990]. The growth in the number of studies also galvanized CO»-climate
303 assessments using the numerical model simulations (e.g., NRC, 1979, now famously referred to

304 as the “Charney” report,). The Charney study was the first institutionally sponsored scientific

12
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305 assessment based on then available studies. The report concluded a RF due to CO2 doubling of
306 about 4 W m-2 and estimated the most probable global warming to be near 3°C with a probable
307 error of £ |1 .5°C. This was a landmark report, has influenced the community immensely, and
308 became a trendsetter for climate science assessments. A second assessment followed (NRC,
309 1982, referred to as the “Smagorinsky” report) which essentially reiterated the conclusions of
310 the Charney report.

311

312 The above studies and assessments established a useful basis for a formalized perspective into
313 mathematical linkages between global-mean RF by greenhouse gases and surface temperature
314 changes, with the applicability extending to global climate impacts. The modern definition and
315 equations for RF took root during this period. The conceptual development that has lent

316 powerful significance to characterizing radiative perturbations via “RF” came through in the
317 1970s with the first formal phrasing (Ramanthan, 1975), and got solidified as a concept in the
318 late 1970s and 1980s (e.g., Ramanathan et al., 1979; Dickinson and Cicerone, 1982) especially
319 through the major international assessment reports e.g., WMO (1986, volume I11). Eventually,
320 the IPCC scientific assessments, beginning with IPCC (1990), made this a robust terminology.

321
322 This continues through today even though there have been substantial refinements in the past

323 decade (see Section 2). As the RF concept settled into more rigorous formulations in the 1970s
324 and 1980s, a spate of research extended this exercise to other well-mixed greenhouse gas

325 changes such as methane, nitrous oxide and chlorofluorocarbons (Ramanathan, 1975; Wang et
326 al., 1976; Donner and Ramanathan, 1980; Hansen et al., 1981). This became possible as

327 spectroscopic data and knowledge of their atmospheric concentration changes grew. In later

13
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328 years and decades, the list of well-mixed greenhouse gases grew to include a plethora of

329 halocarbons, sulfur hexafluoride etc. (e.g., Fisher et al., 1990; Pinnock et al., 1995).

330

331 Although the RF concept was developed to quantify the changes in radiation balance due to

332 well-mixed greenhouse gases and solar irradiance changes, this was extended to short-lived

333 gases, such as ozone, which exhibit strong spatial and temporal variability (Ramanathan et al. in
334 WMO, 1986; Shine et al., 1990; Isaksen et al., 1992). The concept was also applied to an entire
335 category of effects referred to as “indirect” which accounted for changes in atmospheric

336 concentrations of a radiative constituent affected by non-radiative effects such as chemical or
337 microphysical interactions (see Sections 4 and 5). These were first derived for the case of

338 tropospheric and stratospheric ozone changes occurring through chemical reactions in the

339 atmosphere involving anthropogenic precursor species. Indirect effects also were uncovered for
340 aerosol-related radiative effects obtained through their interactions with water and ice clouds
341 (Charlson et al., 1992, Penner et al., 1992; Schimel et al., 1996).

342
343 The impact of emissions of anthropogenic aerosols, or their precursors, on climate had been

344 recognized as early as the 1970s while recognition of their effects on air pollution goes back
345 more than a century (Brimblecombe and Bowler, 1990). The first quantification, however, in
346 the context of preindustrial to present-day emissions came through Charlson et al. (1991). The
347 forcing connected with the anthropogenic aerosol emissions has acquired a more diverse picture
348 now with the complexity associated with the various species (e.g., different types of

349 carbonaceous aerosols), existence of a variety of mixed states (i.e. aerosols consisting of more
350 than one component), and the influence of each species on the formation of water drops and ice

351 crystals (“indirect” forcing referred to above). Additional complexities with aerosols as

14
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352 compared to the well-mixed greenhouse gases arise because of their inhomogeneous space and
353 time distribution. Estimating preindustrial concentrations of important short-lived gases and
354 aerosols and their precursors is difficult, and is a major contributor to uncertainty in their RF
355 (e.g., Tarasick et al. 2019; Carslaw et al. 2017).

356
357 Besides atmospheric constituents, other radiative influences also began to be quantified under

358 the broad concept of “radiative forcing”. These included land-use and land-cover changes due to
359 vegetation changes, primarily in the Northern Hemisphere. The initial considerations were for
360 the changes induced in the albedo of the surfaces due to human activity (Sagan et al., 1979).

361 Later, other physical factors in the context of forced changes such as surface roughness, trace
362 gas and aerosol emissions, water and water-related changes as a consequence of land surface
363 changes were also considered as it was realized that these too affected the planetary heat

364 balance (e.g., IPCC, 2013).

365
366 A relatively recent entry under the anthropogenic RF label includes the attempts to quantify the

367 forcing due to aviation-induced aerosols and contrails, reported as early as beginning of 1970s,
368 and quantitatively assessed beginning with IPCC (1999) (e.g., Fahey et al., 1999). Emissions
369 from various industrial sectors including transportation (aircraft, shipping, road transport) have
370 been comparatively evaluated and assessed (see Unger et al., 2010). While anthropogenic

371 forcings became increasingly better quantified in the 20" Century, so too were the natural

372 agents, such as solar irradiance changes (see Hoyt and Schatten, 1997) and aerosols formed in
373 the stratosphere in the aftermath of explosive or climatically-significant volcanic eruptions

374 (Franklin, 1784, Robock, 2000). The qualitative recognition of the potential climatic effects due

375 to powerful volcanic eruptions (e.g., Toba, Tambora, Krakatoa eruptions), and solar changes,

15
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376 possibly goes more than two centuries back. As an example, solar irradiance changes and the
377 resultant ransmission of sunlight through the atmosphere began to be pursued as both questions
378 of scientific curiosity and for potential impacts on surface climate.

379

380
381
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382 1.3 Scope of the paper
383

384

385 In this paper we trace the evolution of the knowledge base that began with recognizing the

386

387 importance of changes in atmospheric composition, how they alter the radiative balance of the
388

389 planet, and the resulting growth in understanding that has enabled quantification of the radiative
390 effects.

391

392 Notably, this began with considerations of the roles of water vapor and carbon dioxide in the
393

394 longwave spectrum, and the naturally arising solar irradiance changes and particulates from
395

396 volcanic eruptions in the shortwave spectrum. The early discoveries and theories on the role of
397

398 radiation in the planet’s heat equilibrium state paved the way for defining the

399

400 forcing of the Earth’s climate system, with gradually increasing attention to the range of

401 anthropogenic influences. The forcing used in this context was meant to characterize the agents
402 driving climate change and nominally on a global-average basis, rather than regional or local
403 scales. In describing the evolution of the RF concept and its applications, we follow a strategy of
404 describing the principal advancements over time, with references to a few of the seminal

405 investigations. Included in these are the well-known chapters on radiative forcing appearing in
406 various assessments and reports e.g., IPCC (e.g., 1990, 1996, 2001, 2007, 2013), WMO (e.g.,
407 1986), NRC (e.g., 1979). Our aim is not to summarize from the assessments but instead to

408 document the key elements happening over time that pushed the frontiers to the state-of-the-art
409 in its successive evolutionary stages through to today. We hew fairly strictly to RF only. We do
410 not discuss “climate feedbacks” per se which are an integral part of climate response, but that
411 discussion is outside the scope of this paper.

412
413 Figure 1.2 illustrates the radiative forcing quantification in each of the 5 major IPCC WGI
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414

415 Assessments to date (1990, 1996, 2001, 2007, and 2013). All the forcings on the illustration
416 represent a measure of the radiative perturbation at the tropopause brought about by the change
417 in that agent relative to its value/state in 1750. As the knowledge has advanced, there

418

419 has been a growth in the number of forcing agents and an evolution in the estimates of the

420

421 magnitudes of the agents. The increased attention to scientific uncertainties also becomes

422

423 evident, representing an advance in the measure of the scientific understanding of.

424 Quantification of the anthropogenic WMGHG and the secular solar forcing began from the 15t
425 IPCC assessment (IPCC, 1990, or “FAR”). While acrosol radiative effects were recognized in
426 FAR, the tropospheric aerosol quantification was reported in an interim IPCC Special Report
427 (IPCC, 1995) which was reaffirmed in the Second Assessment Report (IPCC, 1996 or SAR).
428 RF from ozone changes was recognized in FAR but quantified later. The RF from stratospheric ozone
429 losses due to the halocarbon-catalyzed chemical reactions, and that due to tropospheric ozone increases from

430 anthropogenic precursor emission increases and related chemistry-climate interactions was first quantified in a
431 special IPCC (1992) report followed by IPCC (1995). A special report on aviation-related impacts appeared as
432 IPCC (1999).

433 The Third Assessment Report (IPCC, 2001, or TAR) added a few more agents that were able to
434 be quantified besides updating the estimates of the greenhouse gas and aerosol agents. This

435 occurred in part due to accounting for the increased knowledge about changes in the species
436 concentrations, and to a lesser extent, due to improvements in the treatment of the processes.
437

438

439 The Fourth Assessment Report (IPCC, 2007, or AR4) introduced new methodologies to

440 estimate short-lived gas RF, and

441
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442 to express the uncertainty due to tropospheric aerosols which continue to be the principal reason
322 for the large uncertainty in the anthropogenic forcing (Section 10). AR5, the Fifth Assessment
222 Report (IPCC, 2013) introduced a major change in the manner of expressing the radiative

447 forcing by making the transition from radiative forcing (RF) to the effective radiative forcing
448 (ERF). Further details on the progress through the IPCC assessments appear in Section 2. The
449 change in radiative forcing due to CO: is due to increase in the concentration between the IPCC
450 assessments, except between SAR and TAR where there was an update in the expression for
451 calculating the radiative forcing. On the other hand, the changes in the short-lived compounds
452 such as ozone and aerosols from one assessment to the other are mainly results of improvements
453 based on observations and modeling representing the knowledge prevailing at the time of the
454 IPCC assessments.

455

456

457 The presentation in this paper aims to capture the principal developments of each forcing and
222 their chief characteristics as they developed over time, and thus does not insist on discussions of
22(1) all forcing agents to hew to the same format in the discussions. The sections below discuss the
j:g major facets of the radiative forcing concept, beginning with its formulation in Section 2.

222 Sections 3, 4, 5, 6, 7 address the development of the quantified knowledge, including

466

467 uncertainties, of the anthropogenic forcing agents, in tandem with the

468 developments in the IPCC assessments beginning with the first assessment report in 1990.

469 Sections 8 and 9 discuss the natural drivers of climate change.

470 The totality of the forcing of the climate system i.e., a synthesis by accounting for all the agents

471 in a scientifically justified manner is examined in Section 10. The role of
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472 RF in enabling the development of metrics to allow emissions of different gases to be placed on
473 an equivalent scale is discussed in Section 11 while the connection of response to the forcing
474 culled from observations and climate model simulations follows in Section 12. Section 13 traces
475 the development of the newest ideas in the application of forcing concept viz.,

476 management of solar and terrestrial radiation in the planet’s heat budget based on the RF

477 discussed in the previous Sections regarding well-mixed greenhouse gases and aerosols. The
478 concluding section summarizes the major points of the paper’s presentation of the development
479  and utilization and application of radiative forcing, lists the strengths and limitations of the

480  simple concept, and portrays the unresolved issues and grand challenge related to the viability of

481  this concept, and the quantification for climate change determination in the future.

482
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486  Figure 1.1: Comparison of one early estimate of the Earth’s global-average energy budget (Dines

487  1917) with the contemporary estimates of L’Ecuyer et al. (2015) by annotating the original

488  figure from Dines (1917). All values are given in W m‘2, with Dines’ values in plain font, and
489  L’Ecuyer et al. in bold font. Dines’ value for the surface LW emission is low probably because
490  he adopted a value for Stefan’s Constant which was “decidedly lower than that usually given”
491 although the assumed surface temperature is not stated either. For some components, Dines also
492  gave an estimate the uncertainty. The L’Ecuyer et al. (2015) values are from their Figure 4 which
493  applies energy and water balance constraints.

494

495
496

21

Accepted for publication in Meteorological Monographs. DOI 10.1175/AMSMONOGRAPHS-D-19-0001.1.



2 Radiative Forcings in the IPCC Assessments
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b) Radiative Forcing of aerosol-radiation interactions in the IPCC Assessments
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507  Figure 1.2: Summary of the evolution of the global-mean radiative forcings from IPCC reports,
508  where available, from FAR (1765-1990), SAR (1750-1992), TAR (1750-1998), AR4 (1750-
509  2005) and AR5 (1750-2011). The RF and/or the ERF presented in AR5 are included.

510  Uncertainty bars show the 5-95% confidence ranges.

511

512  (a) From top to bottom, the forcings are due to changes in CO2, non-CO well-mixed

513  greenhouse gases (WMGHGS), tropospheric 0zone, stratospheric ozone, aerosol-radiation

514 interaction, aerosol-cloud interaction, surface albedo, total anthropogenic RF, and solar

515 irradiance. The forcings are color coded to indicated the “confidence level” (or “level of

516  scientific understanding (LOSU)”, as was presented in and before AR4, which used

517  “consensus” rather than “agreement” to assess confidence level). Dark green is “High

518 agreement and Robust evidence”; light green is either “High agreement and Medium evidence”
519  or “Medium agreement and Robust evidence”; yellow is either “High agreement and limited
520 evidence” or “Medium agreement and Medium evidence” or “Low agreement and Robust

521  evidence”; orange is either “Medium agreement and Limited evidence” or “Low agreement and
522  Medium evidence”; red is “Low agreement and Limited evidence”. Several minor forcings

523  (such as due to contrails, and stratospheric water vapor due to methane changes) are not

524  included. The information used here, and information on excluded components, can be mostly
525  found in Myhre et al. (2013) Tables 8.5 and 8.6 and Figure 8.14 and Shine et al. (1990) Table
526  2.6. The decrease in CO2 RF between SAR and TAR was due to a change in the simplified

527  expressions used to compute its RF; the CO concentration has increased monotonically

528  between each successive IPCC report. No central estimate was provided for aerosol-cloud

529 interaction in SAR and TAR, and a total aerosol-radiation interaction (see panel (b)) and a total
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530 anthropogenic RF was not presented in assessments prior to AR4. Stratospheric aerosol RF
531  resulting from volcanic aerosols is not included due to their episodic nature; estimates can be
532  seen in Figure 10.3.

533

534  (b) Individual components of RF due to changes in aerosol-radiation interaction. From top to
535  bottom these are sulfate, black carbon from fossil fuel or biofuel burning, biomass

536  burning, -organic aerosols, dust, nitrate, and total (also shown on panel (a)). In AR5, the

537  organic aerosol RF was separated into primary organic aerosol (POA) from fossil fuel and
538  hbiofuel, and secondary organic aerosol (SOA), due to changes in source strength, partitioning
539 and oxidation rates. Separate confidence levels were not presented for individual components
540  of the aerosol-radiation interaction in AR4 and AR5, and hence none are shown-. The

541  information used here is mostly drawn from Myhre et al. (2013) Tables 8.4.

542

543
544
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545

546 2. Radiative Forcing — its origin, evolution and formulation
547
548

549 2.1 The utility of the forcing-feedback-response framework

550
551

552 Radiative forcing provides a metric for quantifying how anthropogenic activities and natural
553 factors perturb the flow of energy into and out of the climate system. This perturbation initiates
554 all other changes of the climate due to an external forcing. The climate system responds to

555 restore radiative equilibrium through a change in temperature, known as the Planck response or
556 Planck feedback. A positive forcing (i.e., a net radiative gain) warms the climate and increases
557 the thermal emission to space until a balance is restored. Similarly, a negative forcing (i.e., a net
558 radiative loss) cools the climate, decreasing the thermal emission until equilibrium is restored.

559
560 The change in temperature required to restore equilibrium can induce other surface and

561 atmosphere changes that impact the net flow of energy into the climate system, and thus

562 modulate the efficiency at which the climate restores equilibrium. Borrowing terminology from
563 linear control theory, these secondary changes can be thought of as feedbacks that serve to

564 further amplify or dampen the initial radiative perturbation. The use of radiative forcings and
565 radiative feedbacks to quantify and understand the response of climate to external drivers has a
566 long and rich history (Schneider and Dickinson 1976; Hansen et al. 1984; Cess, 1976; Cess et
567 al., 1990, NRC 2005; Stephens 2005; Sherwood et al 2015).

568

569 Consider a perturbation in the global-mean net downward irradiance at the top-of-atmosphere,

570 dF (which we call the radiative forcing or RF) that requires a change in global-mean surface
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571 temperature, dT to restore radiative equilibrium (overbars indicate a global-average quantity). If
572 the changes are small and higher order terms can be neglected, and dF is time independent, the
573 change in upward radiative energy, dR induced by the change in surface temperature, dT, can
574 be decomposed into linear contributions from changes in temperature and other radiative

575 feedbacks X;

576

577 B B

578 dR = |2+ 215—5%] dT 2.1)
579

580

581 Equilibrium is restored when dR = dF. The ratio, oo = dR /dT , called the “climate feedback
582 parameter”, quantifies the efficiency at which the climate restores radiative equilibrium

583 following a perturbation. In the absence of feedbacks, the Planck response is ai ~ 3.3 W m? K-
584 ! (e.g. Cess 1976). In current climate models, radiative feedbacks from water vapor, clouds, and
585  snow/sea ice cover act to reduce o to a range ~1-2 W m? K'*; this amplifies the change in

586 temperature in response to a given radiative forcing. Most of the intermodel spread in o is due
587 to differences in predicting the response of clouds toan external forcing (Cess et al. 1990).

588 Feedbacks from water vapor, clouds, snow and sea ice cover, have been well documented in
589 both models (Bony et al. 2006) and, to a lesser extent, in observations (Forster 2016). Less well
590 studied are feedbacks from the carbon cycle, ice sheets and the deep ocean that occur on much
591 longer time scales (e.g., Gregory et al. 2009; Forster 2016).

592 While attempting to characterize global climate changes using a single scalar quantity may seem
593 overly simplistic, many aspects of climate do respond in proportion to dT, regardless of the

594 spatial and temporal scales being considered and are of much greater societal relevance than
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595 global mean temperature (e.g., the magnitude of regional rainfall change). To the extent that
596 dF can be used to estimate dT, radiative forcing then provides a simple but crude metric for
597 assessing the climate impacts of different forcing agents across a range of emission scenarios.
598  Here we write the relationship between dT and dF as

599

600 dT ~ AdF (2.2)

601

602

603 where A is usually referred to as the “climate sensitivity parameter”, the inverse of a. It

604 is worth noting that equilibrium climate sensitivity is often written in terms of the

605 equilibrium surface temperature response, in K, to a doubling of CO> (about 3.7 W m'2).
606

607
608  An important driver in the early development of RF as a metric was the chronic uncertainty

609 in the value of A, which persists to this day; this meant that quantifying the drivers of

610  climate change, and intercomparing different studies, was easier using dF rather than dT .
611  However, such a comparison of different climate change mechanisms relies on the extent to
612  which A is invariant (in any given model) to the mechanism causing the forcing; early

613  studies demonstrated similarity between the climate sensitivity parameter for CO> and solar
614  forcing(e.g. Manabe and Wetherald 1975) but subsequent work (see Section 2.3.4) has

615 indicated limitations to this assumption. The conceptual development in the subject, which
616  will be discussed in the following sections, has adopted progressively more advanced

617  definitions of RF with the aim of improving the level of approximation in Expression (2.2).

618
619

620
621
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622

623 2.2 Origin of the radiative forcing concept (1970s-1980s)

624

625

626  Ramanathan (1975) presents the first explicit usage of the RF concept, as currently recognised
627  (although the term “radiative forcing” was not used), in an important paper quantifying, for the
628  first time, the potential climate impact of chlorofluorocarbons (CFCs). Ramanathan computed
629  the change in the top-of-atmosphere (TOA) irradiance due to increased CFC concentrations and
630  directly related this to the surface temperature change, via an empirical estimate of the

631  dependence of the irradiance on surface temperature; this is the climate feedback parameter

632  discussed in Section 2.1. Ramanathan noted that the surface temperature calculations using this
633  “simpler procedure” were identical to those derived using a “detailed” radiative-convective

634  model. Ramanathan and Dickinson (1979) extended the Ramanathan (1975) framework in

635  important ways, in a study of the climate impact of stratospheric ozone changes. First, there was
636  an explicit recognition that changes in stratospheric temperature (in this case driven by

637  stratospheric ozone change) would influence the tropospheric energy balance. Second, these
638  calculations were latitudinally-resolved. While the global-average stratosphere is in radiative
639  equilibrium (and hence temperature changes can be estimated via radiative calculations alone),
640 locally dynamical heat fluxes can be important. Ramanathan and Dickinson considered two

641  “extreme” scenarios to compute this temperature change without invoking a dynamical model.
642  One assumed that dynamical feedbacks were so efficient that they maintained observed

643 latitudinal temperature gradients; given subsequent developments, this is of less interest here.
644  The other scenario assumed that, following a perturbation, dynamical fluxes remain constant, and

645  temperatures adjust so that the perturbed radiative heating rates equal unperturbed heating rates

646  (and thus balance the unperturbed dynamical heat fluxes). This second method was originally
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647  referred to as the “no feedback case” (the “feedback” referring to the response of stratospheric
648  dynamics to a forcing); it has since become more widely known as “Fixed Dynamical Heating”
649  (FDH) (Fels et al. 1980; WMO 1982) or more generally “stratospheric (temperature)

650 adjustment”. FDH has also been used for stratospheric temperature trend calculations, and shown
651  to yield reasonable estimates of temperature changes derived from a general circulation model
652 (GCM) (e.g. Fels et al. 1980; Kiehl and Boville 1988; Chanin et al., 1998; Maycock et al 2013;
653 ).

654

655

656 Ramanathan et al. (1979) applied the same methodology to CO> forcing. Their estimate of RF
657 for a doubling of CO; of about 4 W m was adopted in the influential Charney et al (1979)

658 report and has been an important yardstick since then. Although not explicitly stated until

659 subsequent papers in the 1980s (see later), one key reason for including stratospheric

660 temperature adjustment as part of RF, rather than as a climate feedback process, was that the
661 adjustment timescale is of order months; this is much faster than the decadal or longer timescale
662 for the surface temperature to respond to radiative perturbation, which is mostly driven by the
663 thermal inertia of the ocean mixed layer. A second, related, key reason is that the tight coupling
664 of the surface and troposphere, via convective heat fluxes, (and, conversely, the limited

665 coupling between the surface and the stratosphere) means that AT at surface is largely driven by
666 the RF at the tropopause. A consequence of applying stratospheric temperature adjustment

667 (which returns the stratosphere to global radiative equilibrium) is that tropopause and top-of-
668 atmosphere forcings are identical. This removes an important ambiguity in the definition of RF,
669 although the definition of the tropopause still has to be considered (see Section 2.3.5).

670
671
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672  These timescales were made explicit by Hansen et al. (1981) who demonstrated the evolution of
673  the irradiance changes in their radiative-convective model, following a doubling of CO> (see Fig.
674  2.1). This tracked the changes from: (i) the immediate response (nowadays called the

675 instantaneous RF (IRF)); (ii) the response after a few months (which is close to the RF

676  incorporating stratospheric temperature adjustment); in the case of a CO: increase, the increased
677  emittance of the stratosphere leads to a cooling which increases the magnitude of the

678  perturbation of the top-of-atmosphere irradiance from -2.4 to -3.8 W m2; and (iii) “Many years
679 later” when the surface temperature has equilibrated (following Expression (2.2)) and the

680  resulting irradiance change at the top of the atmosphere has cancelled out the forcing. Hansen et
681  al. (1981) seem to be the first to use the terminology “radiative forcing”, although they used it in
682  ageneral rather than a quantitative sense.

683

684  Several contributions to the edited volume by Clark (1982) also used the RF concept, at least in
685 an illustrative way, although using a variety of names. For example, Chamberlain et al. (1982)
686  compared different climate change mechanisms using what would now be called as surface

687  radiative forcing; their use of this (rather than tropopause or top-of-atmosphere RF) as a

688  predictor of surface temperature change was strongly disputed in the same volume by

689  Ramanathan (1982) (and earlier in Ramanathan et al., 1981), Hansen et al. (1982) and Luther
690  (1982). Hansen et al. (1982) briefly presented values of top-of-atmosphere radiative flux changes
691  for idealised changes in concentrations of 5 gases, and refer to these as “radiative forcings” in
692  their text. At around the same time, WMO (1982), in a brief report on a meeting on the potential

693  climate effects of ozone and other minor trace gases, refer explicitly to “the net outgoing
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694  longwave flux at the tropopause” as determining “the radiative forcing of the surface-troposphere
695  system”, and present values for idealised perturbations of 6 greenhouse gases.

696

697 Ramanathan et al (1985) also used the term “radiative forcing” in the context of Expression

698 (2.2) and Dickinson and Cicerone (1986) appear to be the first to use the concept to quantify the
699 climate impact of changes in concentrations of several greenhouse gases relative to pre-

700 industrial times in W m™ (using the term “trapping” rather than RF).

701

702  “Radiative forcing” became firmly established as accepted terminology in Chapter 15 of the

703 1985 WMO Ozone Assessment (WMO 1985) (which was largely reproduced in Ramanathan et
704  al. (1987)) and the term was widely used in their discussion; however, much of their overall
705  comparison of the impacts of climate forcing agents was still posed in terms of surface

706  temperature change.

707

708

709
710
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711 2.3 The evolution of the radiative forcing concept during the IPCC era

712

713 Assessment of RF has been firmly embedded in IPCC assessments from it’s First Assessment
714 Report (FAR) onwards. FAR (Shine et al. 1990) took as its starting point the fact that the

715 climate impact of a range of different climate forcing agents could be compared using RF, in W

716 m'2, even though this was only starting to be done routinely in the wider literature at the time. A
717 significant motivator for the use of RF inall IPCC reports was as input to climate emissions

718 metrics (such as the Global Warming Potential, see Section 11). This section focuses mostly on
719 developments in understanding of anthropogenic forcings — more detailed discussions of the

720 evolution of the understanding of solar and volcanic aerosol forcings is given in Sections 8 and
721 9 respectively.

722

723
724
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725

726 2.3.1 The IPCC First Assessment Report 1990 (FAR)

727

728

729 FAR discussed the concept of RF, stressing the utility of including stratospheric

730 temperature adjustment. Building on earlier work (e.g. Ramanathan et al. 1987) it also

731 emphasized the importance of indirect forcings, such as the impact of changes in methane

732 concentrations on ozone and stratospheric water vapor. The main focus was on greenhouse

733 gases, including extended tabulations of forcing due to CFCs and their potential replacements.
734 FAR also popularized the use of simplified expressions for calculating RF, which were

735 empirical fits to more complex model calculations. The expressions used in FAR were based on
736 two studies available at the time (Wigley et al. 1987; Hansen et al. 1988). Updated versions of
737 the simplified expressions are still widely used in simple climate models and for assessing

738 potential future scenarios of trace gas concentrations.

739

740 FAR also included, together in a single section, the roles of solar variability, direct aerosol

741 effects, indirect aerosol effects and changes in surface characteristics. The literature on these
742 was sparse. The section on direct aerosol forcing focused mostly on volcanic aerosol; it did not
743 attempt to quantify the impact of human activity because of “uncertainties in the sign, the

744 affected area and the temporal trend”. Perhaps surprisingly more attention was given to the

745 indirect aerosol effects (now more generally known as “aerosol cloud interactions”); although

746 FAR stated that “a confident assessment cannot be made”, due to important gaps in

747 understanding, a 1900-1985 estimate of -0.25 to -1.25 W m2 (based on Wigley 1989) was
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748 provided. FAR did not include estimates for pre-industrial to present-day RF across all forcing
749 agent, but restricted itself to two then-future periods (1990-2000 and 2000-2050).

750

751 Soon after FAR, an IPCC Supplementary Report provided an update (Isaksen et al. IPCC,

752 1992). Significant developments since FAR included more advanced RF estimates due to ozone
753 change (Lacis et al. 1990), and the first calculation of the forcing due to latitudinally-resolved
754 observed stratospheric ozone depletion (Ramaswamy et al., 1992). The indirect forcing due to
755 methane’s impact on tropospheric ozone and stratospheric water vapour were quantified. The
756 first geographically-resolved estimates of sulphate aerosol direct forcing (now referred to as
757 aerosol-radiation interaction ) (Charlson et al. 1991) had become available, indicating a

758 significant offset (in the global-mean sense) of greenhouse gas RF.

759

760

761
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762
763 2.3.2 IPCC Special Report on Radiative Forcing and the IPCC Second Assessment Report

764 (SAR)

765

766 The SAR discussion on RF was partly based on the analysis of Shine et al. (1995) in an IPCC
767 Special Report. Since FAR there had been several important developments. The 1992 Pinatubo
768 volcanic eruption had allowed unprecedented global-scale observations of the impact of such a
769 large eruption on the radiation budget (Minnis et al. 1993) and the subsequent climate response
770 was well predicted (Hansen et al. 1993 updated in Shine et al. 1995); because of the transient
771 nature of the forcing, this still arguably constitutes the most direct evidence of the linkage

772 between transient forcing and transient response to date. Understanding of ozone RF continued
773 to develop as a result of ongoing analyses of observational data and the advent of (then 2-D,
774 latitude-height) chemistry models allowing improved estimates of the longer-term increases in
775 tropospheric ozone (e.g. Wang et al., 1993; Hauglustaine et al. (1994)). More sophisticated RF
776 calculations due to sulphate aerosol-radiation interaction were becoming available (e.g. Kiehl
777 and Briegleb, 1993; Hansen et al. 1993; Taylor and Penner 1994), as were the first climate

778 model simulations of aerosol cloud-interaction (Jones et al. 1994). Early attempts to estimate the
779 direct RF from biomass burning (Penner et al. 1992; Hansen et al. 1993) were presented. Shine
780 et al. (1994) produced the first of IPCC’s many figures of the pre-industrial to present-day

781 global-mean forcing incorporating both an estimate of the uncertainty range and a subjective
782 confidence level. Shine et al. (1994) also extended the discussion of the utility of the radiative
783 forcing concept; the chapter included clear demonstrations of the need to include stratospheric
784 temperature adjustment to compute ozone forcings, as IRF and RF could differ in sign.

785
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786 Climate models were beginning to be used to test the forcing-response relationships for a wide
787 variety of forcings, including the impact of the spatial distribution of forcing; an unpublished
788 study by Hansen et al. (1993b) (a precursor to Hansen et al. (1997)) reported experiments with
789 an idealised GCM that indicated that extratropical forcings had almost double the impact on

790 global mean surface temperature change as the same (in the global-mean sense) tropical forcing;
791 ongoing work (e.g. Taylor and Penner 1994) also clearly demonstrated that while forcing in one
792 hemisphere was felt mostly in that hemisphere, there was still a large non-local response. By the
793 time of the SAR update (Schimel et al. 1996), attention had begun to focus on the (positive)

794 direct forcing due to soot (or black carbon) (Chylek and Wong 1995; Haywood and Shine 1995)
795 (see Section 5 for details), which highlighted the dependence of the computed forcing on

796  whether the aerosol population was internally or externally mixed. More studies of aerosol

797 indirect forcing were emerging (e.g. Boucher and Lohmann, 1995; Chuang et al, 1994) which
798 continued to indicate a significant negative forcing, as well as discussing indirect effects beyond
799 the impact on cloud effective radius. SAR updated the earlier RF figure most notably by

800 splitting the direct effect into its sulphate, biomass burning and soot components, but refrained
801 from giving a central estimate for the aerosol indirect forcing, “because quantitative

802 understanding of this process is so limited”.

803

804
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805
806 2.3.3 IPCC Third Assessment Report (TAR)

807

808

809 After four IPCC reports with a focus on RF in the space of just 6 years, TAR’s analysis

810 (Ramaswamy et al. 2001) was able to assimilate developments over a much longer period, using
811 a much larger body of literature. This was particularly so for tropospheric ozone and aerosol

812 forcing, as a result of many more chemistry-transport and GCM studies. These included early
813 studies investigating mineral dust and nitrate aerosols. The sophistication and range of studies

814 on aerosol indirect forcing had increased, with much more effort to separate out first (droplet

815 radii) and second indirect (liquid water path) effects. The associated uncertainty in the first

816 indirect effect could not be reduced beyond that given in SAR; no estimate was given for the
817 second indirect effect because it was “difficult to define and quantify” but it was noted that it
818 “could be of similar magnitude compared to the first (indirect) effect”. Ramaswamy et al. (2001)

819  also reassessed the simple formulae used by IPCC to compute greenhouse gas RF, which led to

820 a 15% reduction in COz forcing relative to the FAR formula; this and subsequent reports mostly
821 adopted the expressions presented by Myhre et al. (1998).

822

823

824 TAR also included in its RF summary figure, for the first time, the effect of contrails and

825 contrail-induced cirrus, partly based on work presented in the IPCC Special Report on Aviation

826 and the Global Atmosphere (Prather et al. 1999) and the effect of land-use change on surface

827 albedo.

828
829 TAR continued the important discussion on the utility of the RF concept. A larger number of

830 GCM studies, with a more diverse set of forcing mechanisms, were available, leading to the

831 important conclusion that “radiative forcing continues to be a good estimator of global-mean
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832 surface temperature response, but not to a quantitatively rigorous extent as in the case of ...
833 radiative convective models”. Most notably, Hansen et al. (1997) had presented a wide-ranging
834 study with a simplified configuration of their climate model which examined the response to
835 both latitudinally and vertically constrained forcings. They showed that forcings confined to
836 specific altitudes could lead to specific cloud or lapse rate responses, and these resulted in

837 marked variations in climate sensitivity for a given forcing. This weakened the perception that
838 the global-mean climate sensitivity for spatially inhomogeneous forcings could be used to

839 determine quantitative aspects of the spatial responses. This important work also presaged later

840 developments in the definition of RF, and appears to be the first explicit usage of the concept of

841 “efficacy” (although it was not given that name) that is discussed in the next subsection.
842
843
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:jg 2.3.4 IPCC Fourth Assessment Report (AR4)

846

847

848 AR4’s assessment of RF (Forster et al. 2007) brought together many important advances in both
849 its concept and utility of and the quantification of a number of new RF mechanisms. Notably, it
850 was the first report to formally combine all anthropogenic forcings via a Monte Carlo

851 simulation; it concluded that the net anthropogenic forcing since 1750 was “extremely likely” to
852 be positive (central estimate of 1.6 W m) and that in the period since 1950, the impact of

853 natural forcings was considered “exceptionally unlikely” to have been comparable to the

854 anthropogenic forcings. A central estimate of the first indirect aerosol forcing (which was

855 labelled the “cloud albedo effect”) was presented (-0.7 W m with “low level of

856 understanding”).

857

858 RF from changes in surface albedo due to black carbon on snow and stratospheric water vapor
859 from CH4 oxidation were now included on the summary figure; it was noted that the total

860 stratospheric water vapor forcing, based on available observations, could be higher than the
861 methane-only component. In addition to the now-standard IPCC forcing diagram based on

862 changes in concentrations (see summary in Fig. 1.2), an emissions-based version (Fig 2.2) was
863 presented — this particularly served to highlight the fact that methane emissions (combining the
864 effect of methane change and the indirect forcings from changes in tropospheric ozone,

865 stratospheric water vapor and CO>) led to a forcing equivalent to about half that of CO,. The
866 combined impact of NOx emissions on tropospheric ozone, methane and nitrate aerosols, was

867 found to be negative.

868
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869  Forster et al. (2007) detailed significant advances in the understanding of the utility of RF. In
870  particular, a number of GCM studies (e.g. Hansen et al. 2005; Shine et al. 2003; Gregory et al.
871  2004) had explored RF definitions which went beyond the then- standard RF with stratospheric
872  temperature adjustment; this framework allowed for rapid tropospheric adjustments (i.e. those
873  that occur independent of surface temperature change, and on timescales of up to a few months)
874  due to changes in clouds, water vapor and lapse rate, to be incorporated in the definition of

875  forcing. These were shown to have greater utility, in that the climate sensitivity showed less

876  dependence on the forcing mechanism. This framework would then lead to the AR5 definition of
877  effective radiative forcing (Section 2.3.5).

878
879 Forster et al. (2007) instead adopted the framework of efficacy, that had been developed in

880 earlier work discussed above, whereby Equation 2.1 is modified to

881

882 dT = EjAco, dF (2.3)
883

::: where dF still represents the (stratospheric-temperature-adjusted) radiative forcing, Ei

886 represents the efficacy of a given climate change mechanism, which is given by the ratio of the
887 climate sensitivity for that mechanism to that for CO; formally, since the CO- forcing varies
888 slightly with the magnitude of the CO> change (e.g. Hansen et al. 2005), a more robust

889 definition should be specific to the size of the CO; perturbation.

890

891  The product E;dF was thenlabelled “effective radiative forcing”, a definition that would be

892 elaborated on in AR5 (Section 2.3.5). A significant number of climate modelling papers had, by

893 then, computed efficacies, with varying levels of agreement; this allowed Forster et al. (2007) to
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894 draw tentative conclusions; for example, the combined efficacy for long-lived greenhouse gas
895 forcing was unity, to within 10%; solar forcing, tropospheric ozone and scattering aerosol

896 forcings had efficacies of 0.7 to 1.0, 0.6 to 1.1, and 0.7 to 1.1 respectively (all with “medium
897 confidence”). There was no consensus on an efficacy for black carbon.

898

899

900
901

42

Accepted for publication in Meteorological Monographs. DOI 10.1175/AMSMONOGRAPHS-D-19-0001.1.



902 2.3.5 IPCC Fifth Assessment Report (AR5)

903

904

905 In AR5 the effective radiative forcing (ERF) concept was introduced to allow rapid adjustment
906 processes in the troposphere but avoiding changes that are associated with climate feedbacks
907 (and in the conventional framework, mediated by surface temperature change — see Section
908 2.1) (Boucher et al., 2013; Myhre et al., 2013). ERF is defined in Myhre et al. (2013) as

909 “Change in the net top of atmosphere (TOA) downward radiative flux after allowing for

910 atmospheric temperatures, water vapour and clouds to adjust, but with surface temperature or a
911 portion of surface conditions unchanged”. Figure 2.3, from ARS, summarizes the progression
912 from instantaneous radiative forcing, through RF and ERF, to climate response. AR5 also
913 retained discussion of RF.

914

915 No new forcing mechanisms were included in AR5, but the confidence level was raised,

916 relative to earlier IPCC assessments for stratospheric water vapor, aerosol-radiation

917 interactions, surface albedo due to land use, contrails, contrail-induced cirrus, solar irradiance
918 changes and volcanic aerosols. The only ‘very low’ confidence level was given to rapid

919 adjustment of aerosol-cloud interactions (earlier denoted as aerosol indirect effects). See the
920 summary in Fig. 1.2.

921

922 The motivation for introducing the ERF concept was that efficacies (see expression 2.2) for
923 many climate drivers were different to unity when applying RF. This was particularly so for
924 black carbon (Ban-Weiss et al., 2011; Hansen et al., 2005; Ming et al., 2010) and for aerosol-

925 cloud interactions beyond the cloud albedo effect (Twomey effect) (e.g. Lohmann et al., 2010).

926 There was also a growing understanding that rapid adjustments were important for CO>
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927 (Andrews and Forster, 2008; Andrews et al., 2012; Doutriaux-Boucher et al., 2009).

928 Furthermore, a clearer distinction between the fast changes (including instantaneous radiative
929 perturbations and the rapid adjustments) and the slow climate feedback processes in terms of
930 their importance for the climate response was elaborated (Andrews et al., 2010; Bala et al.,

931 2010). Importantly, in single model studies, ERF was shown to provide an efficacy much

932 closer to unity than the traditional RF concept (Hansen et al., 2005; Shine et al., 2003). The

933 stratospheric temperature adjustment, which is included in the definition of RF, is also included
934 in ERF. An additional advantage of ERF compared to RF is that a tropopause definition is

935 avoided in the quantification of the forcing (e.g. Shine et al., 2003).

936

937 Two methods have been widely adopted to calculate the ERF. One method (Gregory et al.,

938 2004) regresses TOA net radiative imbalance against surface temperature change in coupled
939 climate model simulations. The extrapolation of that regression line to zero surface temperature
940 change then yields the ERF. The second method computes the TOA net radiative fluxes in

941 fixed sea surface temperature (SST) climate model simulations (Hansen et al., 2005); while it is
942 arguably more consistent to fix both land and surface temperatures (Shine et al. 2003), this is
943 difficult to implement in advanced climate models. Instead Hansen et al. (2005) suggested

944 adjusting the derived ERF to account for the impact of the land-surface temperature change on
945 TOA radiative fluxes.

946

947 The primary advantage of adopting ERF is that it reduces the level of approximation inherent
948 in Expression 2.2 across a wide range of climate forcing mechanisms. Nevertheless, there are

949 several limitations associated with its adoption. To some extent these are reflected in AR5
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950 where the uncertainties in RF of WMGHGs were quantified as 10%, in agreement with earlier
951 IPCC assessments, whereas AR5 assessed WMGHG ERF to have uncertainties of 20%.

952

953 The necessity of climate model simulations to calculate tropospheric adjustments makes ERF
954 distinct from either IRF (see Section 2.2) or RF in several ways. IRF and RF can be quantified
955 using more sophisticated radiative transfer schemes than are typically available in climate

956 models, and, for example, can be more easily applied to a wider range of greenhouse gases. In
957 addition, the ERF technique is limited to forcing mechanisms that are of a sufficient size for
958 the impact on TOA fluxes to emerge from the noise of the climate model’s own internal

959 variability (see Section 2.3.6).

960

961 Since rapid tropospheric adjustment processes are likely to be climate-model dependent this
962 introduces further uncertainties beyond those involved in more traditional forcing definitions.
963 For example, IRF are pure radiative transfer calculations that can be constrained reasonably
964 well with detailed models and a high degree of physical understanding. The stratospheric

965 temperature adjustment that is incorporated in the RF has a well-understood theoretical basis
966 (resulting from the balance between changes in absorption by and emission from the

967 stratosphere). By contrast, tropospheric adjustments are much more complicated. There is less
968 theoretical underpinning with which to constrain these adjustments; this is particularly so for
969 cloud adjustments which result from the complex interplay between different processes that
970 may or may not be well-represented in individual climate models. This complicates the

971 distinction between adjustments and feedbacks that are mediated by surface temperature

972 change and there is no obvious way to quantify the adjustments with observations.
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973

974
975 One consequence of these shortcomings is a blurring of the lines between forcings and

976 feedbacks. While the tropospheric adjustments are defined to have a shorter time scale than
977 feedbacks, they also generally involve some coupling to the surface; e.g., land warming (in
978 the fixed-SST approach to ERF calculation) or pattern of SST change (in the regression
979 approach). Hence there is a need to further develop techniques that enable a robust

980 separation of adjustment and feedback processes.

981

982 A specific difficulty is that it is increasingly hard to compare different types of forcing.

983 IRF, which involves purely radiative transfer calculations, has generally not been computed
984 in climate model simulations (see section 2.3.6 for future efforts) due to computational

985 considerations; instead, ERF has become the preferred approach to quantifying RF.

986 Attempts to isolate IRF from ERF using radiative kernels have noted that most of the

987 intermodel spread in ERF from CO2 forcing does not arise from differences in tropospheric
988 adjustments, but rather from differences in IRF (Chung and Soden 2015). Indeed,

989 intermodel differences in the calculation of IRF have been a persistent problem in GCMs
990 (Cess et al. 1993; Soden et al 2018) despite the presence of accurate and observationally
991 verified line-by-line calculations to constrain their counterparts in climate models (Collins
992 et al. 2006).

993

994
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995 2.3.6 Developments since AR5

996

997

998 Marvel et al. (2015) and Shindell (2014) indicate that even for the ERF concept, efficacies (see

999 Expression 2.3) may be different for short-lived and regionally heterogeneous compounds like
1000 aerosols, ozone, and land use compared to greenhouse gases using various CMIP5 simulations.
1001 This would have implications for estimates of climate sensitivity using temperature changes
1002 over historical period. However, the cause of the findings on the efficacies in CMIPS5 is under
1003 debate (Richardson et al., 2019). The ERF has been further described (Sherwood et al., 2015)
1004 and methods to calculate ERF have been better compared (Forster et al., 2016). Forster et al.
1005 (2016) find that uncertainties in ERF from fixed SST simulations are much lower than using the
1006 regression technique. ERF from the fixed SST simulations can be quantified to an accuracy of
1007 0.1 W m2 at the 5-95% confidence interval in 30-year simulations. This implies that ERF from
1008 very small forcings (<0.1 W m) would require many ensembles or very long simulations.
1009
1010 The ERF framework has allowed a clearer understanding of the forcing and climate response of
1011 a climate driver; it is now constructive to distinguish into “instantaneous”, “rapid adjustment”,
1012 and “equilibrium”. Figure 2.4 shows how radiative fluxes and surface sensible and latent heat
1013 fluxes change for a doubling of CO> in multi-model simulations and is a modern version of
1014 Figure 2.1, explicitly using the ERF concept. The instantaneous radiative forcing due to COz is
1015 well known to be primarily due to the longwave (LW), with a weak solar (shortwave (SW))
1016 effect (Fig 2.4 left) shown as the positive values at TOA. Positive values at the surface in Fig

1017 2.4 indicate that the surface gains energy. If the difference between the flux changes at TOA

1018 and surface is positive, it means the atmosphere gains energy. The SW absorption by CO>
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1019 reduces the solar absorption at the surface and causes a weak change at the TOA where it is
1020 very small compared to LW TOA.

1021

1022 By contrast, the SW contribution to atmospheric absorption is 35-40% of the LW trapping of
1023 energy in the atmosphere. The instantaneous part involves only the initial radiative perturbation.
1024 The rapid adjustments (Figure 2.4 middle) are processes that occur to equilibrate the atmosphere
1025 with no SST changes. A doubling of CO2 gives an initial heating of the troposphere and a

1026 cooling of the stratosphere. The cooling of the stratosphere is well known (see Section 2.2) and
1027 the consequent adjustment in the radiative fluxes was included in the early applications of the
1028 RF concept. The initial radiative perturbation in the troposphere increases temperature and

1029 water vapor, and changes clouds. The increase in tropospheric temperature reduces the net

1030 atmospheric absorption (giving a radiative cooling) but the reduction in stratospheric

1031 temperature has a larger impact on the net atmospheric absorption. The overall rapid

1032 adjustments of temperature, water vapor and clouds lead to an enhanced atmospheric absorption
1033 of similar size to the initial heating (Myhre et al., 2018). The atmospheric equilibrium is

1034 achieved by reduction in the surface latent and sensible heat fluxes, thereby making a clear link
1035 between the atmospheric absorption and precipitation changes, at the global-mean level (e.g.
1036 Andrews et al., 2010). The fast response of global-mean precipitation can be estimated, to

1037 reasonable accuracy, from the atmospheric component of the ERF (e.g. Samset et al. 2016).
1038

1039 In the full climate response to doubling of CO> (Fig 2.4 right), the surface temperature changes
1040 to bring TOA and the atmosphere net fluxes into equilibrium (see section 2.1). Note that the

1041 initial atmospheric radiative heating (which leads to a precipitation decrease) when ERF is
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1042 diagnosed, turns into a radiative cooling, when the full surface temperature response is allowed.
1043 Since AR5 there has been an improved quantification of the rapid adjustment processes and
1044 their inter-model diversity. Double radiation calls (Ghan, 2013) and radiative kernels (Soden et
1045 al., 2008) allow a differentiation of the instantaneous radiative perturbation and the rapid

1046 adjustment and individual rapid adjustment terms, respectively.

1047

1048 Smith et al. (2018) quantify the rapid adjustment contributions to ERF based on radiative

1049 kernels in multi-model simulations for various climate drivers. Figure 2.5 shows the rapid

1050 adjustment terms for two scenarios: a doubling of COZ2, and a tenfold increase in the black

1051 carbon (BC) abundance. In fact, the IRF at TOA for a doubling of CO2 and tenfold increase in
1052 BC is very similar (Smith et al., 2018), but their total rapid adjustment (the bars on the yellow
1053 background in Fig 2.5) is strong and of opposite signs. Temperature increases enhance the

1054 outgoing longwave radiation and are thus a negative rapid adjustment, which can be seen both
1055 for land surface and tropospheric temperature for increase in CO2 and BC.

1056

1057 The stratospheric cooling due to the CO> increase, on the other hand, gives a positive rapid
1058 adjustment. Increases in the tropospheric temperature increase water vapor, thus a positive rapid
1059 adjustment by increasing the greenhouse effect. For a doubling in CO», the high cloud cover
1060 increases with a reduction in the lower clouds, but these features are opposite for BC explaining
1061 the different sign of rapid adjustment of clouds for these two climate drivers. For CO> the rapid
1062 adjustments other than the stratospheric temperature adjustment happen to cancel each other
1063 out, making ERF and RF quite similar in that case. Based on available estimates for doubling of

1064 COz this was already noted in ARS.
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1065

1066 The total rapid adjustment for BC is strongly negative; nevertheless, individual rapid

1067 adjustments vary in sign, so that the net effect is a residual of these competing effects. Soden et
1068 al. (2018) indicate that the large diversity in ERF due to change in CO2among GCMs arise from
1069 differences in the instantaneous forcing. Results from Smith et al. (2018) support this by having
1070 a range of less than 10% (5-95% confidence interval) of the non-stratospheric temperature rapid
1071 adjustments. Combining the uncertainty in the tropospheric rapid adjustment with 10%

1072 uncertainty in RF derived from detailed off-line radiation schemes as given in AR5 provides an
1073 uncertainty in ERF of 14%. Section 10 describes the implication of a reduced uncertainty range
1074 of WMGHG forcing compared to that given in IPCC AR5 (20%) for the uncertainty in the total

1075 anthropogenic ERF.

1076

1077
1078
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1079 2.4 Summary and challenges

1080

1081

1082 A future challenge with respect to the forcing concept is to quantify whether the efficacy is
1083 unity when adopting the current definition of ERF for all drivers of climate change and various
1084 models, and thus to understand the diversity among some previous results (Shine et al., 2003;
1085 Hansen et al., 2005; Shindell 2014; Marvel et al., 2015; Richardson et al., 2019).

1086

1087 Further there is a need to better understand the rapid adjustment processes in climate models,
1088 both the degree of influence of diversity in IRF as indicated in Smith et al. (2018), but also
1089 dedicated process studies comparing GCMs with high resolution models with weaker degrees of
1090 parametrization, such as convection permitting models. There is a high potential for progress to
1091 be made using results from the ongoing CMIP6 model intercomparison project, which is

1092 supporting IPCC ARG (Eyring et al., 2016); efforts have been made to ensure that more

1093 diagnostics are available to enable the drivers of ERF to be better quantified and hence for inter-
1094 model diversity to be better characterized. Such studies will aid the understanding of whether
1095 uncertainties in ERF of CO, and other greenhouse gases are substantially larger than using RF,
1096 as was indicated in Myhre et al. (2013).

1097

1098 Lastly, there is a need to develop methodologies to compare weak radiative perturbations,

1099 which will continue to need to be quantified using RF, with the major climate drivers which are
1100 increasingly being quantified from various model simulations using the ERF concept. It is

1101 possible that once the generic understanding of the rapid adjustments has improved, it can be

1102 applied to the weak forcings and enable ERF to be estimated from their RFs.

1103
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Figure 2.1: Changes in top-of-atmosphere shortwave (AS) and longwave (AF') irradiances

following a doubling of CO2 from 300 ppm, in a one-dimensional radiative-convective model.

Wavy lines represent changes in convective fluxes, with all other lines radiative. The values in

boxes show the net flux changes at the surface and for the atmosphere. (a) the instantaneous

flux change, (b) the change after a few months and includes the effect of stratospheric

temperature adjustment and other rapid adjustments represented in the model and (c) the flux

changes when the system has come to equilibrium following a change in surface temperature

(Ts). Figure taken from Hansen et al. (1981).
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1160 Figure 2.2

1161

1162

1163 Components of RF by emissions of gases, aerosols, or their precursors for the period 1750-
1164 2005. O3(T) and O3(S) indicate tropospheric and stratospheric ozone respectively. Figure from
1165 Forster et al. (2007).

1166

1167 [Jpeg can be obtained from

1168 https://archive.ipcc.ch/report/graphics/images/Assessment%20Reports/ AR4%20-%2

1169 WG1/Chapter%2002/fig-2-21.jpg].
1170
1171

1172
1173
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Figure 2.5: Instantaneous radiative forcing (IRF), individual and total rapid adjustments, and
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temperature, water vapor, surface albedo change, and clouds. The uncertainties are one standard
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identical. The figure is modified from Smith et al. (2018).
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1213 Section 3: CO2 and other well-mixed greenhouse gases
1214

1215
1216 Accurate computation of the radiative forcing by CO> and other gaseous constituents of the

1217 Earth’s atmosphere only became possible with the advent of accurate spectroscopic

1218 measurements in the laboratory. While these measurements still serve as the primary

1219 foundation for calculations of the greenhouse effect, for some simple molecules the

1220 combination of quantum and statistical mechanics provides a complementary framework for
1221 interpreting the observations and extending them to conditions that have not been directly
1222 observed. The inputs to this framework are the energies, numbers (degeneracies), and

1223 occupation numbers of excited states of each constituent, the transitions among these

1224 excited states, and the interactions of these transitions with light and heat following

1225 Einstein’s quantum theory of radiation. One of the first attempts to compute the effects of
1226 doubling COz2 in an atmosphere in radiative-convective equilibrium produced a remarkably
1227 good estimate of 4 K (Hulburt, 1931). However, this finding and other supporting evidence
1228 was largely unappreciated due to prevailing assumptions prevalent that the strong broadband
1229 absorption of water vapor would dominate the regions of the spectrum where CO; is

1230 radiatively active and that the logarithmic curve of growth of CO, radiative effects in these
1231 regions would further constrain the impact of rising CO- on the climate system.

1232

1233
1234 Parameterizations of the rudimentary laboratory measurements of CO2 with ambient and

1235 prescribed amounts of water vapor accumulated by the mid-20th century contradicted the
1236 assumption that water vapor would saturate the primary CO bands (Callendar, 1941), but

1237 did little to change the balance of opinions held by the scientific community. Further, more
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1238 detailed information on the bands of CO based on its structure and more accurate

1239 spectrometers revealed the potential for additional absorption of terrestrial radiation at the
1240 edges of these bands and in the upper atmosphere, where the overlap among neighboring
1241 absorption lines is greatly reduced (Martin & Barker, 1932).

1242

1243

1244 Further progress had to await the need for operational weather forecasting and active and
1245 passive remote sensing during and after the Second World War together with the subsequent
1246 military investments in computing infrastructure, spectroscopic characterization of the

1247 Earth’s atmosphere, and the theory of radiative transfer (see historical description by Weart,
1248 1997). One of the first applications of the new digital computers to atmospheric science
1249 revealed that the absorption by CO; of upwelling terrestrial radiation in the stratosphere had
1250 been systematically underestimated in prior studies based on manual calculations (Kaplan,
1251 1952). Subsequent computational solutions to the infrared radiative transfer for the whole
1252 atmosphere ( Plass, 1956, 1956bb) revealed that the forcing by doubling CO: is sufficient to
1253 change the mean surface temperature of the Earth by about 3.6 K (Plass, 1956, 1956aa).
1254

1255

1256 In the 1960s, general circulation models of the atmosphere were developed that included
1257 reasonably complete parameterizations of solar and infrared radiative transfer together with
1258 detailed treatments of the radiative properties of the Earth’s atmosphere and surface.

1259 Pioneering calculations with one-dimensional (Manabe & Wetherald, 1967) and three-

1260  dimensional (Manabe & Wetherald, 1975) models demonstrated the effects of CO; on the full

1261 climate system and suggested that the surface temperature would increase by approximately

1262 2.5 to 3 K for a doubling of carbon dioxide concentrations (Fig. 3.1). These models and other,
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1263 simpler energy balance models (Ramanathan et al., 1979) formed the basis for one of the first
1264 comprehensive reviews of the state of climate change science for policy makers, the pivotal
1265 Charney Report (National Research Council, 1979).

1266

1267  Due to rapid increases in computing power, much more exact treatments of radiative transfer
1268  known as line-by-line (LBL) codes were developed starting in the 1970s. Early examples
1269 include the Fast Atmospheric Signature Code (Smith et al., 1978), a rapid method for

1270  computing the Voigt line shape profile that includes line broadening and Doppler shifting
1271 (Drayson, 1976) , and the Automated Atmospheric Absorption Atlas (Scott and Chedin 1981).
1272 These codes are based upon comprehensive tabulations of all known absorption lines for over
1273  fifty radiatively active gaseous species in the Earth’s atmosphere. An early example that has
1274  grown significantly and is in widespread usage is the high-resolution transmission molecular
1275  absorption (HITRAN) database, which was first developed by the Air Force Cambridge

1276  Research Laboratories (McClatchey et al., 1973) and subsequently maintained and updated by
1277  the Harvard Smithsonian Center for Astrophysics; the most recent version is HITRAN2016
1278  (Gordon et al. 2017). A parallel European-led line database called GEISA (Gestion et Etude des
1279  Informations Spectroscopiques Atmosphériques) was launched in 1974 at the Laboratoire de
1280  Météorologie Dynamique (LMD) in France (Chédin et al, 1982; Husson et al, 1992) has been
1281  updated most recently in 2015 (Jacquinet-Husson et al, 2016). These LBL codes now serve as
1282  the reference radiative transfer codes for calculation of CO- forcing and its representation in
1283  Earth System Models (e.g., Collins et al., 2006).

1284

1285
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1286

1287  While most climate models compute radiative transfer using full codes, in many applications
1288  simple formula, based on more detailed calculations, are useful for computing the global

1289  annual- mean greenhouse gas radiative forcing from changes in their concentration; such

1290 formulae appear in the First Assessment Report of the Intergovernmental Panel on Climate
1291  Change (IPCC; Shine, Derwent, Wuebbles, & J-J. Morcrette, 1990) and have been utilized and
1292  updated in subsequent IPCC Assessment Reports. For CO>, to leading order, the forcing in the
1293 infrared is proportional to the logarithm of the concentration (Goody & Yung, 1989;

1294  Pierrehumbert, 2011), and in the Third Assessment Report (Ramaswamy et al. 2001) the IPCC
1295  formula was augmented to include absorption of solar radiation by CO2 (Myhre et al., 1998).
1296

1297 One of the lingering uncertainties in the radiative forcing by CO: is due to remaining

1298  uncertainties in its spectroscopic characterization. If we assume that the energies associated
1299  with the most important excited states of the CO. molecule are known precisely, then three
1300  principal spectroscopic properties of CO> involved in computing its radiative forcing are its
1301 line strengths, line half widths, and line shapes, in addition to line overlaps with other

1302  absorbers. Systematic propagation of these uncertainties through to the radiative forcing

1303  from doubling CO- concentrations suggeststhat the combined effects of residual errors in
1304  these properties are less than approximately 0.7%; this suggests that current LBL models are
1305  more than sufficient for accurately computing the climate forcing from this WMGHG

1306  (Mlynczak et al., 2016).

1307
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1308 3.1 CHa, N20, CFCs and halogenated compounds:

1309

1310

1311 Since the atmospheric concentrations of CH4 are two orders of magnitude lower than those
1312 of CO2, it was historically difficult to detect through chemical sampling. Methane was first
1313 detected under ambient conditions in the 1940s using purely spectroscopic techniques

1314 (Migeotte, 1948). In turn, the atmospheric concentrations of N20O, the third most important
1315 anthropogenic greenhouse gas, are three orders of magnitude lower than those for CO2. The
1316 common assumption was that these trace species were present at insufficient levels to have
1317 an appreciable impact on the climate system.

1318

1319 As a result, the importance of the radiative forcings by long-lived greenhouse gases other
1320 than CO2 went largely unappreciated. Wang et al. (1976) and Donner and Ramanathan
1321 (1980) were amongst the first to compute the impact of increasing concentrations of methane
1322 and nitrous oxide and show that the effect could be substantial. Wang et al (1976) computed
1323 the effects of doubling the concentrations of CH4, N20 (as well a NH3 and HNO3) as a
1324 simple proof-of-principle test of anthropogenic perturbations to the concentrations of these
1325 compounds.

1326

1327 They found that the combined effects of doubling concentrations of CH4 and N20 also
1328 approached 1K once the climate system had re-equilibrated to the elevated concentrations
1329 and forcing. To advance beyond these simpler tests required modeling the joint interactions
1330 between the physical climate system and the radiatively active species together with the

1331 associated networks of chemical sources and sinks for these species More advanced models

1332 that include these interactions can treat the nonlinear effects of spectral overlap among the

62

Accepted for publication in Meteorological Monographs. DOI 10.1175/AMSMONOGRAPHS-D-19-0001.1.



1333 well-mixed greenhouse gases, ozone, and water vapor. Ramanathan (1980) constructed a
1334 prototype of this class of coupled chemistry-climate model and showed that the non-CO2
1335 WMGHGs could contribute nearly half the warming projected for 2025 assuming persistence
1336 of extant emissions trends. This conclusion was buttressed in subsequent studies starting with
1337 Ramanathan et al (1985) who concluded that the minor well-mixed greenhouse gases could
1338 contribute as much warming as projected increases in CO2 concentrations. Indirect effects of
1339 CH4 and N20 were also uncovered in this time frame and are discussed in greater detail in
1340 Section 4.1.

1341

1342 Because chlorofluorocarbons (CFCs) have strong bands in the mid-infrared window, a region
1343 of the spectrum otherwise largely transparent to terrestrial infrared radiation, increasing

1344 concentrations of these gases leads to rapid increases in the Earth’s greenhouse effect (Fig.
1345 3.2). Lovelock et al. (1973), after discovering the ubiquity of CFCs in the Earth’s

1346 atmosphere, suggested that it might serve as a greenhouse gas. The implications of

1347 unchecked historical emissions of these gases (prior to the imposition of the Montreal

1348 Protocols in 1987) and the consequent increase in the total greenhouse effect for the mean
1349 surface temperature were first calculated by Ramanathan (1975). He found that continuing
1350 emissions unabated until the year 2000 would ultimately lead to increases in surface

1351 temperature approaching 1 K. Unlike CO2, the major absorption bands of the CFCs are far
1352 from saturated, and therefore the forcing increases linearly and rapidly with increasing

1353 concentration.

1354
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1355 Ramanathan et al (1985 investigated a larger set of compounds, including several CFCs, one
1356 HCFC and some fully fluorinated compounds (Fig 3.3). Fisher et al. (1990) expanded the
1357 number of halocarbons having a greenhouse effect by providing radiative forcing for a large
1358 group of CFC replacements including HCFCs and HFCs. Some of the halocarbons have
1359 major absorption bands outside the The mid-infrared window and thus have strong overlap
1360 with water vapor and even some with CH4 and N20 (Ramanathan et al., 1985). Pinnock et
1361 al. (1995) illustrated how the radiative forcing varies over the infrared spectral region for an
1362 increase in 1 ppb of an idealized halocarbon absorbing equally at all wavelengths (Fig. 3.4).
1363 The figure shows that halocarbons absorbing particularly in the region 800-1000 cm™ are
1364 very efficient compared to e.g. compounds like CF4 with strong absorption band located
1365  closer to 1300 cm™.

1366

1367 Due to the weak absorption by the halocarbons and weak overlap by other gases in the mid-
1368 infrared window region Dickinson et al. (1978) showed that these compounds warm the
1369 lower stratosphere. This is unlike CO2 and most halocarbons therefore have a positive

1370 contribution to radiative forcing from the stratospheric adjustment rather than the negative
1371 contribution from CO2 (see section 2). The state of knowledge of radiative forcing per unit
1372 concentration change for halocarbons is discussed in section 11.3 on Radiative Efficiency.
1373 While much of the work to date had stressed the climatic effects of the infrared bands of
1374 these minor well-mixed gases, the fact that the shortwave bands also contribute non-

1375 negligible forcing was first highlighted by Collins et al. (2006).

1376
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1377 Their study showed that all of the atmosphere-ocean global climate models participating in
1378 the Fourth Assessment Report of the IPCC omitted the shortwave effects of CH4 and N20.
1379 This omission was starting to be corrected by the time of the Fifth Assessment, and these
1380 effects have now been incorporated into the simple bulk formulas for forcing by these

1381 greenhouse gases (Collins et al.,, 2018; Etminan et al., 2016). The simple formula in Etminan
1382 et al. (2016) includes in addition to direct shortwave effect the shortwave contribution due to
1383 stratospheric temperature adjustment and updated water vapor overlap with methane,

1384 resulting in a 25% enhancement in the radiative forcing of methane

1385

1386

1387
1388
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1389 3.2 Summary and Challenges

1390

1391

1392 While current LBL models are more than sufficient for accurately computing the climate
1393 forcing from WMGHG (Mlynczak et al., 2016), unfortunately this accuracy has not been

1394 propagated to the radiation codes used in the ensemble of climate models used for climate

1395 projections. The first systematic quantifications of the spread in CO; radiative forcing were

1396 conducted using the generation of models used in the first IPCC assessment (Cess et al., 1993;
1397 Ellingson & Fouquart, 1991; Fels et al. 1991), followed by evaluations of modeled forcings
1398 used in the fourth (W. D. Collins et al., 2006) and fifth (Soden, Collins, & Feldman, 2018)

1399 IPCC assessments.

1400

1401

1402 The 1-sigma relative range in the TOA forcings for the latter two studies is 20%, approximately
1403 1.5 decades larger than the LBL uncertainty (Fig. 3.5). This has significant implications for the
1404 interpretation of historical climate change simulations. Reduction and ideally elimination of this
1405 large range in COz radiative forcing remains an ongoing challenge for the climate modeling
1406 community, with efforts continuing under the WCRP/CMIP6 Radiative Forcing Model

1407 Intercomparison Project (RFMIP) (Pincus et al., 2016). Better agreement of ESM radiative
1408 parameterizations with LBL models is both feasible and highly desirable. It would help ensure
1409 more accurate interpretations of the historical climate record and more actionable projections of
1410 future climate and climate-change mitigation scenarios.

1411

1412

1413
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1414 Figure 3.1: Vertical distributions of temperature in
1415 Figures: radiativeconvective equilibrium for various values

1213 of CO2 content. (Manabe and Wetherald, 1967).
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Fig. 3. Spectral locations of the absorption features of various trace gases. The spectral region between 7 and 13 pm is
referred to as the atmospheric “window.” The anthropogenic trace gases have the potentials for making it into a “dirty
window.” This figure was provided by J. T. Kiehl (private communication, 1986).
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Figure 3.2: Spectral locations of the absorption features of various trace gases. The spectral
region between 7 and 13 um is referred to as the atmospheric “window” because of its relative
transparency compared to neighbouring spectral regions. The anthropogenic trace gases have

the potentials for making it into a “dirtier window.” (Ramanathan et al, 1987).

1420
1421
1422
1423
1424
1425
1426
1427
1428
1429

1430
1431 SENSITIVITY TO UNIFORM INCREASE IN MIXING RATIO

05—
1432
1433 I-— Ota | ppbv |ncreuse—-|

1434
1435
1436
1437
1438
1439
1440
1441

1442 %
1443 TRACE GAS

1444 Fig. 1. Surface temperature increase due to a (-1 ppbv increase in trace gas concentration. Tropospheric O,, CH,, and
N, O increases are also shown for comparison.
1445

1446
1447
1448 Figure 3.3: Surface temperature increase due to a 0-1 ppbv increase in
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Figure 3. Radiative forcing per unit cross section for the
GAM atmosphere including clouds, for a 0-1 ppbv increase in
mixing ratio. This graph is repeated in tabular form in the
Table 8.

1452

1453 Figure 3.4: Radiative forcing per unit cross section for a 0-1 pp by increase

1454 in mixing ratio of a gray-body absorber (Pinnock et al, 1995).
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Reducing the uncertainty

Radiative forcing uncertainty in GCMs has remained
high over the past 25 years. LBL calculations show that
this uncertainty can be substantially reduced.

6
®
°
H i ‘
i=
S :
2
S o
S .
g3 4
g :
8
?f; z
X ® 200 mbar {~12 km anove ground level}
1 TOA {top of the atmosphere) |
@ GCM results
A |BL results
0 ] 1 1
Cessetal. (2) Collinsetal. (3} Chung & Soden (6)
1457 1993 2006 2015
1458
1459 Figure 3.5: Estimates of radiative forcing from doubling CO2 from three
1460 multi-model intercomparisons spanning 1993 to 2015, at the top of the
1461 atmosphere and a pseudo-tropopause at 200 mb (Soden et al., 2018).
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1465
1466

1467 Section 4: Short-lived trace gases and chemistry-climate interactions

1468

1469

1470 The importance of atmospheric chemistry for climate began to be recognized after a

1471 multitude of advances in the early 1970s revealed a chemically active atmosphere that
1472 could be perturbed both by natural and anthropogenic activities (National Research

1473 Council, 1984). The foundation for these advances was laid over the preceding four to five
1474 decades. This included the knowledge of stratospheric 0zone photochemistry (Chapman
1475 1930; Hampson 1965; Bates and Nicolet 1950), urban photochemical air pollution

1476 (Haagen-Smit 1952; Altshuller and Bufalini 1965) and tropospheric composition and
1477 photochemistry (Cadle and Allen 1970; Bates and Witherspoon (1952). Developments
1478 were also dependent on quantitative but (initially) highly uncertain estimates of

1479 atmospheric amounts of several trace gases including ozone (in the stratosphere only),
1480 nitrogen, oxygen, noble gases, CO2, H20, CH4 and N20 (below the tropopause) (see
1481 section 1 for more details). We review below developments in atmospheric chemistry that
1482 set the stage for the recognition of chemistry as an integral part of the climate system and
1483 process- level advances made thereafter that have shaped our knowledge of radiative
1484 forcing from short- lived trace gases and chemistry-climate interactions.

1485

1486

1487
1488
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1489 Section 4.1 Atmospheric Chemistry and Climate Connections in 1970s-1980s

1490

1491 The importance of chemistry for the radiative forcing of climate change was recognized
1492 by studies in the early 1960s that highlighted the important role of ozone in maintaining
1493 stratospheric temperature and the tropopause (Manabe and Mdller 1961; Manabe and
1494 Strickler 1964). The seminal work of Manabe and Wetherald (1967) demonstrated that
1495 stratospheric ozone is not only important for maintaining stratospheric temperature but
1496 also influences tropospheric and surface temperature though the effect is small compared
1497 to that of COa.

1498

1499 A series of new developments in atmospheric chemistry through the 1970s and 1980s
1500 established the close links between stratospheric and tropospheric composition and

1501 chemistry and how human activities can perturb these linkages with consequences for
1502 climate change. The first of these developments was the discovery of human influence on
1503 stratospheric ozone through catalytic ozone destruction via nitrogen oxide (NOx)

1504 (Crutzen 1970). Studies showed that increases in NOx due to human activities leading to
1505 enhanced fossil fuel combustion (such as from a planned fleet of high-altitude supersonic
1506 transport planes) (Johnston 1971; Crutzen 1972a; McElroy et al. 1974) or changes in its
1507 primary source gas, N2O (McElroy et al. 1977; Wang and Sze 1980) could cause

1508 significant stratospheric ozone loss in the future with consequences for climate

1509 (Ramanathan et al. 1976).

1510

72

Accepted for publication in Meteorological Monographs. DOI 10.1175/AMSMONOGRAPHS-D-19-0001.1.



1511 Around the same time, Molina and Rowland (1974) identified the role of

1512 chlorofluorocarbons (CFCs) as a major source of chlorine responsible for catalytic ozone
1513 destruction. Further developments in the understanding of the evolution of stratospheric
1514 ozone depletion during this time period are reviewed elsewhere (Wallington et al. 2018;
1515 Solomon 1999; Crutzen and Lelieveld 2001).

1516

1517 The next key development in atmospheric chemistry was the identification of the

1518 hydroxyl (OH) radical as the primary driver of tropospheric chemistry by Levy (1971).
1519 Observational evidence of large concentrations of tropospheric OH (Wang and Davis
1520 1974; Wang et al. 1975; Perner et al. 1976) combined with theoretical and modeling
1521 work established that OH plays an extremely important role in controlling the

1522 abundance and lifetime of several trace gases emitted at the Earth’s surface were either
1523 directly radiatively active (e.g., methane, halogenated hydrocarbons) or affected the
1524 abundance of other radiatively active gases by influencing OH concentrations (e.g.,
1525 CO, NMHCs (McConnell et al. 1971; Wofsy et al. 1972; Singh 1977; Chameides and
1526 Cicerone 1978; Logan et al. 1981). Thus, OH came to be recognized as the chemical
1527 filter or cleansing agent in the troposphere with important consequences for

1528 calculations of radiative forcing.

1529

1530 Finally, a major development that solidified the focus on chemistry-climate

1531 interactions was the recognition of the essential role of tropospheric ozone in

1532 determining the chemical composition and the radiation budget of the Earth’s

1533 atmosphere. Till the work of Levy (1971), ozone was assumed to be, except over
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1534 polluted regions, injected into the troposphere from the stratosphere due to mixing
1535 processes, chemically inert, and destroyed at the Earth’s surface (Regener 1938; Junge
1536 1962; Fabian and Pruchniewicz 1977). The understanding evolved as both theoretical
1537 and observational analysis showed that the photochemical source of tropospheric

1538 ozone from OH-initiated oxidation of CO, methane, and other hydrocarbons in the
1539 presence of NOxdominates over that provided via transport from the stratosphere

1540 (Crutzen 1972b, 1973; Chameides and Walker 1973; Fishman et al. 1979b; Fishman
1541 and Crutzen 1978). Subsequently, Fishman (1979a) quantified the climate influence of
1542 tropospheric ozone using its observed distribution.

1543

1544 Advances in understanding of atmospheric chemistry in both the troposphere and

1545 stratosphere, therefore, led to better understanding of its interactions with climate.
1546 Before elaborating on the calculation of ozone radiative forcing, we summarize below
1547 the key chemical interactions leading to indirect radiative forcing of climate change
1548 that were recognized by the end of 1980s based on modeling studies with simplistic
1549 representation of physical, chemical, and dynamical processes (see Wang et al. 1986;
1550 Ramanathan et al. 1987; Wuebbles et al. 1989 for more details). Tropospheric

1551 hydroxyl radical, as the primary sink for many trace gases, was at the center of these

1552 chemistry-climate interactions as illustrated in Figure 4.1.

1553 ® Since reaction with OH is the primary removal mechanism for methane, CO, non-
1554 methane hydrocarbons, many halogenated hydrocarbons, DMS, and SO2 any
1555 changes in the abundance of these gases would alter OH with subsequent
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1556 feedbacks on the lifetime and abundance, and therefore climate effects of methane

1557 and halogenated hydrocarbons.

1558

1559 e Changes in the emissions of NOx, methane, CO and non-methane hydrocarbons
1560 would affect tropospheric ozone with subsequent climate effects via tropospheric
1561 ozone changes or OH induced changes in the abundances as mentioned above.
1562

1563 ® Changes in stratospheric ozone would impact tropospheric OH concentrations by
1564 influencing the rate of photolysis of tropospheric ozone resulting in the formation
1565 of O1(D) — the primary source of tropospheric OH.

1566

1567 ® |ncreased water vapor in a warmer climate would enhance OH with impacts on
1568 abundances of tropospheric ozone (depending on the levels of tropospheric NOx)
1569 and methane.

1570

1571 e Oxidation of methane is a major source of stratospheric water vapor. Hence, any
1572 changes in methane would also influence stratospheric water vapor with

1573 subsequent climate implications due to water vapor radiative effects.

1574

1575 By mid-1980s, the scientific community recognized that a full understanding of the
1576 possible changes in ozone distribution and its subsequent effects on climate and
1577 biologically important UV radiation would require not only consideration of

1578 stratospheric processes but also knowledge of often coupled and non-linear, physical,
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1579 chemical and biological processes controlling the chemical composition of the

1580 troposphere. This was reflected in the first international scientific assessment of ozone
1581 sponsored by the World Meteorological Organization (WMO 1985).

1582

1583 The inhomogeneous distribution of ozone coupled with the different interactions of
1584 stratospheric and tropospheric ozone with solar and longwave radiation necessitated
1585 calculations of radiative forcing due to changes in stratospheric and tropospheric ozone
1586 separately. The net effect of a reduction in stratospheric ozone on surface temperature
1587 depends upon the balance between warming due to enhanced solar radiation reaching
1588 the surface-troposphere system and cooling due to reduced longwave radiation emitted
1589 by the stratosphere both because of the reduction in stratospheric ozone and the

1590 consequent cooling (the “stratospheric temperature adjustment” process described in
1591 section 2). Studies relying on model predictions of ozone distribution showed that the
1592 sign of surface temperature change depends on the vertical distribution of the

1593 stratospheric ozone change (Ramanathan and Dickinson 1979; Wang et al. 1980;

1594 Ramanathan et al. 1985 ). Further progress on the sensitivity of surface temperature to
1595 observed changes in the vertical distribution of ozone came in 1990 with the iconic
1596 work of

1597  Lacis et al (1990) who showed that ozone changes in the upper troposphere and lower
1598  stratosphere are most effective in forcing climate change. Surface temperature is much
1599  more sensitive to tropospheric ozone perturbations relative to stratospheric ozone

1600  changes because the longwave opacity of tropospheric ozone is nearly the same as that

1601  of stratospheric ozone, and the solar and longwave effects of tropospheric ozone change
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1602  affect surface temperature in the same direction (Ramanathan et al. 1985). Studies
1603  estimated the net radiative effect of ozone changes from preindustrial up to 1980s to
1604  cause warming despite a net reduction in ozone column (driven by CFC induced

1605  stratospheric ozone depletion) because of the greater radiative efficiency of

1606  tropospheric ozone (Owens et al. 1985;Lacis 1985; Ramanathan and Dickinson 1979).
1607

1608

7
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1609 Section 4.2. Radiative Forcing due to Short-lived Trace Gases: 1990 to 2000

1610

1611 By the early 1990s, a better understanding of the effect of ozone on radiative forcing and its
1612 strong dependence on the vertical profile of ozone change throughout the troposphere and

1613 stratosphere as well as on its total amount had emerged (Schwarzkopf and Ramaswamy 1993
1614 Lacis et al. 1990; Ramaswamy et al. 1991; Shine et al. 1990). Unlike sparse observational

1615 constraints on tropospheric ozone trends, better constraints on stratospheric ozone trends (e.g.
1616 Stolarski et al. 1991) facilitated quantitative assessment of its radiative forcing indicating that
1617 ozone reductions between 1979 to 1990 caused a negative radiative forcing (Ramaswamy et al.
1618 1991).

1619

1620 Estimates of radiative forcing due to ozone continued to be refined through the mid-1990s
1621 (IPCC 1994, 1995) though the level of confidence was low around this time (Figure 1.2 in
1622 section 1). Low confidence in stratospheric ozone forcing was largely driven by more than a
1623 factor of two spread in model computed values of stratospheric ozone forcing (Shine et al.
1624 1995a,c,b; Schimel et al. 1996). Similarly, for tropospheric ozone, studies based on modeled or
1625 limited observations of ozone trends agreed that increases in tropospheric ozone since

1626 preindustrial times have resulted in a positive forcing (e.g., Hauglustaine et al. 1994; Marenco et
1627 al. 1994; Mohnen et al. 1993) but there was large uncertainty as summarized in the IPCC 1994
1628 special report and SAR (Shine et al. 1995b; Schimel et al. 1996). The major difficulty in

1629 accurately estimating global ozone forcing was limitations in the knowledge of changes in
1630 vertical, horizontal and temporal distributions of ozone (Prather et al. 1995; Stordal et al. 1995;

1631 Ko et al. 1995). This was particularly true for tropospheric 0zone whose distribution was
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1632 difficult to capture in the two-dimensional models used widely until the mid 1990s (Prather et
1633 al. 1994; see Peters et al. 1995 for a review of tropospheric chemistry models until 1995).

1634 Furthermore, it was difficult to demonstrate confidence in model-derived trends because of the
1635 lack of strong observational constraints. Chemistry-climate interactions were recognized to have
1636 a significant effect on the total radiative forcing of climate and were deemed important to be
1637 accounted for in the assessment of potential future climate change as highlighted in Chapter 2 of
1638 the FAR (Shine et al. 1990) (Figure 4.1).

1639

1640

1641

1642 The first quantitative estimate of the indirect radiative effects, in terms of Global Warming

1643 Potentials (GWPs; see section 11.2 for definition), from increases in emissions of methane, CO
1644 and NOx was based on results from a two-dimensional model representing the fundamentals of
1645 atmospheric chemistry known at the time (Hough and Derwent 1990). Although there was a fair
1646 degree of confidence in the sign of the indirect effects (Isaksen et al. 1991), these early

1647 estimates were found to be too uncertain and likely overestimated (Johnson et al. 1992; Isaksen
1648 et al. 1992; Lelieveld and Crutzen 1992; Isaksen et al. 1991). Two-dimensional tropospheric
1649 chemistry models that had been primarily used until the mid-1990s were of limited scope in
1650 adequately characterizing the complex chemical and physical processes and the nonlinear

1651 interactions between them (Prather et al. 1995; Olson et al. 1997; Stordal et al. 1995) hampering
1652 the accurate quantification of indirect radiative forcing (Shine et al. 1995b,c; Schimel et al.

1653 1996). Limited atmospheric measurements on global scale for many species, including ozone,
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1654 CO, NOx, and NMHCs, needed to characterize historical trends and provide constraints on
1655 models, further restricted the ability to robustly quantify indirect radiative forcing..

1656

1657

1658  Progress was however made in better definition and quantification of indirect forcing

1659  from methane increases driven by theoretical (Prather 1994) and multi-model analysis (Prather et
1660  al. 1995; Stordal et al. 1995). Forcing due to the chemical feedback of methane increases on its
1661  own lifetime via reduced tropospheric OH (OH changes discussed in section 4.3) was no longer
1662  considered an indirect effect as this effect would be implicitly included in the estimates for the
1663  forcing due to historical methane changes (Schimel et al. 1996). The influence of methane

1664  increases on tropospheric ozone and stratospheric water vapor was estimated to add about 25%
1665 to the direct methane forcing (Schimel et al. 1996; Prather et al. 1995).

1666

1667  From the late 1990s onwards, the development and application of sophisticated global climate
1668  models with some representation of atmospheric chemistry (see Zhang 2008; Young et al. 2018
1669  fora historical overview of atmospheric chemistry in global models) combined with

1670  improvements in the knowledge of chemical and physical processes affecting the distributions
1671  of short-lived gases, and better atmospheric observations led to significant improvements in
1672  forcing estimates as assessed in the TAR (Ramaswamy et al. 2001). Results from several studies
1673  applying various approaches and observational evidence of ozone loss for a longer period (e.qg.,
1674  MacKay et al. 1997; Forster 1999; F. Forster and Shine 1997; Hansen et al. 1997; Granier et al.

1675  1999) enhanced the level of scientific understanding of stratospheric ozone forcing of -0.15+0.1

1676 Wm™ for the period 1979 to 1997 (Ramaswamy et al. 2001). Approximate consistency between
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1677  observed lower stratospheric temperature trends since the late 1970s and that simulated by global
1678  climate models forced with observed ozone losses confirmed that forcing from the decline in
1679  ozone is indeed negative (Hansen et al. 1997a). However, a clear attribution was complicated by
1680  the possible role of cooling from increasing stratospheric water vapor (Forster and Shine 1999),
1681  observations of which were limited.

1682

1683 Results based on global three-dimensional model studies of preindustrial to present-day

1684 tropospheric ozone changes driven by precursor emissions (e.g., Roelofs et al. 1997;

1685 Haywood et al. 1998; Dorland et al. 1997; Berntsen et al. 1997; Mickley et al. 1999;

1686 Brasseur et al. 1998; Stevenson et al. 1998) along with those based on satellite-inferred

1687 ozone column changes (Portmann et al. 1997; Kiehl et al. 1999) alleviated uncertainties

1688 in the tropospheric ozone forcing estimates (Granier et al. 1999; Ramaswamy et al.

1689 2001). Process studies provided better understanding of the sensitivity of surface

1690 temperature to the vertical distribution of ozone and clouds, and the spatial distribution

1691 of ozone forcing (e.g., Forster and Shine 1997; Hansen et al. 1997b; Hauglustaine and

1692 Brasseur 2001).

1693

1694 Although the level of confidence in tropospheric ozone forcing had increased,

1695 uncertainties remained because of the large model diversity in predicted historical ozone

1696 changes and limited observational constraints on ozone trends (Prather et al. 2001 and

1697 references therein). Limitations in our understanding of not only the complex non-linear

1698 chemical interactions between ozone precursors but also the historical evolution of the
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1699 emissions of specific precursors impeded the quantitative attribution of ozone forcing up
1700 until this time (Prather et al. 2001 and references therein).

1701

1702 Studies also highlighted the importance of including feedbacks between climate and
1703 chemistry on the assessment of the climate impact of short-lived species (Prather et al.
1704 2001). Here, we do not cover the details of this feedback but refer to past IPCC reports
1705 and several review papers on this topic (Prather et al. 2001; Jacob and Winner 2009;
1706 Fiore et al. 2012, 2015; Isaksen et al. 2009; Denman et al. 2007; VVon Schneidemesser et
1707 al. 2015; Brasseur 2009; Kirtman et al. 2013; Monks et al. 2015).

1708

1709 Much progress was made in the quantitative estimates of forcings from chemistry-

1710 climate interactions in the latter half of the 1990s as assessed in the TAR. The indirect
1711 forcing from methane changes continued to be the best studied, with explicit

1712 quantification of the individual effects on its own lifetime, tropospheric ozone,

1713 stratospheric water vapor, and CO2 (e.g., Hauglustaine et al. 1995; Lelieveld et al. 1998;
1714 Fuglestvedt et al. 1996). Modeling studies also quantified indirect forcing from changes
1715 in CO and a suite of NMHCs through their influence on methane lifetime, tropospheric
1716 ozone and CO; (Daniel and Solomon 1998; Johnson and Derwent 1996).

1717

1718 Accurate calculation of the indirect forcing of NOx remained challenging because of
1719 counteracting effects— increased NOx emissions increase tropospheric ozone producing
1720 a short- lived regional positive forcing, but increase OH concentration lowering methane

1721 abundance (with a consequent decrease in ozone) that produces a longer-lived global
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1722 negative forcing partially offsetting the short-lived positive ozone forcing (Ramaswamy
1723 et al. 2001 and references therein). Studies showed that the ozone and OH perturbations
1724 strongly depended on the location of NOx emission perturbations because of the non-
1725 linear ozone chemistry and differences in mixing regimes (e.g., Fuglestvedt et al. 1999).
1726

1727 Diversity in results of model studies that resolved the complex and non-linear effects of
1728 emission changes on ozone and OH radical and limitations in observational constraints
1729 to build confidence in them remained a significant source of uncertainty in these

1730 estimates of indirect forcings (Ramaswamy et al. 2001).

1731

1732

1733
1734
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1735 Section 4.3. Emission-based radiative forcing for Short-lived Climate Forcers (SLCFs):
1736 2000-present

1737

1738 Over the past two decades, the development of increasingly sophisticated comprehensive
1739 global chemistry models in terms of their design (e.g., models with coupled

1740 stratospheric-tropospheric chemistry, global climate model with online chemistry) and
1741 the representation of complex physical and chemical processes (e.g., trace gas-aerosol
1742 interactions, interactive natural emissions), combined with better estimates of trace gas
1743 emissions and the availability of longer observational records has facilitated advances in
1744 the attribution of the changes in short-lived trace gases and their forcings (Forster et al.
1745 2007; Myhre et al. 2013).

1746

1747 Consideration of coupled stratospheric and tropospheric chemistry in global models has
1748 facilitated greater understanding of the influence of changes in stratospheric ozone and
1749 ozone depleting substance (ODSs) on tropospheric ozone and the effect of tropospheric
1750 0zone precursors on stratospheric ozone (e.g., Shindell et al. 2006; Hegglin and Shepherd
1751 2009; Eyring et al. 2013; Young et al. 2013), which has led to better accounting of these
1752 impacts on the radiative forcing due to ozone (Gauss et al. 2006; Stevenson et al. 2013;
1753 Myhre et al. 2013; Forster et al. 2007; Shindell et al. 2013; Banerjee et al. 2016).

1754 Coupled chemistry-climate models have enabled assessment of the changes in ozone
1755 induced by climate change (i.e., chemistry-climate feedbacks; see Isaksen et al. 2009;

1756 more refs), and the resulting radiative forcing (e.g., Gauss et al. 2006; Stevenson et al.
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1757 2013; Forster et al. 2007) and feedbacks on climate (e.g., Nowack et al. 2015; Chiodo et
1758 al. 2018; Marsh et al. 2016).

1759

1760 A major development in the quantification of forcing due to tropospheric ozone and

1761 chemistry-climate interactions over this period has been the adoption of an emissions-
1762 based approach (Shindell et al. 2009, 2005) to estimate the contribution of anthropogenic
1763 emissions of individual ozone (or aerosol) precursors to the preindustrial to present- day
1764 radiative forcing either via direct influences (e.g., ozone, methane, or aerosols) or

1765 indirect effects (Myhre et al. 2013; Forster et al. 2007). With this approach, model

1766 representation of couplings between gas-phase and aerosol chemistry in the troposphere
1767 has helped elucidate indirect effects of trace gases on aerosols via influences on ozone
1768 and OH and the resulting forcing (Shindell et al. 2009; Von Schneidemesser et al. 2015).
1769 Additionally, indirect forcing through detrimental ozone effects on vegetation (see

1770 section 6 for discussions on forcing from land and biogeochemical interactions) have
1771 also been explored (Sitch et al. 2007; Collins et al. 2010; Kvalevag and Myhre 2013).
1772 These emissions-based radiative forcing estimates (Figure 4.2) give a significantly

1773 different relative importance to various emissions (Forster et al. 2007; Myhre et al. 2013)
1774 than that suggested by abundance-based assessments in the past. Radiatively active short-
1775 lived trace gases (and aerosols; see section 5) and their precursors are now collectively
1776 termed as Short-lived Climate Forcers (SLCFs) as their climate impact is mainly felt
1777 within the first one to three decades (near term) of their emissions (Myhre et al., 2013;
1778 Fiore et al., 2015) in contrast to long-lived greenhouse gases. Furthermore, the short

1779 lifetimes of SLCFs result in spatially inhomogeneous abundances and associated forcings
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1780 highly sensitive to the location of emissions. Consequently, climate influence from
1781 SLCFs is more important on a regional scale (e.g., Fry et al. 2012; Collins et al. 2013;
1782 Aamas et al. 2017) contrary to the relatively homogeneous spatial influence from well-
1783 mixed greenhouse gases.

1784

1785 The question of how global mean hydroxyl radical has evolved in the past and will
1786 change in the future in response to anthropogenic emission and climate change remains
1787 highly relevant to the estimates of SLCF radiative forcing given the dependence of SLCF
1788 atmospheric lifetimes on OH (section 4.1). Significant progress has been made in the
1789 understanding of fundamental atmospheric chemistry of OH with advances in both
1790 observations and modeling (e.g., Stone et al, 2012; Rohrer et al., 2014), however the
1791 answer to this question remains at an impasse. The atmospheric chemistry community
1792 has mostly relied on global chemistry models to derive past changes and predict future
1793 evolution of OH over long time scales, and on proxies, such as methyl chloroform, to
1794 derive OH variability over the past ~35 years during which we have observations (e.g.,
1795 Prinn et al., 2001; Bousquet et al., 2005; Montzka et al., 2011; Rigby et al., 2017; Turner
1796 etal., 2017). There is no consensus in the global model estimates of changes in

1797 tropospheric mean OH abundance from preindustrial to present-day based on studies
1798 over the past ~40 years as displayed in Table 4.1. The simulated change in present day
1799 OH relative to preindustrial ranges from a decline to no change to an increase due to
1800 varying levels of offsetting effects from increases in OH sinks (methane, CO, NMHCs)
1801 and increases in factors that increase OH (water vapor, tropospheric ozone, NOx, and

1802 UV radiation) (e.g., Naik et al., 2013). This is in contrast to the 30% decline in present-
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1803 day OH relative to preindustrial inferred from ice core measurements, although with
1804 large uncertainties (Alexander and Mickley 2016). There are also large discrepancies in
1805 the projections of global OH levels with implications for estimates of future SLCF
1806 forcing (e.g., Voulgarakis et al. 2013). Changes in OH over the past ~35 years and their
1807 role in the renewed growth in atmospheric methane since 2007 are intensely debated in
1808 the literature with no consensus view (Turner et al., 2019).

1809

1810 Global chemistry-climate models have remained the tools of choice to quantify the
1811 contribution of SLCF emissions to radiative forcing of climate change as observational
1812 constraints are sparse (e.g., for tropospheric ozone Bowman et al., 2013). Multi-model
1813 intercomparison projects (MIPs) involving coordinated experiments with chemistry
1814 models provide a means of exploring structural uncertainty related to model

1815 representation of various physical and chemical processes determining the distribution
1816 and budgets of SLCFs and have informed IPCC as well as other international

1817 assessments (see Young et al. 2018 for a brief history of MIPs for chemistry).

1818

1819 Similar to climate model intercomparisons (e.g., Meehl et al., 2007), analysis is focused
1820 on multi-model means because the ensemble average across structurally different models
1821 shows better agreement with available observations with individual model biases

1822 canceling out, while the spread across models is considered a measure of uncertainty
1823 (e.g., Young et al. 2013). However, because these ensembles represent “ensembles of
1824 opportunity”, the spread across models does not necessarily span the full range of

1825 structural as well as process uncertainty (Tebaldi and Knutti 2007).
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1826

1827 For chemistry models, early MIPs focused on exploring the uncertainty in model

1828 representation of specific processes affecting the distribution and budget of tropospheric
1829 ozone and related trace gases (e.g., PhotoComp in Olson et al., 1997 and OxComp in
1830 Prather et al., 2001). Computation of ozone radiative forcing within MIPs came about
1831 later in the 2000s beginning with the framework of Atmospheric Chemistry Composition
1832 Change: an European Network (ACCENT; Gauss et al. 2006) that informed the AR4
1833 report (Forster et al. 2007). The specifications of the simulations for MIPs improved with
1834 the development of a consistent set of gridded anthropogenic precursor emissions

1835 describing their preindustrial to present day evolution (Lamarque et al. 2010). This

1836 common dataset employed by the more recent ACCMIP (Atmospheric Chemistry and
1837 Climate Model Intercomparison Project) (Lamarque et al. 2013) allowed for increased
1838 comparability of model simulations of tropospheric ozone (and aerosols) abundances and
1839 resulting radiative forcings as assessed in AR5 (Myhre et al. 2013). Uncertainties in

1840 emission estimates (e.g., Granier et al., 2011; Bond et al., 2013) have consequences for
1841 SLCF radiative forcing. New and revised estimates of the historical evolution of SLCF
1842 and their precursor emissions (Hoesly et al, 2018; van Marle et al. 2017) provide a means
1843 of exploring the contribution of emission uncertainty to SLCF forcing uncertainty. The
1844 Aerosol Chemistry Model Intercomparison Project (AerChemMIP) in support of the
1845 forthcoming IPCC assessment (ARG6) is designed to quantify and explore uncertainties in
1846 the forcing due to anthropogenic emissions of SLCFs thereby providing better constraints
1847 on the role of SLCFs in climate forcing (Collins et al. 2017).

1848
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1849
1850 Section 4.4. Summary and Challenges

1851

1852 In this section, we have reviewed the evolution of our knowledge of radiative forcing from
1853 short-lived trace gases and chemistry-climate interactions over the past approximately four
1854 decades.

1855

1856 Significant progress has been made beginning with the recognition of the role of

1857 stratospheric ozone on climate change to the scientific understanding and quantitative
1858 estimate of the contribution of emissions of a suite of SLCFs to Earth’s radiative forcing.
1859 The use of comprehensive global chemistry-climate models combined with observational
1860 constraints where available have enhanced our ability to capture complex chemical

1861 interactions in the computation of SLCF radiative forcing. However, challenges remain in
1862 quantifying the forcing due to anthropogenic emissions of SLCFs as outlined below:

1863

1864 e A persistent uncertainty in constraining the radiative forcing from SLCFs is
1865 the limited or no knowledge of preindustrial precursor emissions and atmospheric burdens
1866 (e.g., for tropospheric ozone as highlighted by Stevenson et al., 2013).

1867

1868 e  The spatial distribution of ozone precursor emissions has undergone a

1869 dramatic change over the last couple of decades with emissions declining in the developed
1870 mid-latitude and rising in the developing tropical regions (e.g., Zhang et al., 2016). The
1871 consequences of such emission distribution for chemistry-climate interactions and

1872 consequent SLCF forcing is not clear.
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1873
1874 ° The debate over how global mean OH is changing in response to changing

1875 anthropogenic emissions and climate change, and the implications of this change for the
1876 abundance and lifetime of SLCFs is yet to be resolved. It has been a challenge to narrow
1877 down the reasons for differences in global model simulations of the evolution of

1878 atmospheric OH (e.g., Naik et al., 2013; Voulgarakis et al., 2013). Recent efforts

1879 combining observations and model results in novel ways show promise in understanding
1880 the causes of model disagreement (e.g., Nicely et al., 2017; Prather et al., 2018).

1881

1882
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1883 Tables:
1884

1885 Table 4.1. Percent change in present day OH relative to preindustrial compiled from
1886 literature (based on Murray et al. 2014). The definition of present day varies depending
1887 on the year of publication of the study.

Reference % Change in OH since Method
preindustrial
McElroy (1989) +60% 1-D model
Hough and Derwent (1990) -19% 2-D model
Valentin (1990) -9% 2-D model
Law and Pyle (1991) -13% 2-D model
Pinto and Khalil (1991), Lu and Khalil -4% 1-D model, multi 1-D
(1991) model
Staffelbach et al. (1991) -30% ice core
measurements
of
formaldehyde
Crutzen and Zimmerman (1991) -10% to -20% 3-D model
Thompson et al. (1993) -20% Multi 1-D model
Martinerie et al. (1995) +6% 2-D model
Berntsen et al. (1997) +6.8% 3-D model
Roelofs et al. (1997) -22% 3-D model
Brasseur et al. (1998) -17% 3-D model
Wang and Jacob (1998) -9% 3-D model
Mickley et al. (1999) -16% 3-D model
Grenfell et al. (2001) -3.9% 3-D model, NMHCs
Hauglustaine and Brasseur (2001) -33% 3-D model
Shindell et al. (2001) -5.9% 3-D model
Lelieveld et al. (2002) -5% 3-D model
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Lamarque et al. (2005) -8% 3-D model

Shindell et al. (2006) -16% 3-D model
1888

1889
Sofen et al. (2011) -10% 3-D model

John et al. (2012) -6% 3-D model

Naik et al. (2013) -0.6+8.8% Multi 3-D model
Murray et al. (2014) +7.7+4.3% Multi 3-D model
Achakulwisut et al. (2015) -8 to +17% Multi 3-D Model

