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Abstract 

 

The present doctoral thesis examines the properties of carbon-based, porphyrin-based and 

hybrid carbon-porphyrin nanostructures as promising candidate materials for catalysis 

(including photocatalysis) applications. I use density functional theory simulations, 

together with experimental insights from collaborators, to both explain known behaviour 

and suggest ways in which these materials can be modified for improved catalytic 

efficiency. 

Since the catalytic activity of graphitic materials is concentrated on the edges, I 

investigate their properties in several ways. First, I attempt to understand the properties of 

folded edges of graphitic nanostructures and quantify their thermodynamic stability, and 

explain how the application of an electric field leads to their opening. Edge folding can 

reduce catalytic activity by allowing bond saturation at the edge, but at the same time they 

provide a way to achieve highly porous carbon-based materials, which could be very useful 

for catalytic applications. My calculations rationalise the experimental observations about 

these folded edges. Additionally, I investigate catalysts based on carbon- and iron-based 

nanostructures, in collaboration with experimentalists. I present models for N-doped 

graphitic/ferrihydrite nanocatalysts for CO2 reduction, and for Fe-N active sites in 

graphite-based catalysts.  

In contrast with carbon nanostructures, porphyrin nanostructures exhibit a well-

defined band gap which makes them more useful in photocatalytic applications. In this 

thesis I explore possible routes to engineer the electronic properties of two types of 

porphyrin-based materials. The first type consists of fully-organic porphyrin 

nanostructures with various dimensionalities, and we show how the length of the linkers 
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between porphyrin can be used to engineer their electronic band structures. The second 

type consists of two-dimensional (2D) porphyrin-based metal-organic frameworks, where 

we explored different strategies to optimise the photocatalytic behaviour, by changing 

metal centres, partially reducing the porphyrins or changing the bridges between the 

porphyrin units. 

Finally, I consider mixed graphitic/porphyrinic structures, based on the idea that 

such composites could combine the advantages of both types of structures, leading to 

superior photocatalytic behaviour. I discuss the adsorption of porphyrins on the surfaces 

or edges of graphene nanoribbon, and how the interaction affects the electronic properties 

of the combined structures. 

Overall, the thesis shows how computer simulation approaches can be used to 

understand, and also to design and optimise the electronic properties of carbon and 

porphyrin-based nanostructures to be applied in catalysis and photocatalysis.
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Do not be dismayed by the brokenness of the world.  
All things break. And all things can be mended.  

Not with time, as they say, but with intention.  
So go. Love intentionally, extravagantly, unconditionally.  

The broken world waits in darkness for the light that is you. 
 

- L. R. Knost 

 

 

 



 

1 Introduction 

 

This thesis describes the computer simulations of nanostructures made of carbon and/or 

porphyrins, with potential applications in catalysis, photocatalysis and other functionalities. 

In this Chapter, I will introduce basic concepts related to these nanostructures, and 

summarise relevant previous work, to put ours in context. 

1.1 Carbon nanostructures 

The ability of carbon atoms to chemically bond with other carbon atoms (catenation 

property), creating large stable frameworks of interconnecting bonds with different 

hybridisation allows carbon to form a wide range of nanostructures with varying 

dimensionalities. There are several carbon allotropes including a few crystalline ones and 

many amorphous and semi-crystalline solids (for example lonsdaleite and chaoite), but the 

most recognised forms are the crystalline ones of diamond and graphite. 

A recent addition to this large family of carbon structures is graphene. This is an 

allotrope whose structure is a single layer of hexagonal arrangement of sp2-bonded carbon 

atoms (which are among the strongest bonds in nature, even stronger than carbon bonds 

in diamond). This name was first given by Mouras et al. [1] to describe a single layer of 

graphite. Nowadays, graphene has become a material of significant scientific and 

technological interest due to its outstanding electrical and mechanical performances, high 

specific surface area and stability [2-8]. 

 Graphene is a two-dimensional (2D) sheet of carbon atoms in which each carbon 

atom is bound to its three neighbours to form the honeycomb structure (see Figure 1.1a). 

In graphite, its three-dimensional (3D) parent structure, each graphene layer is arranged 
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such that half of atoms lie directly over the centre of a hexagon in the lower graphene 

sheet, and half of the atoms lie directly over an atom in the lower layer. This stacking of 

graphene layers is called the Bernal stacking (see Figure 1.1b). Other types of stacking can 

also occur, and they give different electronic properties to graphite. 

 

 

Figure 1.1. a) Crystal structure of graphene showing the honeycomb structure and 
b) graphite with the Bernal or AB stacking (dark blue carbon atoms are over the 

centre of the hexagons in the adjacent layers and dark red carbon atoms are 
stacked exactly below or above each other. 

 

Due to their sp2 bonds, graphene has an exceptional stability which is very 

important for electronic applications and especially for nanoelectronics, where structures 

are subjected to extremely large thermal and electrical stresses. The most important 

graphene properties emerge from the unique band structure of this material, which will be 

explained in detail in the next sections. 

In contrast to the very strong bonds between the carbon atoms in a graphene sheet, 

the inter-sheet van der Waals (vdW) bonding in graphite is more than 100 times weaker 

and ranks among the weakest bonds. This very weak interlayer bond causes the layers to 

become essentially decoupled from each other, which produces large anisotropies in the 

electronic and thermal properties. Also, these thin graphene layers are easily mechanically 

cleaved from a larger graphite crystal by rubbing it against a surface, for example paper, 
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causing the familiar pencil trace. In fact, graphite derives its name from this property since 

graphein is Greek for to draw [9]. 

Several other graphitic nanostructures, for example carbon nanotubes (CNTs), are 

directly related to graphene. CNTs can be seen as rolled up graphene sheets [10], and the 

CNT properties are most easily described and understood in terms of those of graphene 

[11]. 

Carbon nanotubes are classified based on their curvature and chirality. In an 

unwrapped representation of a nanotube (basically graphene sheet), the chirality describes 

how the hexagonal structure of the graphene lattice is orientated with respect to the axis 

of the tube. In Figure 1.2, it is clear how the desired chirality can be achieved. In this 

graphene sheet, the one of the carbon atoms is the origin. Picking this point up and curling 

the sheet onto one of the labelled atoms that fall between the two vectors creates a unique 

CNT. Due to the symmetry of graphite lattice, only those atoms between the two vectors 

need to be considered for a unique tube. The vector pointing from the origin to the atom 

picked to describe the CNT is known as the chiral vector (𝐶𝐶ℎ����⃗ ), which is defined in terms 

of the graphene lattice vectors labelled �⃗�𝑎 and 𝑏𝑏�⃗  as: 

𝐶𝐶ℎ����⃗ = 𝑛𝑛�⃗�𝑎 + 𝑚𝑚𝑏𝑏�⃗ ≡ (𝑛𝑛,𝑚𝑚) (1. 1) 

where n and m are integers. 

 

Figure 1.2. Chirality described by CNTs wrapping angle of a graphene sheet. 
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The angle formed by the 𝐶𝐶ℎ����⃗  and �⃗�𝑎 is called chiral angle (χ). CNTs with χ = 0º are 

known as zigzag nanotubes and are described by the chiral vector (n,0). The moniker of 

zigzag comes from the sawtooth like structure that is found around the tube 

circumference. When χ = 30º, the nanotube edges exhibit the so-called armchair 

termination and these are defined by the case when n = m, i.e. the chiral vector is (n,n or 

m,m). All other tubes that fall between these limits are referred to as chiral tubes (n,m). In 

Figure 1.3 we show some examples of these terminations. 

 

Figure 1.3. CNTs with a) zigzag, b) armchair and c) chiral terminations. 
 

Nanotubes can exist as single layered structures known as single-walled carbon 

nanotubes (SWCNTs) or can be composed by several coaxial SWCNTs nested inside one 

another and referred to as multi-walled carbon nanotubes (MWCNTs).  

1.1.1 The electronic structure of graphene 

Graphene is not a metal, is it essentially a giant organic molecule and technically a zero-gap 

semiconductor. The electrons follow the π bonds that connect neighbouring atoms when 

they travel from one atom to the next. In contrast to metals, the electrons in graphene 
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interact with the lattice in such a way that they appear to be massless (in metals, electrons 

behave more like as normal massive particles). 

 In graphene, four valence electrons in the carbon atoms form the chemical bonds 

with neighbouring carbon atoms. The orbitals of these electrons in graphene arrange in 

such a way to produce three covalent sigma bonds with neighbouring atoms in the plane. 

The electrons participating in these bonds give the graphene sheet its exceptional strength. 

While electrons in the sigma bonds do not participate in the electronic transport, they 

provide the rigid scaffolding (i.e. the rigid hexagonal honeycomb structure) of the graphitic 

system. 

All the electronic properties result from the fourth valence electron of each carbon 

atom. From this point, whenever we talk about electrons in graphene, we will be referring 

to these electrons, ignoring the sigma bonded ones. For each carbon atom, the electron is 

centred on the carbon atom and oscillates up and down through the graphene plane. This 

up and down motion produces a quantum-mechanical pz orbital. This orbital consists of 

two lobes (charge density clouds): one above and one below the graphene sheet (Figure 

1.4). The motion of the pz electrons on two neighbouring atoms can be in-phase or 

out-of-phase with each other. Moreover, the orbitals on neighbouring atoms slightly 

overlap. The energy of a pair of neighbouring pz orbitals decreases when their relative 

motion is in-phase with each other, and it increases when the motion is out-of-phase. 

Hence, when the motion is in-phase, the pair is said to be in a bonding (attractive) 

configuration, and when they are 180º out-of-phase, they are in an antibonding (repulsive) 

configuration. In general, the interaction strength can have any intermediate value 

depending on the relative phase. 
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Figure 1.4. pz
+ and pz

- orbitals of carbon atoms in graphene. 
 

Due to the non-negligible overlap of the pz orbitals on neighbouring atoms, the 

electrons readily “hop” from one atom to its neighbours. This hopping is so rapid that it 

is impossible to associate a specific electron with a specific atom. 

1.1.2 Quantum-mechanical approach of electronic structure of graphene 

In the quantum mechanical picture, each electron is described as a wave that extends over 

the entire surface of graphene sheet. This electron has a specific phase and amplitude at 

each atom. The total energy of the electron wave is found by summing the energy at each 

bond, thereby by weighting the amplitude of the electron wave at each atom with a factor 

that depends on the relative phase of the electron φij wave at neighbouring atoms i, j: 𝐸𝐸 =

−𝛾𝛾∑|Ψ(𝑖𝑖)||Ψ(𝑗𝑗)|cos �𝜙𝜙𝑖𝑖𝑖𝑖�, where 𝛾𝛾 ≈ 3 eV represents the energy due to the overlap of 

neighbouring pz orbitals. Two extreme cases of electron waves can be easily visualised: the 

first one is when φ = 0 (all in-phase) and |Ψ| = 1/√𝑁𝑁 at each atom. In this case the total 

energy of the wave is 𝐸𝐸− = −3𝛾𝛾. In the other case, φ = π so that the wave is exactly 

out-of-phase at each atom and 𝐸𝐸+ = +3𝛾𝛾. Waves with all intermediate values can be 

constructed. Those waves for which the total energy is exactly 0 are special as these define 

the Fermi surface for neutral graphene. 

 As demonstrated in the two extreme examples above for neighbouring pz orbitals, 

the electron waves come in two varieties: π and π* representing bonding and antibonding 
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waves, respectively. While for a finite graphene sheet, the electron waves are standing 

waves, in an infinite sheet they are more aptly represented as traveling waves. 

 A traveling electron wave in graphene is much like a light wave (photon). It has a 

wavelength, a direction of propagation, energy, and momentum. It is specifically not a 

small, localised charged object. Indeed, whereas the spread-out nature of a photon appears 

more natural, in fact when photons are absorbed, they behave like discrete particles. This 

particle/wave dichotomy is inherent in the quantum mechanical description of matter. 

 The momentum p of the electron in a π (or π*) state is given by 𝑝𝑝 = ℎ𝑘𝑘/2𝜋𝜋, where 

h is Planck’s constant and k is the wave number which is a vector of magnitude 2𝜋𝜋/𝜆𝜆 that 

points in the propagation direction, and where λ is the wavelength. The energy of a π or a 

π* electron, with wave number k propagating in the x direction (perpendicular to a 

hexagon edge) is 𝐸𝐸 = ±ℎ𝑘𝑘�1 + 2cos(±𝑘𝑘𝑘𝑘/2)�; (- for π and + for π*) where d = 0.26 

nm, which is the graphene lattice constant. This equation describes the π and π* energy 

bands as first found by Wallace et al. [12] (see Figure 1.5a). The two energy bands cross 

when k = K = +4π/3d and k = K’ = -4π/3d where E = 0. These energy bands have been 

directly measured by angle resolved photoemission by researchers at Berkeley (see Figure 

1.5b) [13, 14]. 

 Electrons and fermions (as a result of their half-integer spin which can be either 

up or down). Consequently, as for all fermions, no two electron waves (of similar spin) in 

graphene can have exactly the same momentum and energy. This property (Heisenberg 

exclusion principle) dictates the electronic structure of the graphene. 

 The electronic structure is found by filling up in energy the π and π* bands with 

all the electrons (the fourth valence electron of each carbon atom) in the graphene sheet 

consistent with the exclusion principle. Hence, starting with the electron with the least 

energy at the bottom of the π band, electrons are added one by one, until all N electrons 
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are included. In that situation, the graphene sheet is neutral (since one electron was added 

for each carbon atom). This procedure fills the bands up to a maximum energy (Fermi 

energy), which corresponds exactly to the energy of the K and K’ points in neutral 

graphene. If the sheet is negatively charged, the additional electrons cause the Fermi level 

to rise to higher energies; if it is positively charged, the Fermi level is lowered. 

 

 

Figure 1.5. a) Calculated band structure of graphene where the valence band 
meets the conduction band at Dirac points (Figure obtained from Ref. [9]) and b) 

band structure of graphene measured by angle-resolved photoemission 
spectroscopy (Figure obtained from Ref. [12]). c) Energy of electron waves at K 

and K’ points (Figure obtained from Ref. [9]).  
 

 It is evident that near the K and K’ points (see Figure 1.5c) the energy of the 

electron waves varies linearly with momentum (i.e. with k) as E = ±c*p* where p* is the 

momentum measured from the K point and c* ≈ 106 cm s-1. It turns out that taking all 

directions in the plane into account, this relation still holds: E = ±c*|p*|. This is a very 

interesting situation that is reminiscent of the energy-momentum relation (dispersion 

relation) of a photon: E = c|p| where p is the momentum of the photon: p = hk/2π and 

k is the wave number. In this case, c is the speed of light. Hence, the dispersion relation of 

graphene resembles that of a photon, which implies that the velocity of electrons in 

graphene (its Fermi velocity) is c* ≈ 106 cm s-1, independent of its energy. This property, 

that the electron velocity is independent of its energy, provides it with the massless quality 
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of a photon; however, the speed of these particles is a factor of 300 smaller than the speed 

of light. It is worth mentioning that in most materials the band structure gives rise to 

unusual effective masses that range from 0 to ∞. These “effective masses” reflect the 

property of electrons in a material and not at all the actual masses of the particles involved. 

 Examining the graphene dispersion relation more carefully reveals that near the 

Fermi level it is described by two pairs of cones (see Figure 1.5c), one pair with its apexes 

touching the K point and the other pair touching the K’ point. In neutral graphene, the 

electrons fill the π and π* bands up to the K and K’ points (that is the bottom cones), while 

above the K and K’ points (that is the top cones) are empty. The facts that there are 

bottom-filled cones and top-unfilled cones and that the electrons are fermions, indicate 

that the electrons in graphene actually resemble massless fermions, like neutrinos rather 

than photons. The cones that define the band structure are referred to as Dirac cones and 

the K and K’ points as “Dirac points”. 

 Knowing the band structure of graphene allows one to predict some of its 

electronic transport properties. An electric field E applied to the electrons forces them to 

move. Specifically, only electrons near the Fermi level (charge carriers) can move by 

shifting from occupied levels to unoccupied levels. Consequently, the current density J is 

given by J = σE, where the conductivity σ = e2ND. Here e is the electronic charge, D is 

the electronic diffusivity, proportional to the electron mobility µ, and N is the density of 

states at the Fermi level EF. The density of states is the number of states per unit energy 

and per unit area that are available for electrons. Therefore, at the Fermi energy, N reflects 

the number of charge carriers in the material. In graphene, the density of states at EF is 

proportional to the circumference of the circle that is defined by the intercept of EF and 

the Dirac cones. For negatively doped graphene (electron doped), EF is above the Dirac 

point and for positively doped graphene (hole doped) EF is below the Dirac point. 
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Moreover, it is interesting how N varies linearly with EF and that for neutral graphene EF 

= 0 so that N = 0. 

 The vanishing of the density of states at EF in neutral graphene is reminiscent of a 

zero-gap semiconductor (graphene is actually a semi-metal). In either case, it might be 

expected that the conductivity of graphene increases with EF (i.e., with the degree of 

electron doping) and that it vanishes at zero doping. 

 As mentioned before, graphite consists of graphene sheets that are Bernal stacked. 

Even though the layers are only very weakly coupled, the electronic structure especially 

near the Fermi level is profoundly affected. This is because of the fact that once a second 

layer is placed over the first one, every second carbon atom in one sheet has an atom in 

the other sheet directly above it. This causes a lifting of the graphene symmetry in which 

all atoms are essentially identical. 

1.2 Porphyrin-based nanostructures 

From the previous section, graphene is responsible for the renewed interest in 2D 

electronic systems and it can be considered as the starting material for other 

low-dimensional carbon-based systems [15]. Recently, half-metals based on graphene and 

organic materials have been studied with motivation to use them in innovative electronic 

devices [16, 17]. Organometallic monolayered sheets are promising candidates for this 

purpose because of their magnetic properties suitable for these applications, such as 

porphyrin-based systems [15]. 

 Porphyrins are stable functional dyes with large extinction coefficients in the visible 

light region, photochemical electron-transfer ability and rigid structures. They have 

potential applications in photoharvesting, sensing and photoelectronic devices [18-21]. 

Due to these properties, porphyrin arrays are potentially good photosynthetic models, in 

which geometry (distances and angles between components of the structure) strongly 
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affect the efficiency and rate of photosynthetical processes [22]. The multifunctionality of 

porphyrin molecules lies in the combination of the redox properties of the metal and its 

rigid planar aromatic structure which allows such complexes to play relevant roles in 

electron transfer and light-harvesting processes [23]. It was shown that the immobilisation 

of molecular species such as cobalt-centred porphyrins on graphite and graphene raises 

possibilities for multistep reduction products [24, 25]. 

Recently, porphyrin-based nanostructures have been shown to exhibit properties 

that facilitate various applications such as optoelectronic [26, 27], hydrogen storage [26], 

conducting molecular wires [28], spintronics [15, 27, 29], water-splitting photocatalysis [30] 

and light-harvesting devices [31]. 

1.2.1 Structure of porphyrin units 

The word porphyrin is derived from the Greek porphura meaning purple. They are in fact 

a large class of deeply coloured pigment, of natural or synthetic origin, having in common 

a substituted aromatic macrocycle ring and consists of four pyrrole rings linked by four 

methine bridges [32, 33]. 

 

Figure 1.6. Structure of porphyrin with D4h symmetry and nomenclature for 
carbon atoms (meso-substituents = Cmeso, β-substituents = Cβ). Green-shaded 

circle shows the methine bridge. 
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 The simplest porphyrin, known as porphin, has no substituents on the periphery 

of the macrocycle. Porphin can be easily functionalised; substituents on the methine 

carbons are known as meso-substituents (Cmeso) and those on the β positions (Cβ) of the 

pyrrole units are known as β-substituents (see Figure 1.6). The nitrogen atoms pointing 

toward the centre of the macrocycle can ligate to various metals. The strength of this 

coordination increases with electronegativity and charge of the metal ion and depends on 

the ionic radius [33]. Zinc atoms form stable complexes with porphyrins, and the resulting 

complex can reversibly bind another ligand perpendicular to the plane of the ring. 

 Porphyrins have attracted considerable research attention because they are 

ubiquitous in natural systems and have prospective applications in mimicking enzymes, 

catalytic reactions, molecular electronic devices, conversion of solar energy and 

light-harvesting. Their important roles in nature is due to their special absorption, 

emission, charge transfer and complexing properties as a result of their characteristic ring 

structure of conjugate double bonds [34]. 

1.2.2 Optoelectronic properties 

The UV-vis absorption spectra of porphyrins consist of an intense transition in the 380 – 

500 nm range (Soret or B band) and a weaker transition at lower energies (500 – 750 nm 

range) called Q band [35]. The Q band arises from a transition from the ground state to 

the first singlet excited state (S0  S1), and the Soret band from a transition from the 

ground state to the second singlet excited state (S0  S2). The absorption spectra of 

metalloporphyrins are largely similar regardless of the coordinated ion [35], indicating that 

absorption in the visible region of the spectrum is due to π-π* transitions. 

 The Gouterman four-orbital model can be used to describe these transitions [36]. 

The highest occupied molecular orbital (HOMO) of an unsubstituted metalloporphyrin 

monomer with D4h symmetry consists of two orbitals: a1u and a2u which are close together 
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in energy. The lowest unoccupied molecular orbital (LUMO) consists of two orbitals eg(x) 

and eg(y), which are degenerate due to the porphyrin symmetry. Instead of producing two 

coincident absorption bands due to a1g  eg and a2u  eg transitions, the transitions interact 

with one another in a process of configurational interaction. Constructive interference of 

the transitions results in the high intensity Soret band and destructive interference gives 

the weaker Q band (see Figure 1.7). 

 

Figure 1.7. Configurational interaction of the a1ueg and a2ueg transitions leads to 
the Soret and Q bands seen in the absorption spectra of D4h symmetric porphyrin 

molecule. 
 

 While variations of the peripheral substituents on the porphyrin ring often cause 

minor changes to the intensity and wavelength of the absorption features, protonation of 

two of the inner nitrogen atoms or the insertion/change of metal atoms into the 

macrocycle usually strongly change the visible absorption spectrum.  

When the porphyrinic macrocycle is protonated or coordinated with any metal, 

there is a more symmetrical situation than in the porphyrin free base and this produces a 

simplification of Q bands pattern for the formation of two Q bands. 

1.2.3 Porphyrins in nature 

As explained above, the absorption bands of porphyrins significantly overlap with the 

emission spectrum of the solar radiation reaching the biosphere, resulting in efficient tools 
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for conversion of radiation to chemical energy. In such a conversion, the favourable 

emission and energy transfer properties of porphyrin derivates are indispensable as in the 

case of chlorophylls, which contain magnesium ion in the core of the macrocycle. Also, 

metalloporphyrins can be used in artificial photosynthetic systems, modelling the most 

important function of the chlorophyll pigments in plants [34]. 

Photosynthesis is a process whereby photosynthetic organisms fix solar energy into 

a chemically useful form. The initial “light” stages of this process occur in protein-pigment 

complexes embedded in the photosynthetic membrane of the cell. These protein-pigment 

complexes known as photosystems consists of two major components: the light harvesting 

complex and the reaction centre. The role of the light harvesting complex is to capture 

incident solar radiation and efficiently funnel it to the reaction centre, where the resulting 

charge separation powers the production of adenosine triphosphate (ATP), and ultimately 

reduces atmospheric carbon dioxide to complex sugars. 

 The light harvesting complex is comprised of a protein scaffold that supports a 

mixture of chlorophyll and carotenoid pigments, which absorb solar radiation and transfer 

this energy by Förster resonance energy transfer to the reaction centre. Chlorophylls are 

more saturated derivatives of a porphyrin. Plant chlorophylls have the C17-C18 double 

bond missing (see Figure 1.6 for reference) giving stereochemistry at two β-pyrrole 

positions and are called “chlorins” (see Figure 1.8) [32]. Although the stereocentres impact 

on their biological properties, the 18 π electron delocalisation pathway of porphyrins is 

conserved, so their optical and photophysical properties are similar. 
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Figure 1.8. Structure of chlorin where the Cβ atoms of the red-shaded pyrrole are 
reduced. 

 

 

Figure 1.9. Energy diagram of photocatalytic water-splitting. 
 

The light-absorbing power of porphyrins and related compounds makes them very 

interesting for photocatalytic applications, i.e. water-splitting. Figure 1.9 exhibits a 

simplified schematic of the reaction processes involved in photocatalytic water-splitting. 

A photocatalyst needs to have a band gap between the conduction band (CB) and the 

valence band (VB). When the photocatalyst absorbs photons with sufficient energy, the 

electrons in the VB are excited into the CB, leaving positive holes in the VB. For efficient 

photocatalysis, this electron-hole pair must be separated, and both the excited electron and 

excited hole should travel to the surface of the catalyst where the oxidation and reduction 
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half-reactions take place. The photogenerated carriers can drive reduction (electrons) and 

oxidation (holes) reactions if the energy level for charge injections makes these processes 

thermodynamically favourable. Therefore, to achieve an overall water-splitting reaction, 

valence and conduction bands must straddle the redox potentials for the photocatalytic 

reaction. The VB edge should be below the energy of the oxygen evolution reaction (OER) 

while the conduction band edge should be above the energy of the hydrogen evolution 

reaction (HER). The redox potentials values in the vacuum scale for water-splitting at a 

neutral pH and room temperature are -5.26 eV and -4.03 eV for OER (O2/H2O) and HER 

(H+/H2), respectively. 

1.3 Designing graphene/porphyrin materials 

As explained above, the properties of graphene, arising from its 2D sp2 hybridised carbon 

lattice, make it an enticing material for developing novel carbon-based electronics and a 

formidable playground to explore fundamental solid-state physics [8, 37]. Due to its 

excellent electronic conductivity, mechanical properties, and large specific surface area, 

graphene is considered as a suitable component for solar energy conversion systems, 

including artificial photosynthesis and photovoltaic devices [38-43]. 

The covalent chemistry of graphene has become a hot topic recently, since it can 

realise the combination of the properties of graphene with functional molecular and 

periodic systems [18, 44]. For example, porphyrins can interact with various carbon 

materials, such as graphite, fullerenes and carbon nanotubes, through π-π interactions that 

take place between their electron-abundant aromatic cores and conjugated surfaces of the 

carbon materials, making them photoactive [45-47]. Therefore, similar interactions are 

expected to occur between graphene and porphyrins. 
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1.3.1 Combining graphitic systems with porphyrin units/nanostructures 

As explained in previous sections, porphyrins have remarkable properties that make them 

the best option for charge transfer interaction between graphitic systems. For example, 

strong interactions between reduced graphene oxides and 5,10,15,20-tetrakis(1-methyl-4-

pyridinio)porphyrin tetra(p-toluenesulfonate) (TMPyP) has been evidenced by a red shift 

in porphyrin absorbance (see Figure 1.10) [45]. 

 

Figure 1.10. a) AFM image of single-sheet reduced graphene oxide with depth 
profile along the line of interest on reduced graphene oxide sheet. b) Adsorption 
of TMPyP on reduced graphene oxide film monitored by UV-vis spectroscopy. 

(Figures from Ref. [45]) 
 

Another approach in the formulation of hybrid nanostructured materials 

combining graphene and porphyrins has been reported for visible light photocatalytic 

applications. For this purpose, different porphyrin monomers (free or Zn complexed) 

were performed and as a result these systems showed a degradation efficiency greater in 

the visible-light range much higher than other similar devices containing nanoporphyrin 

units reported in literature [48]. 

 Also nanohybrid materials have been reported, for example the fabrication of 

systems using graphene/TiO2/self-assembled tetrakis (4-carboxyphenyl) porphyrin, which 

exhibited promising photocatalytic degradation of Rhodamine B under simulated sunlight 
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with excellent stability [49]. Also, porphyrin-based architectures had been considered for 

photovoltaic applications incorporating Zn-porphyrin and ZnO nanoparticles. These 

structures were used as model systems to probe the effectiveness of reduced graphene 

oxide in promoting the charge separation and charge transport in dye-sensitised solar cells 

[50]. The inorganic/organic architecture built with reduced graphene 

oxide/ZnO/porphyrin utilised a unique electron transfer cascade beginning with 

photoexcitation of the Zn-porphyrin. 

Porphyrins can also be used in a new method to prepare graphene via exfoliation 

of graphite [47]. Graphite was dispersed in solutions of 5,10,15,20-tetraphenyl-21H, 

23H-porphyrin and its derivatives containing functionalised alkyl groups at the 

para-positions of benzene rings. It has been shown that alkyl chains improve the π-π 

interactions of the porphyrins with graphene, which enhance the exfoliation promoting 

undisturbed sp2 carbon networks [47]. 

Other studies of porphyrins have shown that these macrocycles are highly versatile 

to exfoliate graphite and to afford functional nanographene based charge-transfer hybrids. 

For this purpose, 5,10,15,20-tetrabutylporphyrin and its copper complex were used [51]. 

The formation and characterisation of novel nanographene/porphyrin hybrids and their 

implementation into solar cells have been reported, providing solid evidence for shifting 

electron density from the porphyrins to nanographene upon excitation [51]. 

Another application of porphyrin/graphene hybrid systems is based on the ability 

of porphyrins to change their magnetism in the presence of graphene. Recent progress in 

this area has shown that the introduction of defects in graphene show ferromagnetic and 

antiferromagnetic exchange interactions between a Ni (111) surface and iron-porphyrin 

[52]. This theoretical study suggests a new way of manipulating molecular magnetism that 

could lead to robust spin qubits for spin logic operations. 

 1-18 



Chapter 1 - Introduction 

In the same line of magnetism within porphyrin-based systems, recent 

improvement has been achieved designing nearly perfect spin filters using porphyrin 

covalently coupled to graphene edges [44]. In this theoretical work, considered 

M-porphyrins (M = Cr, Mn, Fe and Co) decorating the graphitic terminations. 

Mn-porphyrin/graphene hybrid system exhibits an extremely high spin polarisation 

coefficient in a parallel magnetic configuration. Their results confirm that the magnetic 

configuration plays an important role in realising high-performance spin filter. 

Finally, porphyrin molecules have been used to create graphene-based sensors. The 

interaction of these molecules with nitrogen-doped graphene has been investigated using 

scanning tunnelling microscopy and ab initio calculations [37]. It was explained that, due to 

the high polarizability of graphene, the adsorption of porphyrin induces a charge 

rearrangement on the substrate. This charge polarisation is enhanced around nitrogen site, 

leading to an increased interaction of molecules with their image charges on graphene. 

Through all these interesting applications of porphyrins interacting with graphitic 

structures, it is evident that in most cases the key to achieve this interaction is the use of 

specific functional groups as linkers to decorate or incorporate the porphyrin units or 

nanostructures within the carbon-based ones. 

1.3.2 Objectives of the thesis 

The central objective of this thesis is to advance our understanding of the properties of 

carbon-based, porphyrin-based and hybrid carbon-porphyrin nanostructures, so that we 

can suggest ways to enhance their catalytic and photocatalytic behaviour.  

Below we set more specific objectives and associate them with the work we present in 

each chapter: 

• To understand the fundamental concepts and methods implemented in the 

calculations through all the nanostructures mentioned above (Chapter 2). 
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• To explore carbon- and porphyrin-based nanomaterials in terms of their interlayer 

interactions and bending stiffness and compare them with experimental results in 

order to validate the methods employed in this thesis (Chapter 3). 

• To study the inter and intralayer interactions of graphitic structures to know the 

thermodynamics of the closed edges of graphite and how the application of an 

electric field leads to the separation of the folded edges (Chapter 4). 

• To investigate the role of pyridinic N dopants in stabilising the interface between 

graphite and the iron oxo-hydroxide particles useful for CO2 reduction reaction 

activity of these nanostructures supported on oxygen- and nitrogen-doped graphite 

(Chapter 5).  

• To obtain the band structures of porphyrin nanostructures and understand the 

electronic properties of linear chains, 2D nanosheets and nanotubes made of 

Zn-porphyrins, which are connected by butadiyne (C4) or ethyne (C2) linkers or 

“fused” (C0), i.e. with no linker. These results are useful to evaluate the ability of 

these materials to tune light absorption by changing the linkers and use them for 

artificial photosynthesis (Chapter 6). 

• To explore and evaluate possible routes to engineer the electronic properties of 

two-dimensional (2D) porphyrin-based metal-organic frameworks (MOFs) for 

photocatalysis (Chapter 7). 

• To theoretically investigate a range of arrays including adsorbed porphyrin 

molecules on the top of graphene surface and also at the interface of the zigzag 

edges of graphene nanoribbon, in order to predict their structural and electronic 

properties in terms of their interactions (Chapter 8). 
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Although there are different goals here, the overarching theme of this thesis is that 

we can use computer simulations based on modern electronic structure theory to not only 

understand, but also to find routes to engineer the electronic and catalytic properties of 

these nanostructures. In particular, I hope that this work will stimulate new efforts to 

design more efficient photocatalysts, taking simultaneous advantage of the excellent 

conducting properties of graphitic structures, and of the ability of porphyrins to absorb 

light.  
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2 Methodology 

 

2.1 Computational materials science 

Computational chemistry is the use of computer simulations to investigate the behaviour 

of chemical systems at the molecular level. It has become a viable and indispensable tool 

for the analysis of properties of materials, thanks to the development of massively parallel 

computing. Computational materials science complements experimental techniques in 

different ways. For example, it is possible to computationally study unstable compounds 

which are problematic or dangerous to investigate experimentally. Calculations are 

becoming easier to perform and less costly, while experiments are often still expensive. 

That means that it has become practical to use calculations to screen the properties of a 

large family of compounds, to find out the most promising candidates for a particular 

application, which are then investigated experimentally. 

The basic task of computational chemistry is to describe the properties of a 

collection of atoms (i.e. nuclei and electrons). One of the fundamental features to know 

about these atoms is their energy, and specifically, to understand the changes of this energy 

in function of the atomic positions. The graphical representation of the energy of the 

atoms considering their spatial arrangement is called potential energy surface (PES) [1]. 

The PES can be obtained either by solving the Schrödinger equation for the nuclei and 

electrons, or as a sum of classical interatomic potentials whose parameters are fitted to 

experiment or high-level calculations. In this Chapter, I will summarise the methods used 

to solve the Schrödinger equation for materials, and the approximations used in this thesis. 

 

 2-1 

 



Chapter 2 - Methodology 

2.2 Quantum chemistry methods 

In quantum mechanics, the wavefunction contains all the information about a quantum 

system, such as the electronic structure of atoms, molecules and solids [2, 3]. In a 

non-relativistic treatment, the wavefunction is calculated from the time-independent 

Schrödinger equation which, for a single electron in an external potential 𝜈𝜈(𝑟𝑟) would be 

[3, 4]: 

�−
ℏ2∇2

2𝑚𝑚
+ 𝜈𝜈(𝑟𝑟)�Ψ(𝑟𝑟) = 𝐸𝐸Ψ(𝑟𝑟) (2. 1) 

Considering the case for more than a single electron, the Schrödinger equation 

(Eq. 2.1) turns into: 

���−
ℏ2∇2

2𝑚𝑚
+ 𝜈𝜈(𝑟𝑟𝑖𝑖)�

𝑁𝑁

𝑖𝑖

+ �𝑈𝑈�𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑖𝑖�
𝑖𝑖<𝑖𝑖

�Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁) = 𝐸𝐸Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁) (2. 2) 

where N is the number of electrons, the first sum is the sum of single-electron 

Hamiltonians and 𝑈𝑈�𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑖𝑖� is the electron-electron interaction. This formulation does not 

take into consideration the nuclear motion, because the so-called Born-Oppenheimer 

approximation is applied. This approximation is based on the decoupling of the electronic 

and nuclear motions, which is carried out considering that the mass of the nucleus is much 

greater than the mass of the electrons and therefore its speed is negligible in comparison 

to the speed of electrons. In this way, for the nuclei, the electrons are just a negative charge 

medium, and for the electrons the nuclei are static. As consequence, the electrons adapt 

instantaneously to any change of position of the nuclei [5, 6]. 

The repulsive Coulombic electron-potential follows the expression: 

𝑈𝑈� = �𝑈𝑈�𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑖𝑖�
𝑖𝑖<𝑖𝑖

= �
𝑒𝑒2

�𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑖𝑖�𝑖𝑖<𝑖𝑖

(2. 3) 
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where e is the elementary charge. 𝑈𝑈� is the same operator for any system having Coulomb 

interactions, just as the kinetic energy operator is the same for any group of electrons: 

𝑇𝑇� = −
ℏ2∇2

2𝑚𝑚
�∇𝑖𝑖2

𝑖𝑖

(2. 4) 

The external potential, however, is system dependent. In the case of a single atom, 

it can be written as: 

𝜈𝜈(𝑟𝑟𝑖𝑖) = −
𝑄𝑄𝑒𝑒

|𝑟𝑟𝑖𝑖 − 𝑅𝑅|
(2. 5) 

where Q is the nuclear charge and R is the position of the nucleus. In a monoatomic 

system, R is usually the origin of the coordinate system. For the case of a molecule or a 

solid: 

𝜈𝜈(𝑟𝑟𝑖𝑖) = −�
𝑄𝑄𝑘𝑘𝑒𝑒

|𝑟𝑟𝑖𝑖 − 𝑅𝑅𝑘𝑘|
𝑘𝑘

(2. 6) 

where the sum over k is over all the nuclei of the system, each with charge 𝑄𝑄𝑘𝑘 = 𝑍𝑍𝑘𝑘𝑒𝑒 and 

position 𝑅𝑅𝑘𝑘. 

 Any given system is defined by the potential 𝜈𝜈(𝑟𝑟) , from which, using the 

Schrödinger equation, it is possible to find the equation of the wavefunction Ψ. Finally any 

observables can be calculated using expected values of the operators of this wavefunction 

[7]: 

𝜈𝜈(𝑟𝑟)
Schrödinger Eq.
����������� Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁)

�Ψ�…�Ψ�
������� observables (2. 7) 

 

However, it is still not an easy job to solve the Schrödinger equation due to the 

electron-electron interaction. The Hartree approximation reduces the many-body equation 

to a one-electron equation, by representing Ψ as a product of one-electron wavefunctions: 

 

Ψ = Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁) = Ψ1(𝑟𝑟1)Ψ2(𝑟𝑟2)⋯Ψ𝑁𝑁(𝑟𝑟𝑁𝑁) (2. 8) 
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Unfortunately, the Hartree method does not take the exchange interaction into 

consideration. Adding Fermi statistics to Hartree method develops the Hartree-Fock 

approximation. The procedure to derive the ground state electron wavefunction is the 

usage of a trial wavefunction to solve the equation until the convergence is reached 

(self-consistent field method - SCF). The final field computed from the charge distribution 

should be self-consistent with the assumed initial field. 

2.2.1 Hartree-Fock Approximation 

Within the Hartree method, the electronic spin does not appear explicitly except for the 

fact that no more than two electrons may go into a single orbital. The existence of the 

Pauli exclusion principle, however, needs to be accounted for in order to go beyond the 

Hartree method, and that is what the Hartree-Fock method is all about [8, 9].  

Considering an arbitrary three-dimensional orbital 𝜙𝜙 for electron i by writing it as 

the product of a purely space-dependent part ξ and a spin function (α or β) characterising 

spin-up or spin-down electron, for example 𝜙𝜙𝑖𝑖(𝒙𝒙𝑖𝑖) = 𝜉𝜉𝑖𝑖(𝒓𝒓𝑖𝑖)𝛼𝛼𝑖𝑖 where 𝒙𝒙 is a variable that 

includes both space (r) and spin (α). A Hartree-like product wavefunction between two 

one-electron wavefunctions 𝜙𝜙1  and 𝜙𝜙2  can be written as Ψ′ = 𝜉𝜉1(𝒓𝒓1)𝛼𝛼1𝜉𝜉2(𝒓𝒓2)𝛽𝛽2  but 

also as Ψ′′ = 𝜉𝜉1(𝒓𝒓2)𝛼𝛼2𝜉𝜉2(𝒓𝒓1)𝛽𝛽1, since both are equally suitable. 

 Due to any fermionic wavefunction must be antisymmetric with respect to an 

exchange of electrons, the wavefunction is: 

Ψ = Ψ′ − Ψ′′ = 𝜉𝜉1(𝒓𝒓1)𝛼𝛼1𝜉𝜉2(𝒓𝒓2)𝛽𝛽2 − 𝜉𝜉1(𝒓𝒓2)𝛼𝛼2𝜉𝜉2(𝒓𝒓1)𝛽𝛽1 = �𝜉𝜉1
(𝒓𝒓1)𝛼𝛼1 𝜉𝜉2(𝒓𝒓1)𝛽𝛽1

𝜉𝜉1(𝒓𝒓2)𝛼𝛼2 𝜉𝜉2(𝒓𝒓2)𝛽𝛽2
� (2.9) 

which is called a Slater determinant [10] and is an antisymmetrised product wavefunction. 

Switching back to the 𝜙𝜙  notation, we have the following expression for a total of N 

electrons: 
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Ψ(𝒙𝒙1,𝒙𝒙2, … ,𝒙𝒙𝑁𝑁) =
1
√𝑁𝑁!

�
𝜙𝜙1(𝒙𝒙1) 𝜙𝜙2(𝒙𝒙1) ⋯
𝜙𝜙1(𝒙𝒙2) 𝜙𝜙2(𝒙𝒙2) ⋯

⋮ ⋮      
� (2.10) 

The mathematical feature of the determinant in Eq. 2.10 allows for the compact 

formulation of the Hartree-Fock equations. The iterative, self-consistent solution of the 

Hartree-Fock equations proceeds in quite a similar way to the Hartree case, except that 

they are mathematically more demanding. This is because the antisymmetrisation leads to 

a nonlocal (dependent on two variables) exchange potential. 

 Comparing the energy obtained using this method with the exact energy from the 

many-body Schrödinger equation, there is deviation that is called correlation energy, which, 

in conjunction with the exchange energy (the energy difference for exchanging electrons 

in solving the Hartree-Fock equations), is proved to be quite difficult to calculate for a 

complex system. To access the correlation contributions, it is possible to perform 

post-Hartree-Fock calculations, where more than one determinant is used to expand the 

wavefunction (using unoccupied orbitals in the determinants). These methods are generally 

too expensive to use in computational materials science. In this thesis, in order to introduce 

correlation effects, which are crucial to obtain accurate electronic structures and to 

describe van der Waals interactions, I employ density functional theory (DFT). 

2.3 Density functional theory (DFT) 

2.3.1 Hohenberg-Kohn theorems 

The central elements of DFT are the Hohenberg-Kohn theorems and the Kohn-Sham 

equations [11]. DFT can be considered as a good and versatile option to solve the 

Schrödinger equation, since this method overcomes the deficiencies of the approximation 

methods previously mentioned and also systematically simplify the problem of multiple 

bodies to a problem of a single body. To do this, DFT focuses on the electron density 
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𝜌𝜌(𝑟𝑟) , instead of the wavefunction, as the basis of the calculation for all observables 

associated with a system. This density for a N electron system can be related to the 

wavefunction by the equation: 

𝜌𝜌(𝑟𝑟) = 𝑁𝑁� d3𝑟𝑟2 �d3𝑟𝑟3 …� d3𝑟𝑟𝑁𝑁Ψ∗(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁)Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁) (2. 11) 

The fundamental approximation on which DFT is based can be summarised in the 

following scheme: 

𝜌𝜌(𝑟𝑟) ⟹Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁) ⟹  𝜈𝜈(𝑟𝑟) (2. 12) 

Knowing the electron density 𝜌𝜌(𝑟𝑟) implies the knowledge of the wavefunction and the 

potential, and with it all observables. The previous statement corresponds to one of 

Hohenberg and Kohn existence theorems where it said that when the obtained 𝜌𝜌 is the 

density of the fundamental state associated with the potential 𝜈𝜈(𝑟𝑟), the minimum of the 

density functional can be obtained.  

The energy of a system is a functional of the wavefunction having the following 

expression: 

𝐸𝐸 = 𝐸𝐸[Ψ] = �Ψ(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁)𝐻𝐻�Ψ∗(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁)𝑘𝑘𝑟𝑟1𝑘𝑘𝑟𝑟2 …𝑘𝑘𝑟𝑟𝑁𝑁 (2.13) 

where its domain is in the Hilbert space. The minimisation of the functional 𝐸𝐸[Ψ] over 

the entire Hilbert space allows us to obtain the energy of the ground-state 𝐸𝐸0 and its 

wavefunction Ψ0. It is important to have in mind that 𝐸𝐸0 = 𝐸𝐸[Ψ0] ≤ 𝐸𝐸[Ψ] [5]. Then, the 

density functional is the ratio of the energy of the system and the spatial function 

corresponding to the electron density and it produces a number. 

The proofs performed by Hohenberg and Kohn elucidate two very simple 

existence theorems on which the whole DFT is based [12]: 
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1) For degenerated ground-states, two distinct Hamiltonians cannot have the same 

electron density of the basal state, for this reason we can define the energy of basal 

state as a density functional  𝜌𝜌(𝑟𝑟):𝐸𝐸 = 𝐸𝐸[𝜌𝜌]. 

2) The energy 𝐸𝐸[𝜌𝜌] is the lowest when 𝜌𝜌(𝑟𝑟) is the density of the basal state. 

 

It should be emphasised that the first theorem of Hohenberg and Kohn forbids 

two different systems having the same density, but does not guarantee that, given a density 

𝜌𝜌 there exist at least one system with that density. On the other hand, regarding the second 

theorem, it is important to mentioned that the minimum of the functional can be obtained 

when 𝜌𝜌 is the density of the fundamental state with the potential 𝜈𝜈(𝑟𝑟). 

Those theorems themselves are proofs of existence and they are not proofs of 

construction. This is the reason why the development of these methods (where these 

proofs are applied) still to be based on the experience and on trial-and-error techniques. 

2.3.2 Kohn-Sham method 

Using the definitions explained above, the Hamiltonian can be expressed as follows: 

𝐻𝐻 = 𝑇𝑇� + 𝑈𝑈� + 𝑉𝑉� (2. 14) 

where 𝑇𝑇�  is the operator of the total kinetic energy of the system, 𝑈𝑈� is the electron-electron 

interaction operator and 𝑉𝑉�  is the external potential operator. 

 The scheme to treat this problem is based on decomposing the kinetic energy 𝑇𝑇�[𝜌𝜌] 

into two components: one that represents the kinetic energy of the non-interacting 

particles of density 𝑇𝑇�𝑠𝑠[𝜌𝜌] and another one 𝑇𝑇�𝑐𝑐[𝜌𝜌] that represents the remainder of the total 

kinetic energy, i.e. 𝑇𝑇�[𝜌𝜌] = 𝑇𝑇�𝑠𝑠[𝜌𝜌] + 𝑇𝑇�𝑐𝑐[𝜌𝜌]. The subscripts s and c refer to a single particle 

and to correlation, respectively. 
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 The term 𝑇𝑇�𝑠𝑠[𝜌𝜌] depends on the density 𝜌𝜌 and is not known exactly, but it is easily 

expressed in terms of the single-particle orbitals 𝜙𝜙𝑖𝑖(𝒓𝒓) of a non-interacting system with 

density 𝜌𝜌, as Eq. 2.15. 

𝑇𝑇𝑠𝑠[𝜌𝜌] = −
ℏ2

2𝑚𝑚
�� d3𝑟𝑟𝜙𝜙𝑖𝑖∗(𝒓𝒓)∇2𝜙𝜙𝑖𝑖(𝒓𝒓)
𝑁𝑁

𝑖𝑖

(2. 15) 

We now can rewrite the energy functional as follows: 

𝐸𝐸[𝜌𝜌] = 𝑇𝑇[𝜌𝜌] + 𝑈𝑈[𝜌𝜌] + 𝑉𝑉[𝜌𝜌] (2. 16) 

𝐸𝐸[𝜌𝜌] = 𝑇𝑇𝑠𝑠[{𝜙𝜙𝑖𝑖[𝜌𝜌]}] + 𝑈𝑈𝐻𝐻[𝜌𝜌] + 𝑉𝑉[𝜌𝜌] + 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] (2. 17) 

where, by definition [13], 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] contains the differences 𝑇𝑇[𝜌𝜌]−𝑇𝑇𝑠𝑠[𝜌𝜌] which is the term 

of correlation 𝑇𝑇𝑐𝑐[𝜌𝜌], and 𝑈𝑈[𝜌𝜌] − 𝑈𝑈𝐻𝐻[𝜌𝜌], where 𝑈𝑈𝐻𝐻[𝜌𝜌] = 1
2 ∫

𝜌𝜌(𝒓𝒓)𝜌𝜌�𝒓𝒓′�
|𝒓𝒓−𝒓𝒓′|

𝑘𝑘𝒓𝒓𝑘𝑘𝒓𝒓′ . Equation 

2.17 is formally exact but 𝐸𝐸𝑥𝑥𝑐𝑐  is unknown, although the Hohenberg-Kohn theorem 

guarantees that it is a density functional. This functional 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌]  is called the 

exchange-correlation energy and it is often decomposed as: 

𝐸𝐸𝑥𝑥𝑐𝑐 = 𝐸𝐸𝑥𝑥 + 𝐸𝐸𝑐𝑐 (2. 18) 

where 𝐸𝐸𝑐𝑐 is an effect caused by the presence of the other electrons (𝑇𝑇𝑐𝑐 is then a part of 𝐸𝐸𝑐𝑐) 

and 𝐸𝐸𝑥𝑥 is due to the Pauli principle (exchange energy). The exchange energy can be written 

explicitly in terms of the single-particle orbitals as: 

𝐸𝐸𝑥𝑥[{𝜙𝜙𝑖𝑖[𝜌𝜌]}] = −
𝑞𝑞2

2
� � d3𝑟𝑟 �d3𝑟𝑟′

𝜙𝜙𝑖𝑖∗(𝒓𝒓)𝜙𝜙𝑘𝑘∗(𝒓𝒓′)𝜙𝜙𝑖𝑖(𝒓𝒓)𝜙𝜙𝑘𝑘(𝒓𝒓′)
|𝒓𝒓 − 𝒓𝒓′|𝑖𝑖𝑘𝑘

(2. 19) 

Some observations can be made on the exchange-correlation functional: 

- The definition of 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] involves two systems: an interacting system for the 

calculation of 𝑈𝑈[𝜌𝜌] and a non-interacting system for the calculation of 𝑇𝑇𝑠𝑠[𝜌𝜌] 

(both systems have the same density). 

- Since the functional 𝑈𝑈[𝜌𝜌] is unknown, 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] is also unknown and that is the 

reason why approximations must be used. 
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- If the explicit form of 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] is already known, energy and density of any 

interacting system can be obtained by minimising the functional. 

 

The most popular approximation used for the exchange-correlation functional 

calculations are the local density approximation (LDA) and the generalised gradient 

approximation (GGA). 

In LDA, 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] is approximated by the exchange-correlation energy of an electron 

in a homogeneous electron gas of the same density. Despite this simple supposition, LDA 

gives good results for the systems with slowly changing charge densities. However, an 

underestimation in some properties, such as lattice parameters, is associated with this 

approximation. In addition, LDA does not show a successful performance for van der 

Waals (vdW) interactions and it would also give wrong predictions for some strongly 

correlated magnetic systems. 

The GGA is the best-known class of functional after LDA. In this approximation, 

the exchange-correlation functional is considered as the functional of the electron density 

and the gradient of the electron density. There are many ways in which this information 

could build the gradient of the electron density, so there are a huge number of distinct 

GGA functionals. Two of the most widely used functionals are the Perdew-Wang 

functional (PW91) [14, 15] and the Perdew-Burke-Ernzerhof functional (PBE) [16, 17]. 

For GGA functional is well-known the overestimation of lattice parameters and cannot 

solve situations concerning the strong correlated systems and the vdW interactions 

properly, neither. Moreover, finding an accurate and universally-applicable 𝐸𝐸𝑥𝑥𝑐𝑐[𝜌𝜌] remains 

a significant challenge in DFT. 
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2.4 Limitations of local DFT approaches 

It is important to point out that different functionals will give somewhat different results 

for any particular configuration of atoms. Hence it is necessary to specify what functional 

was used in any particular calculation rather than simply referring to a DFT calculation. 

Nevertheless, there are some important situations for which DFT cannot be 

expected to be physically accurate. DFT calculations have limited accuracy in the 

calculation of electronic excited states. This can be understood in a general way by 

remembering that the Hohenberg-Kohn theorems only apply to the ground-state energy. 

A well-known inaccuracy in DFT is the underestimation of calculated band gaps in 

semiconducting and insulating materials. Standard DFT calculations, with existing 

functionals, have limited accuracy for band gaps with errors larger than 1 eV which cannot 

be ignored. 

Other situations where DFT calculations give inaccurate results are associated with the 

weak vdW interactions that exist between atoms and molecules. The vdW interactions in 

DFT are a direct result of long-range electron correlation for which the 

exchange-correlation functional is unknown or not adequately described by the existing 

approximations. Some techniques have been developed in order to go beyond the 

aforementioned DFT limits. However, these methods are available and under 

development for specific or particular systems of interest. The most popular post-DFT 

methods will be described to facilitate the comprehension using already known cases where 

DFT has been already improved. 
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2.5 Correcting the local character of the exchange 

functional 

2.5.1 LDA(GGA)+U 

Some insulating transition-metal oxides are falsely predicted as being metals when their 

electronic structures are calculated on the basis of the LDA or the GGA, because the full 

amount of the local Coulomb repulsion experienced by the electrons within the d orbitals 

is underestimated, and the inclusion of some extra repulsion U is needed to theoretically 

change them into insulators. This is how the LDA+U (or GGA+U) method is typically 

justified [18]. The method works well for transition-metal oxides and may also be used for 

some challenging metals, in particular the f elements. 

 The calculation of U requires additional approximations (the so-called constrained 

LDA method may deal with the problem [19]), but most often U is used as a fitting 

parameter to reproduce a property of interest, for example the band gap or the magnetic 

coupling in the solid [20]. 

2.5.2 Hybrid density functionals 

DFT provides a rigorous framework for simple models of the many-body effects that 

dominate the computational cost of wavefunction-based electronic structure calculations 

[21]. Simple semilocal density functionals (LDA or GGA) can accurately model many 

ground state properties including lattice parameters [22]. 

 Unfortunately, semilocal density functionals tend to over-delocalise electrons due 

to their intrinsic self-interaction error* [23]. This makes them problematic for localised 

* Self-interaction error refers to the fact that semilocal exchange-correlation functionals allow electrons to 
interact with themselves. 
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subsystems such as defects, surface states, and d and f block elements. They also 

systematically underestimate band gaps, often mistakenly assigning metallic behaviour to 

semiconductors [24, 25]. 

In order to solve this kind of problems, hybrid density functional must be used 

which incorporate a fraction of exact nonlocal (Hartree-Fock type) exchange. Some hybrid 

functionals (like PBE0 [26] or B3LYP [27-30]) incorporate a fraction of Hartree-Fock 

potential at all ranges. Other functionals, the so-called screened hybrid functionals (like 

HSE [31, 32]), only incorporate Hartree-Fock exchange contributions in the short range. 

Screened hybrid functionals do not use long-range Hartree-Fock exchange to avoid some 

undesirable effects, for example exchange interactions at large distances are exactly 

cancelled by correlation in the uniform electron gas [33], and approximately cancelled by 

correlation in metals and narrow band gap semiconductors [34-36]. 

2.5.3 Screened hybrid functionals: the Heyd-Scuseria-Ernzerhof functional 

(HSE) 

The screened hybrid functional of Heyd, Scuseria and Ernzerhof (HSE) [31, 32] was 

proposed to extend the successes of hybrid functionals into the solid state, by avoiding the 

problematic effects of long-range Hartree-Fock exchange. 

 This functional is based on the PBE0 global hybrid [26, 37] of the PBE GGA. 

PBE0 incorporates 25% full-range Hartree-Fock exchange, 75% full-range PBE exchange 

and 100% PBE correlation. The fraction of Hartree-Fock is based on perturbation theory 

arguments [38]. HSE, on the other hand, includes 25% short-range Hartree-Fock exchange 

and no long-range Hartree-Fock exchange† [39]. HSE is related to the screened hybrid 

† A range-separation parameter in this functional is selected empirically and it is set to 0.11 Bohr-1 in the 
latest version of the functional HSE06. 
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functionals of Bylander and Kleinman [24] and Seidl et al. [40] and also to screened 

Coulomb operator methods previously developed in quantum chemistry [41-43]. 

 One of HSE’s most important aspects is its ability to accurately predict 

semiconductor band gaps. Unlike LDA or GGA functionals, HSE include an approximate 

derivative discontinuity [44]. This can be incorporated using the generalised Kohn-Sham 

approach (GKS). GKS treatments of hybrid functionals replace the non-interacting 

Kohn-Sham reference system with a system containing some part of the electron-electron 

interaction [40, 45]. (For example, the HSE reference system contains 25% of the 

short-range interaction). This interaction provides a nonlocal contribution to the 

exchange-correlation potential, similar to the nonlocal exchange present in Hartree-Fock 

theory. The resulting GKS band energy differences incorporate the functional’s 

approximate derivative discontinuity. 

In this thesis, we use the hybrid density functional HSE whenever accurate band 

gaps are required, for example, in the examination of the band structure of porphyrin 

nanostructures in Chapter 6 and of porphyrin-based MOFs in Chapter 7. In the latter 

case, for example, use of the GGA+U leads to a band gap of 1.02 eV for the Cu-Zn-TCPP, 

but with HSE the obtained band gap was 2.20 eV. The GGA+U still provides a sensible 

electronic structure in all cases, so we use this method to optimise the geometries and 

obtain initial wavefunctions before a final HSE single-point calculation. In the chapters 

where only carbon nanostructures are considered, HSE is generally not necessary since 

graphene does not have a band gap. However, nonlocal exchange is sometimes necessary 

in the calculation of graphitic nanostructures. For example, DFT calculations predict 

zigzag nanoribbons to be spin-polarised, with up-spin polarisation on one side of the 

ribbon and down-spin on the other. These have been proposed as “half-metallic” systems 

that could preferentially conduct one spin flavour under the influence of electric fields [46] 

or asymmetric edge substitution [47]. Recent HSE calculations on armchair nanoribbons 
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predict width-dependent band gap oscillations similar to those found in tight-binding 

calculations [48, 49]. The HSE predictions were later confirmed experimentally [50, 51]. A 

detailed study of edge substitution suggested that edge oxidation could enhance the 

half-metallic behaviour of zigzag graphene nanoribbons, lowering the applied field needed 

to induce half-metallicity [52]. A particularly interesting set of recent studies suggests that 

the spin polarisation predicted for nanoribbons may also occur in finite graphene 

nanoparticles [53, 54]. 

The screened exchange approximation appears to be a very powerful tool for 

density functional treatments of condensed systems. The HSE screened hybrid provides a 

reasonably accurate and computationally tractable treatment of ground-state properties 

and band energies, while incorporating only a single, universal empirical parameter [23]. 

2.6 Correcting the local character of the correlation 

functional: dispersion interactions  

2.6.1 The dispersion force problem in local DFT approximations 

DFT is widely applied with approximate local and semilocal density functional for the 

description of bulk and surface properties of solids. However, sparse systems, including 

soft matter, vdW complexes, and biomolecules, are at least as abundant. They have 

interparticle separations, for which nonlocal, long-ranged interactions (such as vdW forces) 

are important [55] and these are not well described by the local and semi-local 

approximations in DFT. 

 Proper inclusion of vdW interactions in DFT calculations requires that the total 

energy functional depends on the electron density 𝜌𝜌(𝑟𝑟) in a manner that reflects both the 

long-ranged and medium-ranged nature of vdW interactions [56]. By construction, LDA 

and GGA neglect the long-range, nonlocal correlations that give rise to the vdW forces. 
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One solution to this problem is to incorporate empirical potentials known as 

dispersion-corrected DFT [57, 58]. Another solution is a first-principles DFT treatment of 

the long-to-medium-ranged forces between fragments across regions with low densities 

which is the Rutgers-Chalmers vdW-DF method [55].  

2.6.2 Empirical dispersion corrections 

These approximations are also known as Grimme’s dispersion correction methods. In 

these methods, the empirical dispersion potential has the form −𝐶𝐶6/𝑅𝑅6 at long distances, 

and a damping function is applied at short distances, to scale down contributions from the 

empirical term within typical bonding distances, at which the local DFT approach 

performs correctly. The oldest of these approaches is DFT-D2 [59], where the C6 

coefficients are pairwise atomic parameters: 

𝐸𝐸disp
D2 = − � � �

𝐶𝐶6,𝐴𝐴𝐴𝐴

𝑅𝑅𝐴𝐴𝐴𝐴6
�

atoms

𝐴𝐴<𝐴𝐴

atoms

𝐴𝐴

𝑓𝑓damp,6(𝑅𝑅𝐴𝐴𝐴𝐴) (2.20) 

This damping function in this case is: 

𝑓𝑓damp,6(𝑅𝑅𝐴𝐴𝐴𝐴) =
𝑠𝑠6

1 + 𝑒𝑒
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(2.21) 

where the parameters are empirically fitted for each functional and atom pair. The quantity 

𝑅𝑅0,𝐴𝐴𝐴𝐴 is the sum of the vdW radii for atoms A and B. The most important parameter in 

Eq. (2.20) the inter-atomic coefficient C6, which can be obtained as geometric means of 

atom-centred parameters, as in classical force fields. 

The DFT-D3 method [60] is an improvement on D2 approach, which considers a 

similar potential as D2 but including atomic C8 terms as well: 

𝐸𝐸disp
D3 = − � � ��

𝐶𝐶6,𝐴𝐴𝐴𝐴
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(2.22) 
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 Grimme’s formulation, which is known as the ‘zero-damping’ version, uses 

damping functions of the form: 

𝑓𝑓damp,𝑛𝑛(𝑅𝑅𝐴𝐴𝐴𝐴) =
𝑠𝑠𝑛𝑛

1 + 6 � 𝑅𝑅𝐴𝐴𝐴𝐴
𝑠𝑠𝑟𝑟,𝑛𝑛𝑅𝑅0,𝐴𝐴𝐴𝐴

�
−∝𝑛𝑛 

for n = 6 or 8, ∝6  = 14, ∝8  = 16 and 𝑠𝑠𝑟𝑟,8  = 𝑠𝑠6  = 1. The parameters 𝑠𝑠8  and 𝑠𝑠𝑟𝑟,6  are 

adjustable whose values depend on the choice of exchange-correlation functional and 

𝑅𝑅0,𝐴𝐴𝐴𝐴  comes from atomic vdW radii. An important difference with respect to the D2 

method is that in D3, the dispersion coefficients Cn are geometry-dependent as they are 

adjusted on the basis of the coordination numbers around the atoms participating in the 

interaction.  

2.6.3 Non-local correlation functional 

This method (abbreviated here as vdW-DF) includes vdW forces using a nonlocal 

exchange-correlation functional. The objective of these methods is to provide, within 

DFT, a non-empirical but still efficient method for calculating vdW effects. In this regard, 

the vdW-DF method differs from methods that use empirical, semi-empirical, and ad hoc 

assumptions for such calculations. 

 Dispersion interactions emanate from nonlocal electron correlations. This is 

illustrated in early dipole-model descriptions of the interactions in noble-gas crystals [61]. 

The electrodynamical coupling between the atomic dipoles gives a shift in the dipolar 

oscillator frequencies, and the sum of all these shifts gives the vdW binding energy [61]. 
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Figure 2.1. a) Atomic configuration of graphene sheets with large intersheet 
separations (cexp ≈ 3.35 Å), where a low electron density exists into intersheet 
regions (the nonlocal correlation acts across these regions). Variation of the 

interlayer interaction energy of b) GGA (PW91) [14, 15] and c) layered geometry 
vdW-DF [62, 63], both plotted as functions of in-plane lattice constant a and 

interlayer separation c, relative to the experimental values (aexp and cexp). (Figures 
b) and c) obtained from Refs. [56, 62, 63]) 

 

The major features of the vdW bond in a prototype DFT application can be 

illustrated with graphite. Figure 2.1, taken from Berland et al. and Rydberg et al. [56, 62, 

63], shows the atomic configuration with dense and sparse regions (Figure 2.1a), 
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binding-energy contours [63] obtained with traditional DFT-GGA (Figure 2.1b), and with 

the vdW-DF method (Figure 2.1c) as functions of both the in-plane (intra-sheet) lattice 

constant a and inter-sheet separation c divided by their experimental reference values (aexp 

and cexp, respectively). The white dashed-line in Figure 2.1b identifies (a, c) values that are 

consistent with the experimentally observed unit cell volume. 

In the GGA description, interlayer binding is absent except at an unphysically large 

separation and with negligible binding energy. The vdW-DF results reflect a solution to a 

long-standing challenge in traditional DFT: the state-of-the-art DFT, which was GGA at 

the time, should not rule out the existence of the most stable carbon allotrope, i.e. graphite. 

With the development of vdW-DF functional, the binding energy obtained for this 

graphitic system is 10.3 meV Å-2 [64], which corresponds to 43 meV per atom [63] in 

reasonable agreement with the experimental reference at the time of ~-33 meV/atom [65, 

66]. In contrast, LDA calculations yielded 20 meV [67-71] and GGA calculations barely 

gave binding. The simple fact that vdW-DF has a binding energy with the correct sign and 

a reasonable magnitude spurred much enthusiasm among the developers in the field and 

this optimism was communicated by the title of the article ‘Hard numbers for soft matter’ [63]. 

2.7 VASP software package 

VASP (Vienna ab initio simulation package) is a first-principles calculation code within DFT 

frame, which uses ultrasoft pseudopotentials or the projector-augmented wave (PAW) 

method and a plane wave basis set. The approach implemented in this code is based on 

the LDA with the free energy as variational quantity and an exact evaluation of the 

instantaneous electronic ground-state at each molecular dynamics time step. It also uses 

efficient matrix diagonalization schemes and an efficient Pulay/Broyden charge density 

mixing. Thus, it can give information about total energies, forces and stresses on an atomic 
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system, as well as calculating optimum geometries, band structures, optical spectra, among 

others. 

 In this study, VASP is going to be useful for electronic properties calculations of 

porphyrin- and carbon-based systems. For geometry optimisation of porphyrin-based 

structures, the exchange and correlation potential will be treated within the GGA using 

the dispersion-corrected PBE functional [16, 17], while for accurate electronic band 

structures the screened hybrid HSE functional will be used [31, 32] since the GGA-PBE 

method is known to underestimate the band gap [72]. Since dispersion effects commonly 

exist within these kind of systems, which cannot be ignored, vdW corrections (i.e. 

Grimme’s corrections [57-60] explained in Chapter 2.6.2) should be considered when 

relaxing the structures by setting relative parameters in VASP. The inclusion of these 

effects will make the calculated electronic properties more reliable and closer to real 

situations. 

 For the case of carbon-based structures, it is well established that the GGA is 

inadequate for the description of long-range dispersion interactions [56], which play an 

important role in graphitic structures. Although the LDA of DFT does lead to interlayer 

binding and is sometimes used to investigate graphitic and other layered structures, this 

approximation is also unable to provide an adequate description of long-range dispersion 

interactions [73]. Therefore, the functional employed here needs to take into account the 

nonlocal correlation: optPBE-vdW [74, 75]. This functional has been successfully used in 

modelling graphite and other layered materials [76-79]. In contrast with functionals with 

an empirical correction added to describe dispersion, like those proposed by Grimme et al. 

[59, 60], nonlocal correlation functionals allow for the charge density to respond to the 

dispersion interactions, providing a more robust description of interlayer interactions. 
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3 Elastic and van der Waals effects in 

carbon-based and porphyrin 

nanostructures  

 

This Chapter presents an initial comparison of carbon-based and porphyrin-based 

nanomaterials, in particular in terms of their interlayer interactions and bending stiffness. 

It will allow us to understand fundamental differences between the two types of 

nanostructures, and also to compare our theoretical results with available experimental 

binding energies and bending moduli reported for carbon nanostructures, as a way of 

validating some of the methods (PBE, PBE-D3 and optPBE-vdW functionals) we will 

employ in the rest of the thesis. 

3.1 Computational details 

Calculations of the graphitic and porphyrinic models were performed using DFT as 

implemented in the VASP program [1, 2]. Vacuum regions separating the nanostructures 

are always of at least 20 Å to minimise the interaction. Within the carbon-based systems, 

nanosheets and nanotubes were contained in a hexagonal cell to conserve the symmetry 

of graphitic structures. On the other hand, the simulation cell of porphyrin nanosheets was 

orthorhombic which consists of one Zn2+ centred porphyrin unit, whereas the porphyrin 

nanotubes were contained in a hexagonal cell to conserve the 6-fold rotation symmetry 

along the nanotube axis. 
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For geometry optimisations, the exchange and correlation potential was treated 

within the generalised gradient approximation (GGA) with Perdew-Burke-Ernzerhof 

(PBE) [3, 4] and also a dispersion-corrected PBE (PBE-D3) [5] exchange-correlation 

functionals. 

It is well established that GGA is inadequate for the description of long-range 

dispersion interactions [6]. For this reason, we therefore also employ here a functional with 

non-local correlation (optPBE-vdW) [7, 8] which has been successfully used in modelling 

graphite and other layered materials [9-12]. In contrast with functionals with empirical 

corrections already described in previous chapters (PBE-D3), non-local correlation 

functionals allow for the charge density to respond to the dispersion interactions, 

providing a more robust description of interlayer interactions. 

For both carbon- and porphyrin-based nanostructures, the projector augmented 

wave (PAW) method [13, 14] was used to describe the interaction between the frozen core 

electrons (i.e. up to 1s for C, N and 3p for Zn) and its valence electrons and the kinetic 

energy cutoff of the plane-wave basis set expansion was set at 520 eV. Equilibrium 

structures were found by energy minimisation until the forces on all atoms were less than 

1 meV Å-1. A Γ-centred grid of k-points was used for integrations in the reciprocal space, 

with points separated by no more than ~0.02 Å-1 in periodic directions. 

3.2 Interlayer interactions in graphite 

The nature and strength of the interlayer binding in graphitic materials is poorly 

understood, despite the binding strength of graphite/graphene being directly relevant to 

some applications such as, graphene electronic devices fabricated upon various substrates, 

graphite intercalation compounds in Li batteries, carbon-based systems for hydrogen 

storage or graphene-based supercapacitors, among others [15-20]. 
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The ability to model the binding energy (BE) for graphite is still under scrutiny due 

to the weak van der Waals (vdW) interlayer binding, which remains notoriously difficult to 

describe within standard DFT [21, 22]. In this section, I will compare the interlayer 

distance and the BE calculated with three functionals: PBE and PBE-D3, which belong to 

the standard DFT (GGA), and optPBE-vdW (developed to account for the long-range 

interaction component by using an explicit nonlocal functional of the density) and 

compare them with experimental measurements. 

In Table 3.1, equilibrium interlayer distances obtained with these three methods 

exhibit that the PBE method cannot accurately describe long-distance interactions such as 

that of the vdW force compared with the experimental value (3.34±0.01 Å) reported in 

the literature [20, 23, 24]. However, it is evident that the PBE-D3 method, which takes 

into account empirical corrections to describe dispersion, have the same effect on the 

interlayer distance compared with the optPBE-vdW functional. In both, we have a 

difference of about ~0.02 Å which is in good agreement with the experiment. 

Table 3.1. Equilibrium interlayer distances (d) and binding energies (BE) of 
graphite obtained from experiments and calculated energies using PBE, PBE-D3 
and optPBE-vdW functionals. 
 

 Exp. PBE PBE-D3 optPBE-vdW 
d (Å) 3.34±0.01 [20, 23, 24] 3.45 3.36 3.36 

BE (meV/atom) -31±2 [20, 25] 3.63 -21.5 -29.8 
 

Nevertheless, beyond the structural properties, it is also important to compare the 

binding energy with reported experimental value (-31±2 meV/atom) [20, 25] to 

understand the behaviour of vdW interactions in graphite when they are calculated with 

the same three functionals. It is demonstrated that PBE functional is not capable to 

simulate correctly the structural properties of graphite (see Table 3.1) since the BE value 

obtained with this method shows a repulsion between layers. On the other hand, PBE-D3 

 3-3 



Chapter 3 - Elastic and van der Waals effects in carbon-based and porphyrin nanostructures 

and optPBE-vdW functionals exhibit attraction between graphite layers, especially the 

latter method (-29.8 meV/atom) is in very good agreement with the experimental value. 

It is worth-mentioning that optPBE-vdW calculations may be computationally 

very expensive, depending on the size of the systems. For this reason, in order to have a 

good approach to experimental values, PBE-D3 can be used to save computing time. If 

we compare the energy as a function of interlayer distance (see Figure 3.1) it is clear that 

the difference between the binding energies obtained with PBE-D3 and optPBE-vdW 

functionals is acceptably small (~8 meV/atom). 

 

Figure 3.1. Interlayer interaction energy as a function of interlayer distance in 
graphite obtained from PBE, PBE-D3 and optPBE-vdW functionals. 

 
 
 It is already known that in graphitic-based devices, mechanical stress is almost 

unavoidable. For some applications, this fact cannot be ignored: strain has indeed direct 

effects on the electronic properties of graphene [26, 27], so it is important to understand 

and measure the deformation and elasticity of graphene. In the next sections, I will explain 

how bending stiffness can give us an overview of how graphitic and porphyrin 

nanostructures can be folded towards a nanotube including a comparison between the 

values obtained with the same three functionals used here. 
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3.3 Introduction to bending stiffness 

Through literature, the term ‘bending stiffness’ will be found in several applications, such 

as in food packaging, shoes, tires or even textiles [28-37] to study the resistance of a 

structure against bending deformation. Bending stiffness should not be confused with 

tensile stiffness or modulus (also known as the elastic, flexural rigidity or Young’s modulus) 

[24, 29]. 

Nanotubes, due to their constant curvature, are ideal model systems for calculating 

their bending stiffness of two-dimensional (2D) material. Rolling up a sheet of a 2D 

material for making a nanotube of radius R costs an elastic energy given by Eq. 3.1 [38-

40]: 

𝐸𝐸(𝑅𝑅) − 𝐸𝐸(∞) =
𝐷𝐷𝑠𝑠

2𝑅𝑅2
(3.1) 

where E(R) is the energy (per atom) of the nanotubes with radius R, E(∞) is the energy 

(also per atom) in the zero-curvature (flat) limit, s is the surface area per atom in the 

material, and D is the bending stiffness or bending modulus, which has energy units. 

We present then an investigation of how different functionals (PBE, PBE-D3 and 

optPBE-vdW) describe the bending stiffness of both carbon- and porphyrin-based 

nanotubes. 

3.4 Bending stiffness of graphitic nanostructures 

In order to compare the structural results between these functionals, the radius R has been 

measured after geometry optimisation of four zigzag nanotubes (n,0) of different sizes, 

with chiral indices (14,0), (16,0) and (18,0). Table 3.2 shows that the optimised radii are 

very similar for the three functionals, with optPBE-vdW leading to the largest radius. This 

means that the dispersion forces are well described because comparing with experimental 

results [41-47], all the radii exhibited are approximately in the same proportion with 
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neglecting differences. However, comparing these results with the radii obtained using 

PBE or PBE-D3 it is clear that both, the GGA and the correction method of Grimme et 

al. [5], simulate in a proper way these graphitic materials. 

 
Table 3.2. Carbon nanotubes radii (R) and bending modulus (D) of graphene 
obtained from experiments and DFT energies of nanotubes of different sizes. 
 

 Exp. PBE PBE-D3 optPBE-vdW 
R (14,0) (Å) 5.50 [45] 5.53 5.52 5.54 
R (16,0) (Å) 6.25 [46] 6.31 6.30 6.33 
R (18,0) (Å) 7.07 [47]  7.09 7.09 7.12 

D (eV) 1.70 [48] 1.55 1.55 1.57 
 

It is evident that both the obtained geometrical properties and the bending moduli 

are close to the experimental values for the three methods. The values of D predicted by 

the three functionals are almost identical, which is expected given that the main difference 

between them is in the treatment of long-range dispersion, whereas bending stiffness is 

more related to the short-range chemical bonds. The calculated D values agree, within the 

uncertainty bars, with the experimental value presented by Torres-Diaz et al. [48] (1.7±0.2 

eV). The bending moduli can be extracted from the plots shown in Figure 3.2. 

 

Figure 3.2. Calculation of the bending modulus of graphene from the DFT 
energies (E(R) from Eq. 3.1) of nanotubes of different sizes. 
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As explained above, optPBE-vdW is the recommended functional to be used for 

carbon-based structures, however this analysis of the radii and bending stiffness 

calculations demonstrates that our suggestion to use the less computationally demanding 

PBE-D3 functional to have a good approximation to experiments is valid. 

3.5 Bending modulus of porphyrin-based nanostructures 

The same procedure has been applied for the porphyrin-based structures, where each 

nanotube is formed by six porphyrin units. This cyclic array (nanoring) was selected since 

it has been obtained by template-directed synthesis [49] and it was observed that is possible 

a covalently stacking two or more of these nanorings, which forms a tube [50]. In the limit 

of many stacked nanorings, such structures can be seen as one-dimensional nanotubes. 

The linkers between the porphyrin units were changed in order to have different 

radii of the porphyrin nanotubes. In this Chapter, Zn-centred porphyrins are considered 

which are linked via butadiyne (C4), ethyne (C2) and completely fused (C0) (see Figure 

3.3).  

 

Figure 3.3. Porphyrin units a) fused (C0) and linked by b) ethyne (C2) or c) 
butadiyne (C4). Colour code: grey = carbon, white = hydrogen, blue = nitrogen, 

purple = zinc. 

 3-7 



Chapter 3 - Elastic and van der Waals effects in carbon-based and porphyrin nanostructures 

 
This type of linkage is well studied due to their interesting optical and charge 

transport properties [51-56]. This feature will be useful to analyse also the effect of the 

number of carbons (C0/C2/C4) along and around the nanotube, linking the porphyrin 

units (see Figure 3.4). 

Figure 3.4. Porphyrin nanotubes with different linkers. Colour code: grey = 
carbon, white = hydrogen, blue = nitrogen, purple = zinc. 
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In Table 3.3, we can see the effect of the functional used on the geometry of these 

porphyrin-based nanotubes. It is evident that the effect of the nonlocal functional on the 

geometry of the porphyrin nanotubes with C0 linkers around the tube, is similar to the one 

observed for carbon nanotubes: the radii size increases slightly when optPBE-vdW is used. 

When C2- or C4-linkers are around the nanotube the resulting radii on these nanotubes 

are practically the same when changing the functionals. The linkage used along the 

nanotubes does not show any significant effect on the equilibrium radii. 

 
Table 3.3. Porphyrin nanotubes radii measured after geometry optimisation using 
different functionals. 
 

Linker around 
nanotube 

Linker along 
nanotube RPBE (Å) RPBE-D3 (Å) RoptPBE-vdW (Å) 

C0 
C0 8.04 8.03 8.06 
C2 8.04 8.04 8.06 
C4 8.04 8.04 8.06 

C2 
C0 10.30 10.30 10.31 
C2 10.26 10.26 10.26 
C4 10.27 10.26 10.26 

C4 
C0 12.74 12.74 12.76 
C2 12.74 12.74 12.74 
C4 12.74 12.74 12.74 

 

 Regarding the bending stiffness for the porphyrin nanotubes, porphyrin 

nanosheets were constructed with the different possible combinations of linkers 

considered for the nanotubes. Instead of folding these sheets with different tube radii, 

which would be too computationally expensive, we extract the approximate bending 

modulus in each case from one single R value using Equation 3.1. The results are shown 

in Table 3.4. 
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Table 3.4. Bending moduli of porphyrin nanosheets considering DFT energies of 
nanotubes of different sizes. 
 

Linker around 
nanotube 

Linker along 
nanotube DPBE (eV) DPBE-D3 (eV) DoptPBE-vdW (eV) 

C0 
C0 1.06 1.03 0.99 
C2 0.84 0.82 0.79 
C4 0.68 0.65 0.65 

C2 
C0 0.36 0.35 0.31 
C2 0.23 0.22 0.20 
C4 0.20 0.19 0.17 

C4 
C0 0.45 0.43 0.42 
C2 0.32 0.31 0.31 
C4 0.26 0.25 0.25 

 

As in the case of the carbon nanotubes, the functional chosen has little influence 

on the calculated bending moduli. For all combinations, the D values are lower than those 

found for carbon nanotubes, which indicates that the strain in these porphyrin tubes are 

generally lower than in their carbon analogues. Interestingly, and in contrast with the 

calculated radii, the D values depend on both the nature of the linker around and along 

the nanotube. The highest bending modulus is found for the C0-C0 nanotubes. Increasing 

the length of the linker from C0 to C4 along the nanotube always reduces the D value, 

because that reduces the density of bonds to be bent. The trend with the length of the 

linker along the nanotube is, however, not monotonous; e.g. D[C0-C0] > D[C0-C2] < 

D[C0-C4], where the first linker inside the brackets refers to the ones along the nanotube 

and the second to the ones around the nanotubes. This might be due to the fact that the 

nanotubes with C4 linkers have a longer radius than the C2. The bending stiffness 

characterises the energy required to create a given curvature. Although it should take more 

energy to bend the system along C2 linkers than along the C4 linkers to create the same 

curvature, the curvatures are different, which might be leading to non-monotonous trend. 

In any case, the calculations presented here are only approximate, so these small variations 

in D could be affected by the approximations made. A more rigorous analysis would 

involve considering different radii (as we did for graphene) for each type of connectivity, 
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rather than extracting the D values for a single point. The computational cost of such study 

would be very large, so this analysis is left for future work. 

3.6 Conclusion 

We have presented an investigation of intralayer and interlayer interactions in 

graphene- and porphyrin-based nanostructures, using three different functionals: PBE, 

PBE-D3 and optPBE-vdW. 

PBE is unable to describe the interlayer attraction that results from dispersion 

forces, due the absence of nonlocal correlations. The interlayer distances in graphite 

obtained from either PBE-D3 (which incorporates an empirical dispersion correction) or 

optPBE-vdW (which implements nonlocal correlation) exhibit good agreement with 

experiment. The binding energy of layers in graphite is also reasonably described by both 

of these functionals. 

The intralayer interactions are characterised in terms of the bending stiffness, in 

particular the bending modulus D. The bending modulus of graphene, calculated using 

nanotubes of different radii, is almost independent of the functional used, and in good 

agreement with experiment. 

The bending modulus of porphyrin-based nanostructures depends strongly on the 

nature of linker units used both along the nanotube and around the direction of folding. 

As expected, the bending stiffness is highest for the C0 nanotubes, because in the absence 

of linkers the porphyrin units have to accommodate the strain by distorting their planar 

structure. Also, it seems that PBE or PBE-D3 methods are enough to properly simulate 

geometries and bending modulus of porphyrin-based structures. The differences obtained 

between the results of the three functionals are negligible. 

 Overall, PBE-D3 seems like a good compromise in terms of adequate description 

of intralayer and interlayer interactions, and we will use this functional in most of the work 
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reported in this thesis. One exception is when we need to obtain accurate band structures, 

e.g. in Chapter 6 for which we will use HSE06. The other exception is in the investigation 

of the effect of electric field on graphitic edges, reported in Chapter 4, where the effect 

of the field on the polarisation of the electric charge responsible for dispersion corrections 

could be significant. In that latter case, we use optPBE-vdW, which gives a charge density 

that is consistent with the dispersion interaction. 
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4 Closed edges in graphitic 

nanostructures: thermodynamics 

and effect of electric fields 

 

This Chapter is about the edges of graphite (or few-layer graphene). There is still much 

that it is not clear about the geometry and stability of these edges. I will present a theoretical 

study of the so-called “closed” edges of graphite, and of the effect of an electric field on 

their structure. Experimental results of high-resolution transmission electron microscopy, 

carried out by our collaborator Dr Peter Harris, are included in this Chapter for 

comparison with our simulations. We show the behaviour of the edge structure of graphite 

that has been exposed to an electric field, which experiences a separation of the graphene 

layers. Computer simulations based on density functional density (DFT) are used to 

rationalise and quantify the preference for the formation of multiple concentric loops at 

the edges. A model is also presented to explain how the application of an electric field 

leads to the separation of the folded edges. 

This section has been published in the journal RCS Advances (RSC Adv., 2020, 10, 7994). 

 
 
 
 
Image caption: Electric field in a 
folded nanoribbon. Net forces on the 
atoms tend to pull the oppositely 
charged layers apart. 
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4.1 Introduction 

Much of what we know about the microstructure of carbon materials has come from 

studies using transmission electron microscopy (TEM) [1]. Often, such studies have shown 

that the simple textbook pictures that we have of graphite, diamond and other forms of 

carbon need to be modified. For example, graphite is traditionally portrayed as consisting 

of individual, unconnected graphene layers stacked one above the other, but TEM has 

shown that in reality the graphene sheets are frequently joined at the edges by arched 

structures which encompass two or more adjacent layers, forming “closed” edges [2-4]. 

 The formation of closed edges in graphitic structures has important consequences, 

which makes them the subject of research interest. First, the edge structure can influence 

the optical, magnetic, electrical, and electronic properties of graphite and of few-layer 

graphene [5, 6]. A theoretical study by Yan et al. [7] has recently shown that AB-stacked 

closed-edge bilayer graphene exhibits band gap opening and charge separation, which 

suggests potential applications in electronic devices, such as solar cells. In some cases, 

closed edges in graphite may be undesirable, e.g. their presence can prevent the production 

of graphene by exfoliation of highly oriented pyrolytic graphite (HOPG). The experimental 

results presented in this paper were obtained using commercial graphite, produced by the 

high temperature treatment of coke, leading to a less perfect structure that of HOPG. 

However, closed edges, as well as structural transformations due to electric charging, have 

also been reported for HOPG [8]. Finally, another motivation to investigate the properties 

of closed edges is that they are structurally similar to collapsed nanotube structures [9], 

which have increasing technological relevance [10]. It is known that multi-walled carbon 

nanostructures above a certain critical diameter (which depends on the number of walls 

[11]) tend to collapse and form nearly-flat structures with concentric loops at the edges. 

However, the analogy between graphitic closed edges and collapsed nanotubes is not exact, 

 4-2 



Chapter 4 - Closed edges in graphitic nanostructures: thermodynamics and effect of electric fields 

because in the former case the packing of the loops at the edges introduces a constraint in 

their diameters, which must match an integer number of interlayer distances, whereas in 

collapsed nanotubes “dog-bone” cross-sections are typically formed. 

 In this Chapter, I will present the combined theoretical and experimental 

investigation of the closed edges of graphite. They are best presented together to 

understand the study, but my work was only the theoretical part. The experimental part 

was carried out by Dr Peter Harris at Reading. His TEM studies of the edge structure of 

graphite will be described, showing the formation of concentric loops. The images of 

graphite samples that have been exposed to an electric field are reported. It is now well 

established that electric fields can transform the structure of carbon materials [8, 12-21] 

but the mechanism of transformation is poorly understood. An earlier study suggested that 

the mechanism involved, in part, a separation of the closed graphite edges. Here, the 

separation process is studied in detail and use high-tilt imaging to determine the overall 

shapes of the transformed structures. My theoretical analysis, based on DFT simulations, 

of the thermodynamics of closed edges and the effect of an electric field, helps to interpret 

the observed TEM images. Previous theoretical work [22] has focused on the geometry 

and electronic structure of closed-edge graphitic nanoribbons, without consideration of 

their relative stabilities. Here, it has been calculated the variation of surface energy of the 

edge as a function of the number of concentric folds, demonstrating that the formation of 

multiple folds is thermodynamically favoured. It is also elucidated the mechanism by which 

an electric field expands the closed edges, explaining the structural transformations 

observed in experiment. 
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4.2 Methods 

4.2.1 Experimental 

The graphite used in the experiments consisted of commercial synthetic graphite rods 

obtained from Quorum Technologies Ltd, UK. Samples of the fresh rods were prepared 

for TEM by grinding in an agate mortar under isopropanol, mixing in an ultrasonic bath 

and depositing onto lacey carbon TEM grids. Edges of the graphite crystals were then 

imaged using a JEOL 2010 microscope, with a point resolution of 0.19 nm, operated at 

200 kV. At this accelerating voltage there is a danger of irradiation damage [23], since the 

threshold for knock-on damage is well below 200 kV. Experiments carried out with the 

samples studied here showed that visible damage occurred only after about 2 min exposure 

to a beam with a current density of 15 pA cm-2. Care was taken not to expose the carbon 

to an electron for longer than this time. 

 In order to pass a current through the graphite, a commercial arc-evaporator, 

which is normally used for carbon-coating specimens for electron microscopy, was 

employed. In this unit, the electrodes are graphite rods, one of which is thinned to a 

diameter of approximately 1.4 mm at the point of contact. The chamber is evacuated by a 

turbomolecular pump to a pressure of approximately 3×10-4 mbar. Before carrying out the 

“evaporation”, the rods are out-gassed by passing a current of about 30 A for 1 min. Some 

samples of graphite which had just been exposed to the out-gassing step were examined 

by TEM and no obvious structural changes were observed. For evaporation, a current of 

75 A is passed for 3 s. Following evaporation, the thinned carbon rod was found to have 

slightly shortened, and a small deposit was formed in the area where the two rods made 

contact. This was collected and imaged in the TEM as described above. 
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4.2.2 Theory 

We use the Vienna Ab Initio Simulation Package (VASP) [24, 25] to carry out the quantum 

mechanical calculations within the Kohn-Sham implementation of the density functional 

theory (DFT). It is well established that the generalised gradient approximation (GGA), 

which is widely used in DFT simulations, is inadequate for the description of long-range 

dispersion interactions [26], which play an important role in graphitic structures. Although 

the local density approximation (LDA) of DFT does lead to interlayer binding and is 

sometimes used to investigate graphitic and other layered structures, including in previous 

work on closed-edged structures [22], this approximation is also unable to provide an 

adequate description of long-range dispersion interactions [18]. Therefore, a functional 

with nonlocal correlation is employed (optPBE-vdW) [27, 28] which has been successfully 

used in modelling graphite and other layered materials [29-32]. In contrast with functional 

with an empirical correction added to describe dispersion, like those proposed by Grimme 

et al. [33, 34], nonlocal correlation functionals allow for the charge density to respond to 

the dispersion interactions, providing a more robust description of interlayer interactions. 

This functional also gives a good description of the bending stiffness of graphene layers, 

which is necessary for investigating the thermodynamics of closed edges. 

Following the same procedure detailed in Section 3.4, we have calculated the 

bending modulus D of graphene from DFT energies (using the optPBE-vdW functional) 

of three zigzag nanotubes of different sizes. By plotting their energy vs. the square of their 

radii (see Figure 4.1), we obtain a bending modulus D = 1.57 eV, in agreement with the 

experimental value of 1.7±0.2 eV [35]. 
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Figure 4.1. Calculation of the bending modulus of graphene from optPBE-vdW 
energies of nanotubes of different sizes. 

 

 Valence wavefunctions are expanded in terms of planewaves with kinetic energies 

up to 520 eV. The interaction of the valence electrons with the ionic cores is modelled 

using the projector augmented wave (PAW) method [36, 37], with C 1s levels frozen at the 

atomic reference state. Equilibrium structures were found by energy minimisation until the 

forces on all atoms were less than 1 meV Å-1. A Γ-centred grid of k-points was used for 

integrations in the reciprocal space, with points separated by no more than ~0.02 Å-1 in 

periodic directions. 

 The surface energy (γ), which characterises the stability of a particular surface 

termination (for the edges in this case), was calculated as: 

𝛾𝛾 =
𝐸𝐸slab −𝑁𝑁𝐸𝐸bulk

2𝐴𝐴
(4.1) 

where Eslab is the energy per unit cell of a periodic slab with N carbon atoms and the 

graphitic edges pointing towards the vacuum gap, Ebulk is the energy per atom of bulk 

graphite, and A is the area per unit cell at each side of the slab. As VASP employs 3D 

periodic boundary conditions, all our models include vacuum regions of ~10 Å separating 
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the slabs, which were proved to be large enough not to affect the equilibrium geometries 

and surface energies. 

 In the simulations involving an electric field, we applied a periodic sawtooth-like 

potential perpendicular to the layers, as done by other authors (e.g. Ref. [38]). The induced 

charge redistribution is visualised as the difference in charge density with and without 

electric field. 

4.3 Results and discussion 

4.3.1 TEM of graphite edges 

A typical image of material from the fresh graphite is shown in Figure 4.2. As expected, 

this consists mainly of flat crystallites, ranging from a few 100 nm to about 5 µm in size, 

containing up to 100 layers. The crystallites were often folded and buckled and were 

covered with small amounts of finely-divided material. No nanotubes or other 

fullerene-related structures were seen in the fresh graphite. 

 

Figure 4.2. Transmission electron micrograph of carbon from fresh graphite rod. 
 

 The graphite sheets tended to lie flat on the carbon support films, with the c-axis 

parallel to the electron beam. However, it was possible to find crystals oriented with the 

graphene planes parallel to the electron beam, and a number of images were recorded of 
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the edges of such crystals. In some cases, the edges were completely open, with no 

connections between adjacent layers, but in other cases the layers were clearly joined by 

arched structures. 

 Different edge structures were observed, as shown in Figure 4.3. Single loops (see 

Figure 4.3a) were sometimes seen, but multiple loops, as in the other images, were more 

common. Figure 4.3c appears to show some loops in the process of being formed. 

 

Figure 4.3. TEM images of looped edges in fresh graphite. a) Edge with single 
loops, b) edge with single and multiple loops, c) loops apparently in the process 

of being formed and d) multiple loops. 
 

4.3.2 Thermodynamics of closed edges from DFT calculations 

In order to understand the thermodynamics of edge folding in graphitic structures, and in 

particular the formation of multiple concentric loops or folds, we resort to DFT 

simulations. We focus our simulations on the zigzag edge of graphite, because the 

geometry of the armchair edge is incompatible with the formation of a closed edge for AB 

stacking, as noted before by Zhan et al. [39]. Using the case of a single fold (nf = 1), we 

first checked that our model, consisting of a continuously folded graphene sheet (Figure 

4.4), is long enough to represent both the closed edge and the graphite bulk, leading to 
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converged surface energies. We consider models with 48, 56 and 64 atoms per unit cell, 

and found that the surface energy is indeed well converged, to γ1 = 2.99 J m-2, with 

differences between models below 0.01 J m-2. We are therefore confident that there is 

negligible interaction between the two sides of the slabs. 

 

Figure 4.4. Slab models for the folded edges, including a) 48 C atoms, b) 56 C 
atoms, and c) 64 C atoms per simulation cell. The model is periodic in the two 
directions parallel to the edge plane, where a vacuum gap separates the slabs in 

the direction perpendicular to the edge plane. 
 

 We now consider the formation of edges with two (Figure 4.5b) or three (Figure 

4.5c) concentric folds (nf = 2, 3). Like the single-fold edge model, these models exhibit AB 

stacking in the bulk region at the centre of the slabs, which remained largely unchanged 

upon geometry optimisation. The corresponding surface energies are γ2 = 2.13 J m-2 and 

γ3 = 1.78 J m-2 (for nf = 2 and 3, respectively). It is clear that the formation of concentric 

loops lowers the surface energy, stabilising the edge termination. This effect results from 

the smaller bending stress in the external folds, which have less curvature. 
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Figure 4.5. Graphitic edges with repetitions of a) a single fold (nf = 1), b) two 
concentric folds (nf = 2), and c) three concentric folds (nf = 3). d) Variation of the 
surface energy γ with the number of concentric folds (nf). Black dots represent the 

values calculated directly from DFT results using Eq. 4.1 and the blue dots and 
red line represent the extrapolation described in the text. 

 
 In fact, it is possible to calculate the effective strain energies εn (per unit of edge 

length) introduced by folds of different curvature (connecting layers which are separated 

by a distance (2𝑛𝑛 − 1)𝑘𝑘, where d is the interlayer distance in graphite). Assuming that 

such strain is the dominant contribution to the surface energies, and therefore ignoring 
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dispersion and other effects, the above calculated surface energies can be expressed in an 

additive way, as: 

𝛾𝛾1 =
𝜀𝜀1
2𝑘𝑘

(4.2) 

𝛾𝛾2 =
𝜀𝜀1 + 𝜀𝜀2

4𝑘𝑘
(4.3) 

𝛾𝛾3 =
𝜀𝜀1 + 𝜀𝜀2 + 𝜀𝜀3

6𝑘𝑘
(4.4) 

  

In the numerators of Eqs. 4.2 – 4.4, we account for the different folded edges 

contributing to each surface (e.g. ε1a is the extra energy due to the presence of a single fold), 

whereas in the denominator we account for the different surface areas, which are 2da, 4da 

and 6da, for nf = 1, 2 and 3, respectively (a is the edge length, which cancels out from the 

numerator and denominator). From these expressions, we can determine the effective 

strain energies: ε1 = 1.25 eV Å-1, ε2 = 0.53 eV Å-1 and ε3 = 0.46 eV Å-1. They deviate from 

the pure strain values, which can be obtained from the calculated bending modulus D of 

graphene (assuming the folds are semi-cylindrical) as: πD/d = 1.48 eV Å-1, πD/3d = 0.49 

eV Å-1 and πD/5d = 0.30 eV Å-1, respectively, because there are other contributions to the 

edge energy not included in the approximate model given by Eqs. 4.2 – 4.4 (e.g. dispersion 

interactions between the loops). Nevertheless, it is clear from the above analysis that the 

bending strain, which decreases with loop diameter, is the main factor driving the 

formation of concentric folds structures. 

 We can now extrapolate our results to obtain surface energies for edges consisting 

of arbitrary numbers of concentric folds (experimentally, it is common to find edge 

structures with more than three concentric folds, as shown in Figure 4.3). Based on 

theoretical results for carbon nanotubes [40, 41], the strain energy εn can be expected to 

vary linearly with the inverse of the square of the loop diameter in each fold, which 

 4-11 



Chapter 4 - Closed edges in graphitic nanostructures: thermodynamics and effect of electric fields 

corresponds to “opening distance” 𝑘𝑘𝑛𝑛 = (2𝑛𝑛 − 1)𝑘𝑘 of the fold. This is indeed the case 

for the three values (ε1, ε2, ε3) calculated directly from DFT simulations, as shown in 

Figure 4.6, and is consistent with the observed variation of strain energy in carbon 

nanotubes as a function of size. 

 

Figure 4.6. Variation of the strain energy with the loop diameter (“opening 
distance” dn). 

 

 We now write this dependence as: 

𝜀𝜀𝑛𝑛 = 𝛼𝛼 +
𝛽𝛽
𝑘𝑘𝑛𝑛2

(4.5) 

where α = 0.433 and β = 9.152 from the fitting of the DFT data (Figure 4.6). The surface 

energy of the edge consisting of a periodic repetition of nf concentric folds can be 

calculated as: 
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𝛾𝛾𝑛𝑛f =
1

2𝑛𝑛f𝑘𝑘
��𝛼𝛼 +

𝛽𝛽
(2𝑛𝑛 − 1)2𝑘𝑘2�

𝑛𝑛f

𝑛𝑛=1

       =
1

2𝑛𝑛f𝑘𝑘
�𝛼𝛼𝑛𝑛f +

𝛽𝛽
𝑘𝑘2

�
1

(2𝑛𝑛 − 1)2

𝑛𝑛f

𝑛𝑛=1

�

       =
𝛼𝛼

2𝑘𝑘
+

𝛽𝛽
2𝑘𝑘3𝑛𝑛f

𝑓𝑓(𝑛𝑛f)

(4.6) 

where: 

𝑓𝑓(𝑛𝑛f) = �
1

(2𝑛𝑛 − 1)2

𝑛𝑛f

𝑛𝑛=1

≈
𝜋𝜋2

8
−
𝜁𝜁
𝑛𝑛f

(4.7) 

and 𝜁𝜁 ≈ 0.2384. The validity of the approximate expression above is clear from Figure 

4.7. 

 

Figure 4.7. Quasi-linear variation of function f(nf) with 1/nf. 
 

Using these approximations, the expression for the surface energy is: 

𝛾𝛾𝑛𝑛f =
𝛼𝛼

2𝑘𝑘
+

𝜋𝜋2𝛽𝛽
16𝑘𝑘3𝑛𝑛f

−
𝛽𝛽𝜁𝜁

2𝑘𝑘3𝑛𝑛f
2 (4.8) 
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which represents a second-order polynomial on 1/nf. We use Eq. 4.8 to extrapolate the 

DFT-calculated surface energies to edges with higher numbers of concentric folds. Figure 

4.5d shows the extrapolation of the surface energies, which range between ~3 J m-2 in the 

case of single-fold termination and ~1 J m-2 in the limit of infinite concentric folds. 

 Whereas our analysis indicates that there is a thermodynamic preference for 

multiple concentric folds, in practice there will be kinetic limitations preventing the 

formation of such complex structures. Our analysis here is consistent with the observation 

by Campos-Delgado et al., that when the temperature of the heat treatment of graphene 

nanoribbons was increased, more multiple folds formed on the edges [42]. High 

temperatures are needed to provide the thermal energy to overcome the activation barriers 

for atomic reorganisation at the edges. 

 Finally, although the calculations above assume perfect graphitic structures 

without defects, it can be expected that the folded edges are more favourable regions for 

defect formation than the graphitic bulk. While it is computationally too expensive to 

evaluate defect formation energies in large supercells including defects at the 

quantum-mechanical level of calculation employed above, we have performed preliminary 

calculations of the segregation energies of Stone-Wales defects towards the folded edges, 

using the Dreiding force field [43] as implemented in the GULP code [44, 45]. We found 

that Stone-Wales defects at the folded edges are much more stable than at the bulk, by up 

to 3.4 eV in the highest-curvature folded edge (i.e. the one joining two consecutive layers, 

and diameter a) and by up to 1.4 eV in the folded edge with diameter 3a. These energy 

values are only approximate due to the inaccuracies involved in the force field, but they do 

illustrate that there will be a considerable driving force for defects to accumulate at the 

folded edges of graphite, which can be expected to be more reactive than the graphite basal 

planes. 
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4.3.3 Transformed graphite after the application of an electric field 

Now I will discuss the structures formed by the application of an electric field to the 

closed-edge graphitic structures. The carbon collected from the graphite rods following 

passage of current contained some ‘normal’ graphite, but this was accompanied by many 

regions with a very different appearance. Typical transformed areas are shown in Figure 

4.8. As can be seen, the outline of the structure in this area of the material is more irregular 

than in the fresh graphite, with many curved and unusually-shaped features. The carbon is 

frequently found to be decorated with short nanotubes or nanoparticles, and in some cases, 

nanotube-like structures are seamlessly connected to the larger regions. These 

nanotube-graphene junctions have been analysed in detail in Ref. [46]. 

 

Figure 4.8. Micrographs showing transformed structures following passage of 
current through graphite. 

 
 In previous studies (e.g. Refs. [13] and [14]) it has been suggested that these 

structures are largely three-dimensional and hollow, but more recent studies using high-tilt 

TEM imaging have shown that many of the larger structures are flat, with a separation of 

the graphene layers along the edges of the crystals. Figure 4.9 shows a tilt series of some 

typical structures. In Figure 4.9a, one of the structures can be seen edge-on, with a 
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separated region clearly visible at the tip, whereas in Figure 4.9b and c, the expanded 

regions can be seen along the margins of the particles. 

 

Figure 4.9. TEM images of transformed graphite at tilt values of a) -70º, b) -60º, c) 
-30º and d) +40º. Arrow in c) shows directions of tilt. 

 

Another tilted region, with the expanded region along the edge indicated by arrows, 

is shown in Figure 4.10. Some higher magnification TEM images of the separated edges 

are shown in Figure 4.11. In the high-resolution images in Figure 4.11b and c, it can be 

seen that the separated structures are bilayer loops attached to four layers of graphene. 
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Figure 4.10. TEM image of tilted region in transformed graphite with arrows 
indicating expanded region along the edge. 

 

 

Figure 4.11. a) Intermediate magnification image, b) and c) higher-magnification 
images of separated layers, showing bilayer structure. 

 

 It should be noted that work by Campos-Delgado et al. [42] has shown that furnace 

annealing of graphite results in very different edge behaviour to annealing by Joule heating, 

i.e. heating by passage of a current. Furnace annealing produces edge closure, while Joule 

heating results in much more extensive structural transformations. The passage of a 
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current, or the presence of an electrostatic charge, clearly has a greater effect on the 

structure than that produced by simple heating. 

 In order to understand the effect of the electric field on folded graphitic edges, we 

have performed DFT calculations on a single folded graphene nanoribbon, applying an 

electric field either parallel or perpendicular to the graphene layers. Whereas in the 

experiment, the graphitic layers will have random orientations with respect to the electric 

field, in the simulations we are considering only two limit cases for the sake of simplicity. 

Single-point calculations, i.e. without geometry relaxation, show that electronic charge 

redistribution takes place upon the application of the field. When the field is applied 

parallel to the layers, charge accumulates at the edge. However, the resulting electrostatic 

repulsion is not enough to separate the folded edge. In fact, geometry relaxation under the 

parallel field leads to minimal structural change, even when a very strong field of 3 V Å-1 

is applied. 

 In contrast, when the electric field is applied perpendicular to the layer, a different 

behaviour is observed, than can explain the separation of the folded edge. In this case, the 

charge redistribution consists of electrons moving from one layer to the other, in the 

opposite direction to the electric field. For example, if we assume that the electric field is 

pointing upward, as in Figure 4.12, negative charge will accumulate in the bottom layer, 

while the top layer will have a net positive charge. The charge transfer will be opposed by 

same-charge repulsion within a layer, and by the fact that electrons need to occupy 

quantum states of higher energy. The induced charges of the carbon atoms, according to 

a Bader charge density partition analysis [47], increase with the magnitude of the electric 

field, and are in the range of 0.01 – 0.04 eV per atom (see Figure 4.12a). The net forces 

on the atoms (represented by the brown arrows in Figure 4.12b) tend to pull the 

oppositely charged layers apart. 
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Figure 4.12. a) Average induced charges of atoms at the upper and lower layers as 
function of the magnitude of the electric field applied perpendicularly and b) 

charge density difference and atomic forces induced by a strong electric field in a 
folded nanoribbon (red and blue colours denote electron charge accumulation 
and depletion, respectively. The brown arrows represent the atomic forces. The 

example shown corresponds to an electric field of 3 V Å-1). 
 

 Whether the folded edge expands completely or not depends on a delicate balance 

between the field-induced forces, the attractive dispersion forces, and the strain forces at 

the edge (which also tend to separate the loop). In our model nanoribbons, only the 

application of very strong fields (~3 V Å-1) leads to loop separation upon geometry 

relaxation (Figure 4.13). 
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Figure 4.13. Relaxed geometries of the folded graphene ribbons in the presence of 
electric fields of different intensities. 

 

 However, the field strength required to separate the folded edges in real graphitic 

systems can be expected to be very different, since other factors, like temperature or the 

presence of defects, might play a role not accounted for in our nanoribbon model. For 

example, in the experiments described above in this section, the graphitic system is heated 

above 2000 K, so kinetic barriers preventing the expansion of the loop edge can be easily 

overcome. In contrast, our model is static and essentially represents the system at 0 K; 

therefore it is not surprising that an unphysically large electric field is required to reproduce 

an effect observed at much larger temperatures. Our calculations provide only qualitative 

insight into the behaviour of the closed edges in the presence of an electric field, but the 

proposed picture is physically reasonable and in good agreement with the experimental 

observation. 
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4.4 Conclusion 

In this Chapter, I have presented a theoretical investigation of the folded edge structure of 

graphite, including an analysis of the thermodynamics of edge folding and the effect of an 

electric field. Because this work was carried out in collaboration with an experimentalist 

(Dr Peter Harris), the related experiments were also presented for clarity. My density 

functional theory calculations explain the preference for multiple concentric loops at the 

edges observed by transmission electron microscopy, and quantify the stability of different 

edge terminations as a function of the number of concentric loops. 

Transmission electron microscopy images of the transformed structures obtained 

by the application of an electric field show that this could lead to the separation of the 

closed edges. A model is then proposed to explain this behaviour based on density 

functional theory calculations. The electric field leads to a charge redistribution resulting 

in layers with opposite charge, which are pulled apart by the electric field. Geometry 

relaxation of folded graphene nanoribbons in the presence of an electric field confirms the 

tendency to loop expansion. 

This study contributes important insights into the properties of graphite closed 

edges, and their response to electric fields. The results will help to explain the effect of 

electric fields on the structure of graphitic carbons, and may have implications for 

understanding the growth of carbon nanotubes by arc-discharge. 
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5 Iron species on nitrogen-doped 

graphitic nanostructures 

 

In this Chapter, I will investigate graphitic nanostructures doped with nitrogen and in 

contact with iron species, which are of interest for their carbon dioxide reduction activity. 

First, we will consider iron oxyhydroxide nanostructures (ferrihydrite-like structures) in 

interaction with nitrogen-doped graphitic edges. By means of operando Q-EXAFS 

(quick-scanning extended X-ray absorption fine structure) carried out by experimental 

collaborators at the core X-ray absorption spectroscopy beamline of Diamond Light 

Source, it was possible to reveal the reversible redox chemistry of iron oxyhydroxide 

nanostructures on nitrogen-doped carbon in low concentration bicarbonate solution. 

Some experimental results (not obtained by me) will be discussed here in order to 

understand the theoretical contribution to corroborate the role of pyridinic N dopants in 

stabilising the interface between graphite and the iron oxo-hydroxide particles. This study 

has been published already (Nat. Commun., 2018, 9, 935) and my featured image was 

selected by the Nature Research Chemistry Community and published in a ‘Behind the 

Paper’ post: http://go.nature.com/2oNe4jP. 

 
 

Image caption: scanning transmission 
electron micrograph (ePSIC facility) and 
model of the ferrihydrite decorating the 

graphite edges. Colour code: Fe = orange, 
C = grey, O = red and N = blue. 
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 Second, we will investigate the structural and electronic properties of Fe, N 

co-doped graphene, where Fe species could act as “single-atom” catalysts. It is known that 

the electrocatalytic function of Fe species supported on N-doped graphitic C has been 

correlated to many structural features characterising these materials, including the 

functionalised edge terminations of graphene layers, Fe-N4 ensembles and other structural 

point defects. With particular concern to coordinated single metal atomic species, little is 

known about how these species are formed during the synthesis as well as their stability in 

their application as a catalyst. This study is part of an ongoing collaboration (still 

unpublished) with the experimental group of Dr Rosa Arrigo, where we will attempt to 

explain from a theoretical view, the nature of defects (active sites) on N-doped graphene 

can act as potential anchoring sites for Fe single atom. 

5.1 Introduction 

One of the current grand challenges in chemical science is the conversion of recycled CO2 

to chemicals using renewable energy [1, 2]. As a consequence, the electrochemical CO2 

reduction reaction (CO2RR) over different electrodes [3] is increasingly investigated, with 

the main hurdle being the formation of products with more than one carbon atom. Copper 

has shown an incomparable efficiency to form hydrocarbons [4, 5], but despite this, a poor 

stability, selectivity and high overpotentials are limiting factors. The opportunity to 

facilitate one selective path amongst the others relies on the possibility to kinetically 

control the energetics of adsorbed reaction intermediates [6], on a specific surface 

structure. This demands new ideas in catalyst design attainable through a molecular level 

understanding of the reaction mechanism [5, 6]. 

 With respect to the selectivity issue, molecular catalysis can be product-specific and 

highly efficient, however redox processes are limited to the transfer of only a few electrons, 

thereby leading to products of lower technological interest such as CO. 
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 Recently, it was shown that the immobilisation of molecular species such as Co 

porphyrins on graphite and graphene opens up opportunities for multistep reduction 

products [6]. Also, it has been demonstrated the synthesis of acetic acid via CO2RR over 

Cu on carbon nanotubes (Cu/CNTs) electrodes [7]. 

 Nitrogen species in carbon have been also reported to convert CO2 to C1 products, 

such as CO [8, 9]. Compared to metal-free nanocarbons, C supported metal nanoparticles 

allow improving performances and lowering CO2RR overpotentials [10], but the 

competing hydrogen evolution reaction (HER) is also favoured. 

 In the first part of this chapter, we investigate Fe oxyhydroxide nanostructures 

supported on N-doped graphitic structures, which have been shown by our experimental 

collaborators to display CO2RR activity. It has been evidenced outstanding performance 

of ferrihydrite-like clusters on N-doped carbon (N-C) with a total CO2RR Faraday 

efficiency above 97% and high selectivity to acetic acid at very low potential. This study 

reveals the reversible redox chemistry of ferrihydrite nanostructures on N-C in low 

concentration bicarbonate solution, characterised by the formation of Fe(II) species at 

potentials relevant for CO2RR, whereas at more negative potentials those species turn into 

Fe0. In contrast, there is no significant formation of Fe(II) species in the ferrihydrite 

supported on O-containing carbon in this voltage range, and the only structural 

modification observed is the reduction of some of the ferrihydrite cluster to Fe0.  

The H2 reduction is indeed correlated to the transformation of Fe(III) into Fe0. 

Via a combination of ambient pressure soft X-ray photoelectron spectroscopy (XPS) done 

by our experimental collaborators and our density functional theory (DFT) simulations, 

we prove that a chemical interaction occurs between Fe sites of ferrihydrite and the 

pyridine N species on the carbon surface. As a consequence of the favourable Fe-N 

interaction, Fe species, initially present as single atoms or clusters decorating the 

N-functionalised edges of the graphitic planes, are stabilised as Fe(II) species at a potential 

 5-3 



Chapter 5 - Iron species on nitrogen-doped graphitic nanostructures 

consistent with the carbonation of ferrihydrite and the formation of a Fe(II)Fe(III) mixed 

compound [11]. This potential range coincides with the highest Faraday efficiency to 

CO2RR products. 

On the other hand, the nature of defects in graphitic materials has been extensively 

described, including a recent comprehensive review [12] on the influence of the carbon 

defects chemistry characterising various forms of carbon materials in tailoring the reactivity 

and selectivity of metal nanoparticles. In order to have a wider perspective of the effects 

of Fe species in graphitic systems in this Chapter, the second part of this section will focus 

on the structural analysis and adsorption of Fe on pristine graphene as adatom and on 

free- and N-doped defective graphene. These results will enable us to understand the 

nature of the active sites within graphitic structures when Fe atoms are adsorbed. 

5.2 Computational Methods 

The Vienna Ab Initio Simulation Package (VASP) [13, 14] was used to carry out quantum 

mechanical calculations within the Kohn-Sham implementation of the DFT. The 

Perdew-Burke-Ernzerhof (PBE) [15, 16] version of the generalised gradient approximation 

(GGA) was employed as the exchange-correlation potential. A Hubbard-type correction 

was applied to Fe 3d orbitals following the GGA+U formulation by Dudarev et al. [17], 

where a single parameter Ueff determines the strength of the correction. 

 The GGA+U approach penalises the d orbital hybridisation with the ligands, thus 

opposing the GGA tendency to over-delocalise orbitals. Previous work has shown that 

Ueff = 4.0 eV leads to optimal results in the description of the electronic structures of iron 

oxides [18-20]. The interaction of the valence electrons with the core was modelled using 

projector augmented wave (PAW) potentials, where levels up to 1 s in C, N and O atoms 

and up to 3d in Fe atoms were kept frozen at the atomic reference states. 
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The number of planewaves in the basis set is controlled by the cutoff energy, which 

in calculations was Ecut = 520 eV, 30% above the standard value for the set of PAW 

potentials. Integrations in the reciprocal space were performed using a fine grid of 

Γ-centred k-points with a maximum separation of 0.01 Å-1 in the reciprocal space. All 

precision parameters were tested for convergence of the total energy to within 1 meV 

atom-1. Spin polarisation was allowed in the simulations of iron-based systems, and the 

magnetic moments were calculated in ferromagnetic configurations for simplicity. 

5.3 Results 

5.3.1 Fe oxyhydroxide nanostructures supported on N-doped graphitic 

In order to investigate the interaction between the graphitic edge (with and without N 

dopants) and the ferrihydrite-like nanostructure, an idealised structural model was created 

to perform DFT simulations (Figure 5.1). In the absence of detailed experimental 

information on the structure, a significant effort was put into creating a plausible structural 

model, based on the following criteria. 

First, the iron oxyhydroxide nanostructure is assumed to have the stoichiometry 

and local structure of bulk ferrihydrite (Fe5O8H). 

 

Figure 5.1. Model of the Fh-FeOOH/N-C interfase. a) Top and b) lateral views of 
the DFT+U-relaxed geometry of ferrihydrite nanostructures decorating the 

N-doped graphitic zigzag edges. Colour code: C = grey, H = white, N = blue, Fe 
= orange and O = red. 
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The model is cut out from the bulk crystal structure reported by Pinney et al. [21] 

and is made periodic in one dimension to interface with the graphitic edge. The ferrihydrite 

nanostructure is assumed to be in close contact with graphite, decorating its zigzag edge, 

which is represented in our model by a hydrogen-terminated one-dimensional nanoribbon 

with two AB-stacked layers. The edge decoration feature is consistent with the high-angle 

annular dark field scanning transmission electron micrograph (HAADF-STEM) images 

for the Fe/N-C presented in Figure 5.2. 

 

Figure 5.2. Nanostructure of Fe/N-C sample. a) Representative bright field and 
b) HAADF-STEM micrographs of sample Fe/N-C (scale bar 5 nm). The 

brightest spots in the HAADF-STEM image are Fe atoms. Several morphologies 
are identified: nanoparticles (circle); polyatomic species (rectangle) and single 

atoms (small circle). 
 

 Second, along the [001] direction of the crystal, the ferrihydrite nanostructure is 

terminated by hydroxyl groups on one side (facing the vacuum gap) and by Fe cations on 

the other side, in such a way that they interact directly with the graphitic edge, as suggested 

by the experimental results. Along the periodic direction, we chose a supercell with eight 

C atoms at the edge, which minimises the strain of the ferrihydrite layer with respect to its 

bulk cell parameters (because highly-strained structures would be thermodynamically 

forbidden). Therefore, although our model does not come from direct structural 

determination, it is based on the available experimental information and thermodynamic 

considerations. 
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 We now discuss the strength of the interactions at the interface. In the absence of 

N dopants, the interaction energy between the graphitic edge and the ferrihydrite 

nanostructure is calculated to be -1.1 eV for the supercell (with respect to the free edge 

and the unstrained ferrihydrite 1D nanostructure). However, when terminal C-H species 

at the edge are substituted by pyridinic N species, the interaction energy becomes 

significantly more negative (-1.9 eV) as the result of the formation of two N-Fe bonds per 

supercell. Energy minimisation leads to N-Fe bond lengths of 2.0 Å and 2.1 Å, which are 

similar to Fe-N (pyridine) bond distances reported in the literature. It is clear then that the 

presence of pyridinic nitrogen at the carbon edge stabilises the C/ferrihydrite interface, by 

~0.4 eV per N-Fe bond formed. The formation of the chemical bond is accompanied by 

charge transfer from the N atom to the Fe ion, whose Bader charge [22] decreases from 

1.62 a.u. to 1.26 a.u. indicating a partial reduction. This is consistent with the Fe L near 

edge X-ray absorption fine structure (NEXAFS) spectrum of the Fe/N-C sample in 

Figure 5.3, which clearly indicates the presence of reduced Fe(II) sites as compared with 

the N-free Fe/O-C sample. 

 

Figure 5.3. Fe L edge NEXAFS spectrum of Fe/O-C (red line), Fe/N-C (blue 
line) and residual of the difference between the two spectra (black line). 

 5-7 



Chapter 5 - Iron species on nitrogen-doped graphitic nanostructures 

 
We also tested the possibility of the formation of C-Fe bonds at the interface, via 

the removal of terminating hydrogen from the edge to the gas phase (on the form of H2 

molecules). However, this is not a favourable process as the formation of such interface, 

including the gas phases species, requires a large positive (5.4 eV) energy. 

The main result of this work, from the theoretical part, was the creation of a model 

than can account for available experimental information from microscopy and NEXAFS. 

We hope that this model leads to further studies of the reaction mechanism using this 

promising electrocatalyst. 

5.3.2 Single-atom Fe sites in graphitic catalysts: interaction with N dopants 

and defects 

Moving on now to the single Fe atom, we have considered three possible scenarios where 

Fe atoms could be adsorbed on graphitic structures: Fe atoms (adatoms) on pristine 

graphene, pure graphene with vacancies and N-doped defective graphene. Analysis of 

absorption energy (Eads) between Fe atom and those carbon systems will provide us a 

preliminary step on our ongoing collaboration with experimentalists, showing us a 

perspective of the effect of Fe atoms and their stability among the graphitic structures 

described above.  

 For the interaction between Fe atoms and graphene (adatom), three different 

positions of Fe atom were considered as starting point which are standing on top of the 

centre of a C6-ring, a C-C bond and a C atom (see Figure 5.4). Calculated Eads of these 

positions showed values in order of magnitude of 10-2 eV, which means that the interaction 

is poor between Fe and graphene surface. However, it was found that an Fe atom standing 

on top of the centre a C6-ring is the most stable position having an Eads of -62.13 meV and 

also the calculated distance between them is the smallest one among all positions (1.99 Å). 
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Figure 5.4. Positions and distances calculated between Fe atoms and pristine 
graphene: a) centre of the graphene rings, b) between a C-C bond and on top of a 

C atom. Colour code: C = grey and Fe = orange. 
 
 

 Regarding the adsorption of Fe on defective graphene, Fe atoms were embedded 

in graphene mono- and divacancies. In Figure 5.5, we can see that a single Fe atom 

substitutes missing carbon atom(s) and passivates the undercoordinated atoms of the 

native mono- and divacancy defects. After the calculation of Eads for both defects, 

divacancy defect offer a more stable environment for the Fe atom compared with the 

monovacancy by ~1.53 eV. These results suggest that a four-coordinated setting should 

be suitable for Fe embedded atoms. 
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Figure 5.5. Geometries of a) mono- and b) divacancy defects in graphene with 
(right) and without (left) Fe embedded. Colour code: C = grey and Fe = orange. 

  

Structural results obtained for the N-doped defective graphene after embedding 

the Fe atoms are similar as the ones obtained in pure defective graphene (Figure 5.5). In 

Figure 5.6, we can see that C atoms involved in the three- and four-coordination in both 

mono- and divacancy defects, respectively, are substituted with N atoms. Now, Fe atoms 

are anchored to the in-plane defects forming Fe-N3 and Fe-N4 ensembles. We found that 

absorption energy calculated for Fe-N3 species do not show any enhancement compared 

with the one calculated for the analogous system in pure defective graphene, which 

adsorption is weaker (-1.15 eV). However, Fe-N4 showed the strongest adsorption among 

all of the configurations explained above (-6.07 eV). This means that the stability is highly 

improved if a Fe atom is anchored in a four-coordinated N-doped vacancy in graphene. 

When the Fe atom is embedded in this ensemble, it is evident that we are dealing with a 

porphyrin-like structure (see Figure 5.6b) so that could be the reason of the great stability 

of this kind of structure. 
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Figure 5.6. Geometries of a) Fe-N3 and b) Fe-N4 ensembles in graphene. Colour 
code: C = grey, N = blue and Fe = orange. 

 

  
Table 5.1 shows a summary of the Eads values for the three scenarios for Fe atoms: 

adatoms on pristine graphene, graphene with vacancies and N-doped defective graphene. 

 
Table 5.1. Adsorption energies (Eads) calculated for single-atom Fe sites in graphitic 
catalysts. 
 

 Fe site Eads (eV) 

Adatom 
C6-ring -0.062 
C atom -0.056 
C-C bond 0.082 

Defective graphene Divacancy -3.772 
Monovacancy -2.236 

N-doped defective 
graphene 

Fe-N4 -6.074 
Fe-N3 -1.148 

 

5.4 Conclusion 

Few relevant species for C-C coupling are an ensemble of chemically interacting 

(bi)carbonate-bearing Fe(II) species and N atoms, the latter one also capable of 

chemisorbing CO2-related species. These results clearly indicate that the carbon surface 

chemistry influences significantly the Fe redox chemistry with strong impact on the 

catalytic performance. N dopants on carbon have a double effect: not only they coordinate 

CO2-related species, but they also stabilise these Fe(II) species hindering their further 

reduction, thus inhibiting HER. 
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 Our theoretical investigation, based on DFT+U method, of the interaction energy 

between the graphitic edge and the ferrihydrite nanostructure indicates that the presence 

of pyridinic nitrogen at the carbon edge stabilises the C/ferrihydrite interface. Also, the 

charge transfer obtained from the N atom to the Fe ion, which indicates a partial reduction, 

demonstrates the presence of reduced Fe(II) sites. This analysis corroborates the role of 

pyridinic N dopants in stabilising the interface between graphite and the iron 

oxo-hydroxide particles. 

 Also, our investigation of the adsorption of Fe single atoms through a vast set of 

graphitic models, showed us that when N dopants are present the stability is enhanced in 

some cases, such as in Fe-N4 ensembles (porphyrin-like structures). 

 The models presented in this chapter will be useful in further investigation of the 

catalytic mechanisms of CO2 reduction using Fe,N-doped graphitic nanostructure 

electrocatalysts. 
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6 Band structures of periodic 

porphyrin nanostructures 

 

Recent progress in the synthesis of π-conjugated porphyrin arrays of different shapes and 

dimensionalities is the motivation to examine the band structures of infinite (periodic) 

porphyrin nanostructures. In this Chapter, screened hybrid density functional theory 

simulations and Wannier function interpolation were used to obtain accurate band 

structures of linear chains, 2D nanosheets and nanotubes made of zinc porphyrins. 

Porphyrin units are connected by butadiyne (C4) or ethyne (C2) linkers or “fused” (C0), 

i.e. with no linker. The electronic properties exhibit strong variations with the number of 

linking carbon atoms (C0/C2/C4). For example, all C0 nanostructures exhibit gapless or 

metallic band structures, whereas band gaps open for the C2 or C4 structures. The 

reciprocal space point at which the gaps are observed also show fluctuations with the 

length of the linkers. Here I will discuss the evolution of the electronic structure of finite 

porphyrin tubes made of a few stacked six-porphyrin rings toward the behaviour of the 

infinite nanotube. Our results suggest approaches for engineering porphyrin-based 

nanostructures to achieve target electronic properties. This section has been published (J. 

Phys. Chem. C, 2018, 122, 23790-23798). 
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6.1 Introduction 

Many natural light-harvesting systems are made of cyclic arrays of chlorophyll units [1]. 

One approach to study the energy and electron transfer processes in natural 

photosynthesis is based on the use of artificial model systems consisting of porphyrin 

arrays, which mimic the natural systems [2]. The geometry and dimensionality of such 

arrays strongly affect the efficiency and rate of photophysical processes. The investigation 

of porphyrin arrays is also interesting for potential technological applications. For example, 

large porphyrins arrays attached to semiconductors such as TiO2 can lead to highly efficient 

dye-sensitised solar cells [3], and porphyrin-based molecular wires are being explored in 

the context of single-molecule electronics [4-8]. 

A wide range of porphyrin arrays with different dimensionalities have been 

synthesised and characterised. Linear chains where porphyrin units are linked via butadiyne 

(C4) or ethyne (C2) or completely fused (C0) are well studied due to their interesting optical 

and charge transport properties [9-14]. In particular, C0-linked porphyrin chains are known 

to exhibit very low optical excitation gaps which rapidly decrease as the chains become 

longer, leading to their very high conductance between metal electrodes [11]. Fused (C0) 

tetrameric porphyrin “sheets” have been synthesised [15], and the corresponding limit of 

a 2D crystal, with vanadium at the porphyrin centres, has been studied theoretically in 

terms of electronic and magnetic behaviour [16]. Cyclic arrays (nanorings) of 6 [17], 8 [18] 

or 12 [19] C4-linked porphyrin units (labelled c-P6, c-P8 and c-P12, respectively) have been 

obtained by template-directed synthesis. It was observed that cyclic nanorings had lower 

optical excitation energies than the corresponding linear polymers. Recently, C2-linked 

nanorings have been synthesised, which exhibit stronger electronic coupling between the 

porphyrin units [20]. Covalently stacking two c-P6 nanorings results in a “tube” (t-P12), 

whose optical absorption spectrum is red shifted with respect to the individual c-P6 

 6-2 



Chapter 6 - Band structures of periodic porphyrin nanostructures 

nanorings, reflecting increased conjugation [21]. In the limit of many stacked nanorings, 

such structures can be seen as one-dimensional nanotubes with continuous electronic 

bands. Allec et al. theoretically considered the band structure of C4-linked infinite 

nanotubes, predicting large oscillations in their band gaps as a function of radius (or 

number of porphyrin units in the circumference) [22]. 

In this section, I theoretically investigate a range of periodic porphyrin 

nanostructures in order to predict their structural and electronic properties. Linear chains, 

2D nanosheets and nanotubes made of Zn-centred porphyrins were considered and show 

that their properties exhibit strong variations with the number of carbon atoms 

(C0/C2/C4) linking the porphyrin units. 

6.2 Methods 

Simulations were carried out using the Vienna ab initio simulation package (VASP) code 

[23, 24], which solves the Schrödinger equation using three-dimensional periodic boundary 

conditions. Thus, the models are periodic even in the directions in which the 

nanostructures themselves are nonperiodic (Figure 6.1). Vacuum regions separating the 

nanostructures are always of at least 12 Å to minimise the interaction. The linear chains 

and the nanosheets were contained in an orthorhombic cell, whereas the periodic 

nanotubes were contained in a hexagonal cell to conserve the 6-fold rotation symmetry 

along the nanotube axis. 

 

Figure 6.1. Periodic boundary conditions and unit cells employed in DFT 
simulations for a) nanosheets and b) nanotubes. 
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 For geometry optimisations, the exchange and correlation potential was treated 

within the generalised gradient approximation (GGA) using a dispersion-corrected 

Perdew-Burke-Ernzerhof functional (PBE-D2) [25, 26]. In order to obtain accurate 

electronic structures, single-point calculations were carried out using the screened hybrid 

functional developed by Heyd, Scuseria and Ernzerhof (HSE06) [27, 28], since GGA 

functionals are known to underestimate the band gap (Eg) [29]. HSE06 calculations give 

Eg values in much closer agreement with experiment than GGA functionals [30, 31]. 

Although the HSE06 calculations were single-point only (no geometry optimisation), it has 

been tested (for simpler nanostructures) that the final electronic structures, based on the 

PBE-D2-optimised structures, were unaffected if the optimisation was also conducted at 

the HSE06 level. This is consistent with our previous work modelling the electronic 

structure of porphyrin-based metal-organic frameworks [32, 33]. Γ-centred grids of 

k-points were used for integrations in the reciprocal space. For the nanosheets a 6×6×1 

mesh was used, while for the linear chains and the nanotubes a 1×1×6 mesh was 

considered. In order to obtain good-quality band structures and density of state curves, an 

interpolation procedure was used based on maximally localised Wannier functions as 

implemented in the Wannier90 code [34]. This is important because of the significant band 

dispersion in the investigated nanostructures and the huge computational cost of 

increasing the density of k-point grids in hybrid functional calculations.  

The interaction of valence electrons with the atomic cores was modelled using 

project augmented wave (PAW) potentials, with core levels up to C 1s, N 1s and Zn 3p 

kept frozen in the atomic reference configurations. For the HSE06 band structure 

calculations, the kinetic energy cutoff of the plane-wave basis set expansion was set at 400 

eV, the recommended value for the chosen PAW potentials. For the PBE-D2 geometry 

optimisations the cutoff energy was increased by 30% to avoid Pulay errors in the 

optimised cell parameters. 
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All of the electron energies have been reported with respect to the vacuum 

reference. As in other periodic DFT codes, the band energies in VASP are given with 

respect to an internal energy reference. Therefore, to obtain absolute energy levels it was 

necessary to evaluate the electrostatic potential in a pseudovacuum region given by an 

empty space within the simulation cell. This was chosen as a planar average in the vacuum 

gap between nanosheets and as a spherical average around a point of zero-potential 

gradient along the nanotube axis. The MacroDensity code was employed for this purpose 

[35]. 

6.3 Results and discussions 

6.3.1 Porphyrin linear chains 

Linear chains are the simplest case of porphyrin arrays. Flat models were built (Figure 6.2, 

left) consisting of periodic arrays of fused (C0), ethyne-linked (C2) or butadiyne-linked 

(C4) porphyrin units and optimised their geometric degrees of freedom. Resulting cell 

parameters and some relevant bond distances are listed in Table 6.1. 

 
Table 6.1. Optimised geometric parameters of the porphyrin linear chains*. 

 
 C0 C2 C4 
d[Cmeso–Cmeso] (Å) 1.46 4.04 6.61 
d[Cβ–Cβ] (Å) 1.43 4.04 6.59 
d[Zn–N] (Å) 2.04 2.05 2.05 
cell length a (Å) 8.42 11.00 13.57 
* The parameter a is the lattice constant in the 
periodic dimension 

 

The band structures of these 1D nanostructures are shown in Figure 6.2 (right). 

In all cases, both the conduction and the valence bands of the polymers exhibit significant 

dispersion. Whereas the C2 and C4 chains exhibit band gaps of 1.0 eV and 1.1 eV, 

respectively, the C0 chain has a gap that is very close to zero. The top of the valence band 
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and the bottom of the conduction band are nearly degenerate at the X point of the 

Brillouin zone (energy difference between the bands of only ~9 meV, which is too small 

to be reliable given the precision of the calculations). Both bands are approximately linear 

when approaching the X point, resembling the behaviour of the valence and conduction 

bands of graphene near the Dirac point and suggesting that electrons and holes in this 

polymer will be nearly massless. These observations call for further theoretical and 

experimental investigation of electronic transport in this system. It has been experimentally 

observed that the HOMO-LUMO gap of fused (C0) porphyrin chains rapidly decreases 

with the number of porphyrins in the chain, and applications as molecular wires have been 

suggested [11, 12]. 

 

Figure 6.2. Band structures and density of states of the a) C0-, b) C2- and c) 
C4-linked porphyrin linear chains using the HSE06 functional. Energies are given 

with respect to the vacuum level (Evac). Dashed lines represent the Fermi level; 
occupied levels are shown in blue. 

 
The reciprocal space point at which the narrowest gap is obtained changes from 

the zone border (X) for the C0 chain, to the zone centre (Γ) for the C2 chain, and back to 
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the zone border (X) for the C4 chain. A similar behaviour (oscillation of the point of 

narrowest gap between the zone centre and the boundary) will be reported for other 

porphyrin arrays below, so it is useful to explain this behaviour in more detail. 

Figure 6.3 shows contour plots of the highest occupied and lowest unoccupied 

crystal orbitals (HOCO and LUCO) in the linear chains. The reciprocal space point of 

these crystal orbitals is related to the relative sign of the wavefunctions at neighbouring 

porphyrin units. In the C0 and C4 linear chains, consecutive porphyrin units have frontier 

orbitals in antiphase, whereas in the C2 linear chain, they are in phase. This is related to 

the number of triple bonds in the linker. All of the HOCO states have alternating signs on 

consecutive triple bonds in the linker, while all of the LUCO states have alternating signs 

on consecutive single bonds. Generalising this result, porphyrin chains with alkyne Cn 

linkers can be expected to have in-phase (Γ point) HOCO and LUCO states if the number 

of triple bonds (n/2) is odd and to have antiphase (zone-boundary) HOCO and LUCO 

states if n/2 is even or zero. This prediction has been tested using linear chains with longer 

linkers (C6 – C10), and the expected result if confirmed. This behaviour is not unique to 

porphyrin chains; the test calculations lead to the same alternation for linear chains of 

Cn-linked benzene units, although in that case the C2 system has HOCO/LUCO at the X 

point, C4 at the Γ point, etc. (the band structure for the C2 case, the linear phenylacetylene 

chain, is reported in Ref. [36]). In comparison with the linear benzene chains, the linear 

porphyrin chains tend to exhibit much narrower gaps. 
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Figure 6.3. HOCO and LUCO isosurfaces at the Γ (C2 linkage) and X (C0 and C4 
linkage) points for porphyrin linear chains. Blue and red represent opposite signs 

of the wavefunctions. 
 

 I now discuss the calculated electronic structure of the porphyrin linear chains in 

the context of previous theoretical work. Yamaguchi [37] studied this Zn-porphyrin fused 

tape (C0) using a GGA functional and obtained a zero-gap band structure similar to one 

reported in this section. In contrast, the DFT-based tight-binding (DFTB) calculations of 

Pedersen et al. [38] predicted a band gap of 0.63 eV. Both set of calculations involve severe 

approximations, and in particular, the GGA is well known to underestimate band gaps, so 

the prediction of Yamaguchi required confirmation from a more advanced method. 

Calculations for this study using a screened hybrid functional indeed confirm that the 

Zn-porphyrin C0 linear chain has a zero or near-zero gap. On the other hand, Ohmori et 

al. [39] also performed hybrid functional (B3LYP) calculations of a similar polymer but 

with free-base porphyrins (i.e., 2 H atoms instead of Zn at the porphyrin centre). These 

calculations led to a small band gap (~0.5 eV) which is related to the symmetry breaking 

by the free-base porphyrins. I have tested that HSE06 calculations indeed lead to a small 

band gap opening if the Zn is replaced by two H atoms at the porphyrin centres. A 
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previous theoretical investigation of the C2-linked infinite linear chain was reported by 

Susumu et al. [40]. Despite the simple theoretical model employed in that work 

(tight-binding model under the Hückel approximation), their band structure (with a band 

gap of 1.15 eV) agrees very well with that reported here at a higher level of calculation. 

6.3.2 Porphyrin nanosheets 

The optimised geometric parameters of 2D Zn-porphyrin nanosheets with C0, C2 and C4 

linkers are shown in Table 6.2. The results are very similar to those listed in Table 6.1 for 

the linear chains. 

 
Table 6.2. Optimised geometric parameters of the porphyrin nanosheets*. 
 

 C0 C2 C4 
d[Cmeso–Cmeso] (Å) 1.46 4.07 6.62 
d[Cβ–Cβ] (Å) 1.41 4.05 6.56 
d[Zn–N] (Å) 2.04 2.06 2.06 
cell length a (Å) 8.42 11.03 13.55 
* The parameter a is the lattice constant in the 
periodic dimension 

 

 Figure 6.4 shows the electronic band structures of the porphyrin nanosheets along 

the irreducible Brillouin zone defined by the high-symmetry points M, Γ and X in 

reciprocal space. In the C0-linked nanosheet, the highest occupied band crosses the Fermi 

level, implying metallic behaviour. On the other hand, both the C2-linked and C4-linked 

nanosheets (Figure 6.4b and c) exhibit a small band gap. For the C2-linked nanosheet, 

the narrowest gap is Eg = 0.55 eV at the Γ point, whereas for the C4-linked nanosheet 

(Figure 6.4c), the narrowest gap is Eg = 0.31 eV at the M point. 
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Figure 6.4. Band structures of the a) C0-, b) C2- and c) C4-linked porphyrin 
nanosheets using the HSE06 functional. Energies are given with respect to the 
vacuum level (Evac). Dashed lines represent the Fermi level; occupied levels are 

shown in blue. 
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The C0 Zn-porphyrin nanosheets have been theoretically investigated before by 

Tan et al. [41] and by Yamaguchi [42] using GGA functionals. Their results agree with ours 

in predicting a non-spin-polarised ground state with metallic band structure. My work 

therefore confirms the absence of a band gap to this system, showing that this is not a 

result of using a GGA functional (which can erroneously predict gapless electronic 

structures in semiconducting materials). The band structures of the C2 porphyrin 

nanosheet was calculated by Susumu et al. using tight-binding calculations [40]. Their 

results are similar to the ones presented in this section, except that they report a wider 

band gap (0.79 eV) than this work (0.55 eV). Finally, the band structure of the C4 

nanosheet has been recently reported by Allec et al. [22] using the HSE06 functional and 

localised basis sets. The band structure obtained is qualitatively similar to theirs, with a gap 

opening at the M point, but the band gap obtained here (0.31 eV) is much narrower than 

in their work (0.81 eV). Since the same functional is used in both studies, the discrepancy 

might be due to the different type of basis sets, which requires further investigation. 

6.3.3 Porphyrin nanotubes 

Porphyrin-based nanotubes are very interesting hypothetical nanostructures which can be 

seen as the limit of many stacked porphyrin nanorings [17-22]. I consider here the 

properties of nanotubes formed by the stacking of nanorings with six porphyrin units and 

three types of linkage (C0, C2, C4; Figure 6.5a-c). A nanotube with different types of 

linker was also considered: C4 around the ring and C2 along the tube (Figure 6.5d). 

 The optimised geometric parameters for all of the nanotubes as well as the strain 

energies (difference in energy with respect to the corresponding 2D nanosheet) are shown 

in Table 6.3. 
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Figure 6.5. Band structures of the a) C0-, b) C2-, c) C4- and d) C2/C4-linked 
porphyrin nanotubes using the HSE06 functional. Electron energies are given 
with respect to the vacuum level (Evac). Dashed lines represent the Fermi level; 

occupied levels are shown in blue. 
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Table 6.3. Optimised geometric parameters and strain energies for the porphyrin 
nanotubes*. 
 

 C0 C2 C4 C2/C4 
d[Cmeso–Cmeso ⊥] (Å) 1.45 4.03 6.55 6.61 
d[Cmeso–Cmeso ∥] (Å) 1.44 4.10 6.59 4.06 
d[Cβ–Cβ ⊥] (Å) 1.37 4.07 6.50 6.57 
d[Cβ–Cβ ∥] (Å) 1.40 4.07 6.55 4.05 
d[Zn–N] (Å) 2.06 2.04 2.05 2.05 
cell length a (Å) 8.49 11.04 13.54 11.03 
diameter (Å) 15.96 21.04 24.03 25.98 
Estrain (eV/porphyrin) 0.58 0.29 0.11 0.10 
* The parameter a is the lattice constant in the periodic 
dimension. Symbols ∥ and ⊥ denote the directions parallel 
and perpendicular to the tube axis, respectively. The strain 
energies are obtained using the PBE-D2 functional. 

  

As expected, the strain is highest for the C0 nanotubes, as in the absence of linkers 

the porphyrin units have to accommodate the strain by distorting their planar structure, 

and becomes lower with longer chains linking the porphyrin units. The strain is lowest 

when C4 linkers are connecting the porphyrins along the circumference (C4 or C2/C4 

nanotubes), whereas the nature of the linker connecting porphyrins along the direction 

parallel to the nanotube axis is less relevant, as seen in Section 3.5. In order to put the 

calculated strain energies in context, the strain energies were also calculated for (6,6) 

carbon and boron nitride nanotubes at the same level of theory employed here, giving 0.12 

and 0.07 eV/atom, respectively. The values in Table 6.3 for the porphyrin nanotubes 

correspond to 0.09, 0.04 and 0.02 eV per heavy atom (C or N, i.e. excluding H atoms as 

they are monocoordinated and do not contribute to strain) for C0, C2 and C4, respectively. 

Therefore, porphyrin nanotubes reported here are as or even less strained than typical 

carbon or boron nitride nanotubes. In terms of geometry, internal bond distances and cell 

parameters are very similar to those reported for the porphyrin linear chains and 

nanosheets, with deviations of less than 1.5% in the cell parameter. 

 

 6-13 



Chapter 6 - Band structures of periodic porphyrin nanostructures 

 The band structures obtained for the porphyrin nanotubes (Figure 6.5) follow the 

same pattern as the porphyrin nanosheets: whereas the C0 system is metallic, the presence 

to the Cn linkers leads to small band gap openings. The band gaps are 0.50 eV for the C2 

nanotube (at the Γ point) and 0.62 eV for the C4 nanotube (at the X point). The C2/C4 

system has a band gap (0.59 eV) closer to that of the C4 system but at the Γ point like in 

the C2 system. This indicates that the reciprocal space position of the narrowest gap is 

determined by the nature of the linkers along the nanotube axis, which is not surprising 

given that this is the periodic direction, whereas the magnitude of the gap is mostly 

determined by the nature of the linkers across the nanotube circumference. 

 In the semiconducting Cn-linked nanotubes we can observe flat conduction bands 

whereas the valence bands exhibit significant dispersion, suggesting much lower effective 

masses for holes than for conducting electrons. This is in agreement with the work by 

Allec et al. [22], who calculated the effective hole masses for a series of C4-linked nanotubes 

with a different number of porphyrin units along the tube circumference. Their calculated 

band gap for the six-porphyrin C4-linked nanotube was 0.77 eV, somewhat wider than the 

value reported here of 0.62 eV. The same trend was observed above when comparing the 

band gaps of the C4 nanosheets. Since these authors also employed the HSE06 functional, 

the different result is probably due to basis set effects (they employed localised basis sets, 

which are more difficult to converge than planewave basis sets). 

6.3.4 Evolution of electronic structure of nanorings toward the infinite 

nanotube limit 

Whereas actual porphyrin nanotubes have not been synthesised yet, recent progress in 

stacking porphyrin rings (only two rings so far) [21] suggests that the synthesis of such 

nanotubes might be feasible. I discuss now how the electronic properties of stacked 

porphyrin rings vary with the number of rings and converge to the behaviour of the infinite 
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1D nanotube. Nonperiodic structures have been considered consisting of n stacked rings 

(n = 1, 2, 3 or 4) of porphyrins connected by C4 linkers. These systems are labelled 

following the notation in Ref. [21]: c-P6 for the cyclic porphyrin hexamer, t-P12 for the 

“tubular” system consisting of n = 2 stacked rings (12 porphyrins in total), t-P18 for n = 

3, and so on. 

 

Figure 6.6. Calculated energy levels of nanorings as a function of the number (n) 
of stacked rings in comparison with the density of states of the C4-linked 

nanotube using the HSE06 functional. Numbers in red are the HOMO-LUMO 
gap (band gap for the periodic nanostructure). Occupied levels are shown in blue. 
 

 The energies of the electronic levels are plotted in Figure 6.6, showing how the 

electronic structure tends toward that of the infinite nanotube when n increases. The 

HOMO-LUMO gaps of the finite nanorings are wider than the band gap of the infinite 
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nanotube, but when the number of stacked rings increases, the gap decreases and tends 

toward the nanotube band gap. An empirical equation was found for the band gap 

variation in the form: 

𝐸𝐸g(𝑛𝑛) = 𝐸𝐸g(∞) +
0.53 eV
𝑛𝑛0.57 (6.1) 

where Eg(∞) = 0.62 eV is the band gap for the periodic nanotube (Figure 6.7). More 

points would be needed to confirm this trend, but these calculations are very demanding 

computationally. The current fitting curve suggests than even for a “large” tube of 10 

stacked rings the HOMO-LUMO gap will still be ~0.14 eV above the infinite nanotube 

limit. 

 

Figure 6.7. Variation of the HOMO-LUMO gaps of nanorings toward the infinite 
porphyrin nanotube. n is the number of stacked nanorings. 

 

6.4 Conclusion 

Systematic investigation of the electronic structure of Zn-porphyrin nanostructures has 

been performed, including linear chains, 2D nanosheets, and both finite and infinite 

nanotubes. In particular, the effect of the nature of the linker connecting the porphyrin 
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units was investigated and we have observed some strong variations in electronic structure 

with linker length. 

 It is evident that when the porphyrin units are “fused” (C0 case) there is no band 

gap in the electronic structure for any of the nanostructures considered here. The C0 

nanosheets and nanotubes have metallic band structures, whereas the C0 linear chain 

(fused porphyrin tape) exhibits a zero-gap band structure with a Dirac-like point at the 

Brillouin zone boundary. 

 Narrow band gaps (of ~1 eV or less) open in all nanostructures where the 

porphyrin units are connected by ethyne (C2) or butadiyne (C4) linkers. The widest 

opening is observed for the linear chains (1.0 and 1.1 eV for C2 and C4 linkers, 

respectively), whereas for the nanosheets and nanotubes the band gaps are significantly 

narrower (0.3-0.6 eV). Finite porphyrin tubes, made of a few stacked rings, have wider 

excitation gaps than the infinite (periodic) nanotubes, and it has been described the 

variation of their electronic structures with the number of stacked rings. 

 The investigated nanostructures exhibit significant band dispersion, suggesting 

high carrier mobilities. The exception is the conduction bands of the nanotubes, which 

appear to be remarkably flat. The reciprocal space point at which the band gap is observed 

is shown to oscillate between the zone centre and the zone boundary, depending on the 

length of the linkers. Neighbouring porphyrin units can be expected to be in phase in the 

HOCO and LUCO states if the number of triple bonds (n/2) in the linker Cn between 

them is odd and in antiphase if n/2 is even or zero. The narrowest gap in the band structure 

is observed at the zone centre in the former case and at the zone boundary in the latter 

case. 

 This work theoretically demonstrates that it is possible to design porphyrin 

nanostructures with tailored electronic properties such as specific band gap values and 

band structures by varying the type of the linkage used between each porphyrin unit and 
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the type of self-assemble formations (linear chains, nanosheets, nanotubes and nanorings). 

These tunable electronic properties represent promising opportunities for light-harvesting 

or photocatalytic applications. 
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7 Engineering the electronic and 

optical properties of 2D 

porphyrin-paddlewheel 

metal-organic frameworks 

 

Metal-organic frameworks (MOFs) are promising photocatalytic materials due to their high 

surface area and tuneability of their electronic structure. In this Chapter, we discuss how 

to engineer the band structures and optical properties of a family of two-dimensional (2D) 

porphyrin-based MOFs, consisting of M-tetrakis(4-carboxyphenyl)porphyrin structures 

(M-TCPP, where M = Zn2+ or Co2+) and metal (Co2+, Ni2+, Cu2+ or Zn2+) paddlewheel 

clusters, with the aim of optimising their photocatalytic behaviour in solar fuel synthesis 

reactions (water-splitting and/or CO2 reduction). Based on density functional theory 

(DFT) and time-dependent DFT simulations with a hybrid functional, we studied three 

types of composition/structural modifications: a) varying the metal centre at the 

paddlewheel or at the porphyrin centre to modify the band alignment; b) partially reducing 

the porphyrin unit to chlorin, which leads to stronger absorption of visible light; and c) 

substituting the benzene bridging between the porphyrin and paddlewheel, by ethyne or 

butadiyne bridges, with the aim of modifying the linker to metal charge transfer behaviour. 

Our work offers new insights on how to improve the photocatalytic behaviour of 

porphyrin- and paddlewheel-based MOFs. All the periodic DFT calculations in this 
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Chapter have been carried out by me; some supporting calculations of cluster using 

time-dependent DFT were carried out by the group of Rachel Crespo-Otero at Queen 

Mary University of London. 

7.1 Introduction 

Metal-organic frameworks (MOFs) are materials where metal atoms or cluster are 

connected via organic linkers to form rigid frameworks, often with a porous structure [1]. 

They have found applications in gas (e.g. CO2, H2) storage and separation [2-6]. More 

recently, MOFs have been investigated as potential photocatalysts due to their tuneable 

electronic structure and optical behaviour, as there is a huge compositional space of 

transition metal ions/clusters or multidentate organic linkers that can be incorporated into 

the framework [7-9]. Several strategies have been designed to modify MOFs for enhanced 

photocatalytic performance, including linker functionalisation [10-12], mixing 

metals/linkers [13-16], and metal nanoparticle loading [17-20]. 

 Porphyrin-like organic units are particularly attractive as a component of MOF 

photocatalysts, due to their remarkable light absorbing properties, which is also the basis 

of natural photosynthetic systems [21-23]. Several porphyrin-based MOFs have been 

investigated for photocatalysis. For example, Fateeva et al. reported a water-stable 

porphyrin-based MOF with Al-carboxylate clusters as metal nodes, capable of performing 

photocatalytic production of hydrogen from water, in the presence of Pt nanoparticles 

[19]. A MOF consisting of Zn metalloporphyrins connected to Zr6O8 clusters through 

carboxylic groups, coupled with an organometallic [Fe2S2] complex, has also shown 

photocatalytic activity for hydrogen evolution [24]. Leng et al. [25] reported an 

indium-based porphyrinic MOF, USTC-8(In), where one-dimension In-oxo chains are 

connected by the porphyrin units, with excellent photocatalytic H2 production under 

visible light. In this system, the out-of-plane In3+ ions detach from the porphyrin ligands 
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under excitation, avoiding the fast back electron transfer and thus electron-hole separation 

is improved. MOFs consisting of Ru2 paddlewheels units and Zn-porphyrins were reported 

by Lan et al. [26] to exhibit visible-light photocatalytic activity for hydrogen evolution, 

without the presence of metal co-catalysts. In that case, the proximity of the Ru cluster to 

the porphyrin (~11 Å) was found to facilitate the electron transfer from the photoexcited 

porphyrins to the metal clusters. 

 There has been recent interest in creating two-dimensional (2D) photocatalytic 

MOFs, which could benefit from very accessible active sites and short paths for the 

photogenerated charge carriers to reach the solid-water interface. Wang et al. [20] have 

proposed ultrathin porphyrin-based MOFs consisting of Ti7O6 clusters and free-based 

porphyrin connected by H2TCPP linkers, which exhibited excellent photocatalytic 

hydrogen evolution in the presence of Pt as co-catalyst. Porphyrin-based quasi-2D 

lanthanide MOFs with different thicknesses were synthesised by Jiang et al. [27], 

demonstrating that the thinner materials had higher Brunauer-Emmett-Teller (BET) 

surface area, light harvesting ability, carrier density, separation efficiency, and therefore 

better photocatalytic performance. 

 Despite the remarkable progress in recent years, porphyrin-based MOFs still need 

efficiency improvement in the light absorption and charge separation processes to become 

viable photocatalysts. The optical behaviour of porphyrin-based MOFs is still not well 

understood at a fundamental level, which hinders the optimisation process. Computer 

simulations base on density functional theory (DFT) can be very useful in rationalising the 

electronic and optical properties of MOFs [28]. Previous theoretical work from our group 

[29, 30] on 3D porphyrin-based MOFs similar to those synthesised by Fateeva et al. [19] 

has shown that the choice of metal at the porphyrin centre or at the metal clusters can be 

used to optimise the band alignment for the photocatalytic process. Also, we showed that 

when Al cations in the PMOFs are replaced by Fe cations, the position of the conduction 
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band edge is lowered significantly, and that the Fe/Al composition in a mixed metal system 

can be used to tune the band edge positions. 

 In this section, we investigate a class of 2D porphyrin-based MOFs consisting of 

M-tetrakis(4-carboxyphenyl)porphyrin structures (M-TCPP, where M = Zn2+ or Co2+) and 

metal paddlewheel clusters (M2(COO-)4). It is known that the metal paddlewheel cluster 

structure can accommodate different metals, e.g. M = Co2+, Ni2+, Cu2+, Zn2+, Cd2+, Mn2+ 

[31]. We consider here metal paddlewheels made of late 3d metals (M = Co2+, Ni2+, Cu2+ 

or Zn2+). The paddlewheel cluster comprises of two divalent metal ions bridged together 

by four carboxylate ligands. Each paddlewheel is then linked to four porphyrin units 

(Figure 7.1). A MOF with this layer structure was synthesised by Choi et al. [32] in bulk 

form, with layers exhibiting AB staking. Zhao et al. [33, 34] showed how to grow this 

material anisotropically, with help of surfactants, to create 2D nanosheets with only 8±3 

layers. Spoerke and co-workers [35] also reported the synthesis and characterisation of 2D 

structures consisting of Zn-paddlewheels and Zn-porphyrins and showed that these 

structures can serve as active component in photovoltaic systems. 

 The presence of porphyrin in a 2D pattern, and the possibility of tuning the 

electronic properties by changing the paddlewheel metal, make this family of materials 

potentially interesting for photocatalysis. One possible concern is the poor hydrolytic 

stability of some paddlewheel frameworks [36, 37]. At harsh environments (i.e. high loads 

of water), a hydrolysis reaction of water molecules with Cu-O-C group can induce the 

paddlewheel structural decomposition [36]. However, the stability in water depends on the 

nature of the metal in the paddlewheel and on the water loading [38, 39] which means that 

some of the 2D-MOFs investigated here could still be useful as photocatalysts. They are 

also promising in other applications (e.g. as photovoltaic materials), where the electronic 

properties are of interest. 
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Figure 7.1. Structure of M-Zn-TCPP nanosheet. Inside the red-shaded circle, 
detailed structure of a single model of paddlewheel/linker/porphyrin conforming 
the MOF and dashed black lines show the unit cell. Colour code: grey = carbon, 

red = oxygen, white = hydrogen, blue = nitrogen, purple = zinc and orange = 
transition metal. 

 

Due to their simplicity, these 2D-MOFs provide useful model systems to 

investigate how to engineer the electronic and optical behaviour of porphyrin-based 

MOFs. The aim of this Chapter is to investigate how different modifications (change in 

metal centres, functionalisation of the porphyrins, or changes in the organic bridge 

between the porphyrin and the paddlewheel) can tune the electronic and optical properties 

of 2D porphyrin-paddlewheel MOFs for photocatalytic and other applications. 

7.2 Methodology 

Calculations of the periodic models were performed using density functional theory (DFT) 

as implemented in the VASP program [40, 41]. The simulation cell consists of one Zn2+ 
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centred porphyrin linker and one metal paddlewheel node (Figure 7.1). Vacuum regions 

separating the layers from their periodic images have a width of ~20 Å. 

 The geometry of the atomic structure and lateral lattice constants were optimised 

using generalised gradient approximation (GGA) and Perdew-Burke-Ernzerhof (PBE) [42, 

43] exchange-correlation functional. Hubbard corrections were applied for Cu2+, Ni2+ and 

Co2+ corresponded to Ueff values of 4.0 eV, 6.4 eV and 3.3 eV, respectively [44], 

respectively, and Grimme’s empirical corrections were used to properly account for 

dispersion effects [45]. The projector augmented wave (PAW) method [46, 47] was used 

to describe the interaction between the frozen core electrons (i.e. up to 3p for Ni, Cu, Zn 

and up to 1s for C, N, O) and its valence electrons and a kinetic energy cut-off of 400 eV 

was fixed for the plane-wave basis set expansion. A Γ-centred k-grid of 4×4×1 k-point was 

used, which leads to 6 irreducible reciprocal lattice points. During relaxation, the cell 

parameters are allowed to relax while keeping the cell volume constant, so that the vacuum 

gap is preserved. The forces on the atoms were minimised until they were less than 0.02 

eV Å-1. 

 All calculations were spin-polarised and we considered all possible spin states and 

relative orientations of the magnetic moments for the transition metal ions. For Cu2+ (d9), 

only one spin state is possible, with one unpaired electron. For Ni2+ (d8), two spin states 

are possible where there can be zero or two unpaired electrons, which correspond to 

low-spin (LS) or high-spin (HS), respectively. In the case of Co2+ (d7), two spin states are 

possible also where there can be one or three unpaired electrons (LS and HS, respectively). 

For the spin-polarised ions, both antiferromagnetic (AFM) and ferromagnetic (FM) 

configurations were considered. 

 In order to calculate more accurate electronic structure and band gap values of the 

materials, we performed single-point calculations on the GGA-optimised structures, using 

a screened hybrid functional (HSE06) [48, 49]. For these calculations, a reduced mesh of 
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2×2×1 k-point mesh was used. All the electron energies are reported with respect to the 

vacuum reference. As in other periodic DFT codes, the band energies in VASP are given 

with respect to an internal energy reference. Therefore, to obtain absolute energy levels it 

is necessary to evaluate the electrostatic potential in the pseudo-vacuum region represented 

by an empty space within the simulations cell, with a zero potential gradient. This is chosen 

here as the planar average in middle of the vacuum gap between the nanosheets. The 

MacroDensity code was employed for this purpose [50]. 

 Using the Gaussian16 code [51], time-dependent DFT calculations (TD-DFT) 

were also performed by our collaborators in Queen Mary University in order to examine 

the excited states in some selected cases. For these calculations, the MOF systems were 

represented by cluster models consisting of one porphyrin and one paddlewheel unit, 

where all the cleaved C bonds were saturated with H atoms (see Figures A1, A2 and A3 

in Appendix). The geometries of the clusters were fixed to those obtained from the 

periodic calculations. For consistency, we used the same HSE06 functional as in the VASP 

calculations. Triplet states were used to describe the magnetic nature of the copper 

paddlewheel clusters. The calculations were all-electron (i.e. no pseudopotentials were 

employed) and a 6-311G(d,p) basis set was used to expand the wavefunctions. 

7.3 Results and discussion 

7.3.1 Framework geometry and magnetic ground states 

We first discuss how the nature of the paddlewheel metal affects the geometric and 

electronic properties of the framework. Table 7.1 summarises the relative stabilities and 

geometric parameters of the frameworks with different paddlewheel compositions (Co, 

Ni, Cu or Zn), spin state and magnetic ordering. The metal at the centre of the porphyrin 

was kept as Zn in all cases. 
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 Except in the case of the non-magnetic Zn2+ cations, we need to investigate 

different spin states and magnetic ordering for each paddlewheel composition. The Cu 

paddlewheel exhibits antiferromagnetic (AFM) coupling between the two neighbouring 

metal centres in the paddlewheel. This is consistent with both experimental measurements 

in Cu paddlewheel clusters [52-54] and with the theoretical study by Rodriguez-Fortea et 

al. [55]. For Co, the preferred spin state of the metal cation is high-spin (HS), which 

involves a local magnetic moment µ = 3µB per Co(II) cation. This result agrees with the 

experimental determination by Pakula and Berry, who showed that Co(II) species are in 

high-spin state in Co paddlewheel units [56], although they found that the local magnetic 

moments were aligned antiferromagnetically within the paddlewheel, whereas in our 

calculation we found that the ferromagnetic alignment is more stable. 

 
Table 7.1. Relative stability and geometric parameters for different spin states and 
magnetic configurations of the 2D frameworks at each paddlewheel composition. 
µ is the local magnetic moment on each metal atom. d[M-M] is the distance 
between metal atoms in the paddlewheel. Energies are obtained from HSE 
calculations at PBE+U geometries. 

 

M Spin 
state 

µ 
(µB) 

Magnetic 
configuration 

Relative 
stability 

(eV) 

a 
(Å) 

d [M-M] 
(Å) 

Co(II) 
HS 3 AFM +0.25 16.75 2.45 

FM 0 16.74 2.53 

LS 1 AFM +0.50 16.65 2.34 
FM +0.69 16.63 2.36 

Ni(II) HS 2 AFM +1.23 16.68 2.44 
FM +0.43 16.71 2.58 

LS 0 -- 0 16.60 2.38 

Cu(II) -- 1 AFM 0 16.70 2.45 
FM +0.02 17.73 2.45 

Zn(II) -- 0 -- -- 16.80 2.55 
 

For the Ni case, our calculations give the low-spin state as the ground state, 

contrasting with the experimental measurements by Pang et al. [53] who found a high-spin 

antiferromagnetic ground state in Ni paddlewheel clusters. In general, the comparison 

between theoretically and experimentally determined electronic ground states is difficult 
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for these systems, because our calculations refer to systems with coordinatively unsaturated 

metal centres, i.e. only the four equatorial carboxylate ligands are considered, whereas in 

most experimental situations the metal centres in the paddlewheel are saturated by 

additional linkers or solvent molecules, e.g. water [53] or ethanol [56]. If we perform our 

calculation for the Ni-paddlewheel system with water molecules added in axial position 

making each Ni centre penta-coordinated, then we find that the high-spin 

antiferromagnetic state is the most stable, followed by the high-spin ferromagnetic ground 

state, which in this case is only 0.06 eV higher in energy. In any case, we have found that 

the band alignment presented below does not change much with the nature of the magnetic 

ground state. The results below refer to the magnetic ground states found theoretically in 

this work for the paddlewheel units with tetra-coordinated metal centres. 

 The cell parameter of Zn-paddlewheel framework (16.80 Å) can be compared with 

the experimental value obtained by X-ray diffraction for stacked 2D 

porphyrin-paddlewheel nanosheets with the same composition, which was 16.71 Å [57]. 

The discrepancy (0.5%) is small considering the approximations in the DFT simulation, 

both related to the exchange-correlation functional and to ignoring vibrational effects. 

Furthermore, the experimental value refers to the bulk material, whereas the simulation 

corresponds to a single-layer material. The variation of both the cell parameter and the 

M-M distance (d [M-M]) is consistent with the trend of ionic radii for Co2+, Ni2+, Cu2+ and 

Zn2+, which is not monotonous along the period but has a minimum value for Ni2+ [58]. 

Figure 7.2 exhibits the distance between the metal atoms within the paddlewheel and 

illustrates the magnetic ordering in each paddlewheel composition. 
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Figure 7.2. Structure of paddlewheel of M-Zn-TCPP nanosheet showing the a) 
FM and b) AFM magnetic orderings. The black lines show the distance between 
the metal atoms (d [M-M]). Colour code: grey = carbon, red = oxygen, white = 

hydrogen and orange = transition metal. 
 

7.3.2 Effect of changing the paddlewheel metal on the band positioning 

We now discuss the suitability of the band structure alignment for the photocatalysis of 

solar fuel synthesis from H2O or CO2, as a function of the nature of the metal in the 

paddlewheel. For this analysis, we need to align the band edges with respect to the vacuum 

potential, to obtain their absolute positions, and compare with the redox potentials for the 

photocatalytic reaction. The valence and conduction bands must straddle redox potentials 

for the given reaction. For example, for water-splitting, the valence band edge should be 

below the energy of the oxygen evolution reaction (OER): 

H2O⇌2H(aq)
+ +

1
2

O2(g)+2e-, (7.1) 

while the conduction band edge should be above the energy of the hydrogen evolution 

reaction (HER): 

2H(aq)
+ +2e-⇌H2(g)

(7.2) 

 The difference between these redox potentials is 1.23 eV and therefore the band 

gap needs to be higher than this value. The optimal band gap for water-splitting is ~2 eV 

[59] to take into consideration loss mechanisms, i.e. via thermal energy. At pH = 0 in 

vacuum scale, the potential value for OER is -5.67 eV and for HER is -4.44 eV. These 

potentials are shifted by kBT × pH × ln10 (where kB is Boltzmann’s constant) for systems 
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at temperature T and pH > 0. The redox potentials values for water-splitting at a neutral 

pH and room temperature are -5.26 eV and -4.03 eV for OER (O2/H2O) and HER 

(H+/H2), respectively. For CO2 reduction, the band edges have to straddle a larger redox 

potential difference with carbon dioxide reduction to methane (CO2/CH4) at -3.79 eV and 

carbon dioxide reduction to methanol (CO2/CH3OH) at -3.65 eV. All these potentials and 

the positions of the band edges and band gaps are shown in Figure 7.3. 

 

Figure 7.3. Band alignment of M-Zn-TCPP systems (M  = Co2+, Ni2+, Cu2+ and 
Zn2+ is the metal in the paddlewheel). Levels from the paddlewheel metal, the 

porphyrin metal centre, and the organic part (C, N and H atoms) of porphyrins 
are shown in green, magenta and black, respectively. The energy levels of 

relevant half-reactions involved in water-splitting and CO2 reduction to CH4 and 
CH3OH are also shown. 

 
 It is shown that the valence band, which is mainly contributed by the porphyrin 

unit, is approximately at -5.5 eV, is below the OER as required. The nature of the 

paddlewheel metal mainly affects the position of the conduction band edge. Whereas the 

lowest unoccupied molecular orbital (LUMO) of the porphyrin is always at the same 

energy (~-3 eV), the empty 3d levels of the paddlewheel transition metal centres can go 

below that value, lowering the band gap. For the Ni-Zn system, a lower-lying empty Ni 3d 

level narrows the band gap to 1.6 eV, where in the Co-Zn system, the lowest empty Co 3d 

level is at the same energy as the porphyrin’s LUMO, so the band gap is not narrowed. 
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For water-splitting photocatalysis, the best metal in the paddlewheel is Cu, whose empty 

3d levels bring the band gap to 2.2 eV. The Co-Zn system also has suitable band positions, 

albeit with a larger gap, which might be useful for photocatalytic CO2 reduction reactions. 

 Taking the Cu-Zn system as reference, we can form a picture of how the 

photocatalytic water-splitting reaction could occur in a system like this. A water molecule 

would interact with the porphyrin unit (we have calculated an adsorption energy of -0.26 

eV for water at the Zn-porphyrin in this MOF), where a photogenerated hole would drive 

the water oxidation reaction, evolving oxygen gas. A ligand-to-metal charge transfer 

(LCMT) would then have to take place, moving the excited electron from the excited levels 

of the porphyrin to the metal paddlewheel, where the reduction of protons would occur, 

driven by the high energy of the excited electron in the Cu 3d state. 

 TD-DFT calculations in the cluster model of the Cu-Zn-TCPP system, performed 

in collaboration with Crespo-Otero’s group (Queen Mary University of London), confirm 

that the lowest-energy excitation (T1) involves charge transfer from the porphyrin to the 

paddlewheel (Appendix: see Table A1 for the list of excited states and Table A2 for the 

relative charges of the porphyrin and paddlewheel units). However, this first excitation has 

zero oscillator strength, i.e. the charge transfer cannot be achieved via direct excitation. 

The lowest bright excitation (T44) is a transition localised within the porphyrin unit, and 

corresponds to the so-called Soret band (or B band), which typically appears in the far 

visible or ultraviolet (UV) region of the spectrum [21, 60-62], as explained in Chapter 

1.2.2. These calculations suggest two important limitations of these porphyrin-based 

MOFs in photocatalytic applications. First, most of the adsorption happens at energies in 

the far visible or UV range of the spectrum, so it would not be possible to take advantage 

of the energy from solar radiation, which lies in the visible region. Second, since the 

oscillator strength of the charge transfer is very low, we need to engineer the structure to 

make charge transfer more feasible. Therefore, in the next sections we will consider 
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possible modifications to theses MOFs, which could enhance their photocatalytic 

properties. 

7.3.3 Effect of changing the metal from Zn to Co at the porphyrin centre 

We now briefly consider the substitution of Zn by Co at the porphyrin centre, for which 

we have investigated the band positions in a system with Co at the centre of the porphyrin 

and Cu in the paddlewheel. The conduction band for this Cu-Co system is 0.3 eV below 

the porphyrin’s LUMO, which is similar to what is observed for the Cu-Zn system (Figure 

7.4).  

 

Figure 7.4. Comparison between band alignments of Cu-Zn-TCPP (left) and 
Cu-Co-TCPP (right) systems. The energy levels of the metal at paddlewheel, the 
metal at the porphyrin centre and organic part (C, N and H atoms) of porphyrins 

are shown in green, magenta and black, respectively. The energy levels of 
relevant half-reactions involved in water-splitting and CO2 reduction to CH4 and 

CH3OH are also shown. 
 
 

However, the highest filled 3d levels of the Co centres are significantly higher in 

energy than the highest filled 3d levels of Zn. The proximity between the high-lying filled 

Co 3d levels and the HOMO of the porphyrin will help stabilise a photogenerated hole, 

since the Co(II) centre can be readily oxidised to Co (III) (in contrast with the case of Zn, 

whose low-lying filled 3d levels prevent the oxidation). The presence of Co as a redox 
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centre in porphyrins has been widely used in the experimental design of porphyrin-based 

photocatalysts [63, 64]. 

Although Co-porphyrins seem more interesting for photocatalysis than 

Zn-porphyrins, in what follows we will consider other modifications of the 

porphyrin-based MOFs, while keeping the Zn at the porphyrin centre, for ease of 

calculations (the Co centres introduce additional magnetic degrees of freedom). The effect 

of other metal centres at the porphyrin on the electronic structure of porphyrin-based 

MOFs has been investigated in more detail in Ref. [29]. 

7.3.4 Effect of partially reducing porphyrin unit to chlorin 

Until this point, we have explored substitutions of the metals at the paddlewheel and 

porphyrin units. Another route to modify the electronic properties and optical behaviour 

of these MOFs is to partially reduce the porphyrin unit to form chlorin. Chlorins fall in 

the generic class of hydroporphyrins, that is, porphyrin derivates in which one or more 

bonds are saturated by addition of hydrogen, resembling a photosynthetic chromophore 

found in nature [65]. It is known that chlorin exhibits stronger light absorption at lower 

energies compared to porphyrin [66]. Lu et al. have successfully synthesised chlorin-based 

MOFs that improve the photophysical properties of porphyrin-based MOFs for 

photodynamic therapy of colon cancers [67]. The motivation here is to study the increase 

of the light absorption of the MOF in the visible range to improve its photocatalytic 

efficiency. 

 The Cu-Zn-TCPP system was used as starting point, where one of the pyrrole rings 

was reduced by hydrogenation, as shown in Figure 7.5. After optimisation, this system 

exhibited negligible changes of cell parameters and geometry compared to the 

Cu-Zn-TCPP one. In this structure, because of the application of periodic boundary 

conditions, the position of the reduced pyrrole is ordered. However, using a 2×2×1 
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supercell, we have considered different relative positions of the reduced pyrrole in 

neighbouring chlorin units, and found that all configurations have similar energies (within 

0.1 meV) and band gaps (within 0.05 eV). 

 

Figure 7.5. The Cu-Zn-Chlorin system: the Cβ atoms of the pink-shaded pyrrole 
are reduced. Colour code: grey = carbon, red = oxygen, white = hydrogen, blue = 

nitrogen and orange = copper. 
 

 The partial reduction leads to a narrower band gap (1.9 eV), but otherwise the 

electronic structure is similar to that of the unreduced Cu-Zn-TCPP system (Figure 7.6). 

Although the valence band is now slightly above the OER level, it is possible in practical 

applications to realign such small differences using a bias voltage [29, 30]. 

 

Figure 7.6. Comparison between band alignments of Cu-Zn-TCPP (left) and 
Cu-Zn-chlorin (right) systems. The bands of metal at paddlewheel, metal at the 
centre and organic part (C, N and H atoms) of porphyrins are shown in green, 
magenta and black, respectively. The energy levels of relevant half-reactions 
involved in water-splitting and CO2 reduction to CH4 and CH3OH are also 

shown. 
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 Excited states calculations were performed by our collaborators (Crespo-Otero’s 

group at Queen Mary University of London) for these Cu-Zn-chlorin systems (energies of 

all calculated states and Bader charges of selected. States are listed in Tables A3 and A4 

of Appendix). The first excited state (T1), as in the unmodified porphyrin system, is a 

charge-transfer state, but with zero oscillator strength. The Soret band is also found at 

roughly the same energy in the porphyrin- and chlorin-based MOFs. However, the 

chlorin-based MOF has relatively bright state at lower energies (T16 at 2.3 eV) which is not 

present in the porphyrin-based system. This is consistent with previous work showing that 

chlorin increases light absorption in the lower-energy Q bands, thus improving 

photophysical behaviour under visible light [66, 67]. This is clearly observed in the 

absorption spectra of the cluster model of the Cu-Zn-chlorin system (Figure 7.7), which 

shows the presence of a peak in the visible range. This peak corresponds to the Q bands, 

which in the case of the unreduced Cu-Zn-TCPP system is still appreciable but is has a 

very small intensity. 

 

Figure 7.7. Light absorption spectra calculated using TD-DFT for the cluster 
models of the porphyrin-based (Cu-Zn-TCPP) and chlorin-based (Cu-Zn-chlorin) 

systems. The inset expands the spectrum in the region of the Q band. 
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All these results suggests that the partial reduction of porphyrin to chlorin units in 

these and MOFs could enhance the photocatalytic performance under visible light, but to 

the best of our knowledge this avenue has not been experimentally explored. 

7.3.5 Changing the bridge between the porphyrin and paddlewheel 

Finally, we consider the effect of modifying the bridging species between the porphyrin 

and the paddlewheel units. We investigate the substitution of the benzene rings by ethyne 

(C2) or butadiyne (C4) bridges (Figure 7.8). We have shown in previous work that it is 

possible to modify the properties of porphyrin-based structures by varying the nature of 

the bridging species linking the porphyrin, and in this way tune the band gap values [68]. 

 

Figure 7.8. The two bridge-substituted systems: a) Cu-Zn-C2 and b) Cu-Zn-C4. 
The benzene ring has been substituted by the ethyne and butadiyne bridges, 

respectively, highlighted by pink-shaded circles. Colour code: grey = carbon, red 
= oxygen, white = hydrogen, blue = nitrogen and orange = copper. 

 
 

The substitution of the benzene rings by C2 and C4 bridges induce significant 

narrowing of the band gaps (with values of 1.8 eV and 1.7 eV for C2 and C4, respectively) 

compared with the 2.2 eV value for the Cu-Zn-TCPP system (Figure 7.9). The gap 

narrowing is achieved mainly as consequence of the lowering of the conduction bands, 

since the valence bands are almost unaltered, going only slightly down in energy. 
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Figure 7.9. Comparison between band alignments of Cu-Zn-TCPP (left), 
Cu-Zn-C2 (middle) and -C4 (right) systems. The bands of metal at paddlewheel, 
metal at the centre and organic atoms of porphyrins (C, N and H) are shown in 

green, magenta and black, respectively. The energy levels of relevant 
half-reactions involved in water-splitting and CO2 reduction to CH4 and CH3OH 

are also shown. 
 

It is interesting to discuss the effect of the different bridges on the charge transfer. 

The excited state calculations (performed by our collaborators) for the system with C2 

bridge show that there are now several relatively bright states involving charge transfer 

from the porphyrin to the paddlewheel (see Tables A5 and A6 in Appendix). Bright states 

T30, T34, and T36, which are at energies in the region of the Soret band, now involve 

significant charge transfer from the porphyrin to the paddlewheel. This effect would lead 

to direct charge transfer separation via light absorption and could potentially be beneficial 

for the photocatalytic behaviour of the system. Modifying the nature and length of the 

bridging units between the porphyrin and the metal cluster is thus the key to tune the 

charge transfer behaviour. 

The length of the bridging unit can also be expected to modify LMCT behaviour 

from excited states localised in the porphyrin. To illustrate this, we present here a simple 

model based on Marcus theory [69, 70], where we consider the porphyrin and the 

paddlewheel as two separate fragments. When light is absorbed at the bright states of the 

porphyrin, before any charge transfer takes place, the excitation will decay to the first 
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excited state of the porphyrin (Kasha’s rule). We make use of Marcus theory to describe 

the electron transfer between the excited porphyrin fragment (donor) and the paddlewheel 

fragment (acceptor). To consider the electrostatic interactions between the charged 

fragments (porphyrin+ and paddlewheel-), we have simply added a classical electrostatic 

term to the energy of the charge transfer state, considering the distance between these 

fragments (and assuming a full electron transfer). 

 

Figure 7.10. Marcus parabolas and energy levels showing the transfer process in 
a) the C2 bridge and b) the C4 bridge. The excited state is shown in red and the 

charge-transfer state in blue. 
 
 In our model calculations, we find that the charge-transfer state is always above 

the first excited state (∆𝐺𝐺0 > 0). In this case, the barrier (with respect to the charge-transfer 

state) is given by ∆𝐺𝐺‡ = (∆𝐺𝐺0 − 𝜆𝜆)2 4𝜆𝜆⁄ , where 𝜆𝜆  is the reorganisation energy (the 

change in energy of the first excited state when moved to the geometry of the 

charge-transfer state, which in this simple model is independent of the length of the 

bridging unit). The energy of the charge-transfer state, and then the value of ∆𝐺𝐺0, is 0.3 

eV lower for the C2 bridge than that for the C4 bridge, due to the stronger electrostatic 
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attraction for the shorter bridge. This means that in the C2 system the kinetic barrier to go 

from state to the other will also be lower, as shown in Figure 7.10. Our analysis suggests 

that the introduction of shorter bridging units between the porphyrin and the metal 

clusters should lower the kinetic barriers for the LMCT process. This is consistent with 

the experimental work from Lan et al. [26], who concluded that electron transfer from the 

photoexcited porphyrins to Ru clusters was facilitated by the proximity of the Ru cluster 

to the porphyrin in their MOF. 

7.4 Conclusions 

We have presented a computer simulation of two-dimensional, porphyrin(chlorin)-based 

MOFs, consisting of metalloporphyrin units (with Zn2+ or Co2+ at the centre) and metal 

paddlewheel clusters (made of Co2+, Ni2+, Cu2+ or Zn2+), bridged by different organic linear 

chains. Our results illustrate several ways in which the electronic and optical properties of 

these MOFs can be modified by the different composition or structural degrees of 

freedom. Changing the metal in the paddlewheel cluster from Zn to Co, Cu, or Ni, lowers 

the position of the empty 3d levels in that order. For Cu and Ni, the empty 3d levels are 

slightly below the LUMO of the porphyrin, which is convenient to achieve charge 

separation via linker to metal charge transfer (LCMT). The copper paddlewheel seems 

ideal for water-splitting photocatalysis in terms of the resulting band gap and relative 

position of empty levels. Changing the metal at the centre of the porphyrin from Zn to Co 

does not change of the band edges or the band gap, but creates an easy redox centre 

capable of stabilising the photogenerated hole at the porphyrin. 

 Perhaps even more important than engineering the band alignment and gap, is to 

enhance the visible light absorption and to facilitate charge separation in the framework. 

To address the first issue, we consider the partial reduction of porphyrin to chlorin in the 

MOF, which we demonstrate leads to stronger adsorption in the visible range of the 
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spectrum. Charge separation, on the other hand, is found to be sensitive to the nature and 

length of the bridging units between the porphyrin and the paddlewheel. For example, 

using an ethyne bridge (C2) introduces charge-transfer bright states in the energy region 

of the Soret band. Finally, we used a simple model based on Marcus theory to illustrate 

that the energy barriers to the LMCT process can be expected to decrease with the length 

of the bridge. Overall, our study suggests different avenues to modify porphyrin-based 

MOFs to improve their photocatalytic performance in applications such as water-splitting 

and CO2 reduction. 
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8 Adsorption of porphyrin molecules 

at the surface and edge of graphene 

and in-plane porphyrin-graphene 

heterostructures 

 

In this Chapter, graphitic structures with Zn-porphyrin units adsorbed or decorating the 

edges were investigated in terms of their interactions to understand their structural and 

electronic properties. Through a systematic investigation of the possible positions of 

porphyrin units on top of the surface of graphene, we have analysed the strength of the 

interaction and the diffusion barriers. We show that porphyrin should be capable of 

diffusing easily and therefore reach the edges of graphene, where it adsorbs more strongly, 

which could be useful for photocatalytic applications. Also, this could enable the 

embedding of porphyrin units in the graphene matrix during graphene growth and thus 

create not just an edge-modified graphene, but also intrasheet functionalisation which 

could be potential catalysts for CO2 and CO reduction, as has been already reported in 

Ref. [1]. 

8.1 Introduction 

The properties of graphene, arising from its two-dimensional (2D) sp2 hybridised carbon 

lattice, make it an enticing material for developing novel carbon-based electronics and a 
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formidable playground to explore fundamental solid state physics [2, 3]. Due to its 

excellent electronic conductivity, mechanical properties and large specific surface area, 

graphene is considered as a suitable component in devices for solar energy conversion, 

including artificial photosynthesis and photovoltaic applications [4-6]. 

 On the other hand, the interaction of graphitic nanostructures with 

porphyrin-based systems has become a hot topic since it can realise the combination of 

the conductive properties of graphene sheets with light-absorbing and other functional 

properties of the porphyrins [7, 8]. Porphyrins are stable functional dyes with large 

extinction coefficients in the visible light region and photochemical electron transfer 

ability, therefore their presence in graphene could enhance their usage as photoactive 

materials. There is evidence that porphyrins can interact with carbon materials, such as 

graphite, fullerenes and carbon nanotubes through π-π interactions that take place between 

their electron-abundant aromatic cores and conjugated surfaces of the carbon materials, 

making them photoactive [9-11]. It is known that π-π interactions exist between graphene 

and porphyrins since Geng et al. [11] reported an efficient method for preparations of 

high-quality graphene via porphyrin exfoliation of graphite, taking advantage of those 

interactions. Using UV-visible spectroscopy, they found that the Soret band of the 

porphyrins is reduced and Q bands are shifted to greater wavelengths as the result of the 

π-π interactions with graphene. 

 In previous chapters of this thesis, we have considered the properties of graphitic 

and porphyrinic structures separately. In this Chapter, we theoretically investigate a range 

of arrays including adsorbed porphyrin molecules on top of graphene and also at the 

interface of the zigzag edges of graphene nanoribbon, in order to predict their structural 

and electronic properties in terms of their interactions and evaluate their photocatalytic 

applications. 
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8.2 Computational methods 

All calculations are executed using density functional theory (DFT), as implemented in the 

VASP code [12, 13]. We employed the generalised gradient approximation (GGA) for the 

exchange-correlation functional, in particular a dispersion-corrected 

Perdew-Burke-Ernzerhof functional (PBE+D3) [14, 15]. As VASP uses three-dimensional 

(3D) periodic boundary conditions, vacuum regions of at least 10 Å were considered 

between the nanostructures, to minimise the interaction with periodic images. 

 The projector-augmented wave (PAW) method [16] is used to describe the 

ion-electron interactions, and a planewave basis set with a kinetic cutoff energy as 520 eV 

is adopted to expand the Kohn-Sham orbitals for all calculations. The Brillouin zone is 

sampled by adopting a Γ-centred k-point mesh with an equivalent k-spacing of 0.2 Å-1. 

These calculations have been tested for convergence with respect to the kinetic cutoff 

energy and k-point grid. Geometry optimisations were performed unit all forces were less 

than 0.01 eV Å-1. 

 Electron energies are reported with respect to the vacuum reference since, as in 

most of periodic DFT codes, VASP energies are given with respect to an internal energy 

reference. Therefore, to obtain absolute energy levels it was necessary to evaluate the 

electrostatical potential in the pseudo-vacuum region represented by the empty space 

within the simulation cell, with zero potential gradient. This was chosen as a planar average 

in the vacuum gap between 2D graphene and graphene nanoribbons, employing the 

MacroDensity code [17]. 
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8.3 Results and discussion 

8.3.1 Adsorption of porphyrin molecule on graphene 

We considered a graphene nanosheet which each unit cell includes 288 carbon atoms. The 

reason to select a large system is to avoid interactions between the porphyrin molecules. 

The optimised C-C bond length in graphene was 1.425 Å, which agrees with previous 

reports [18]. 

 

Figure 8.1. Positions of porphyrin adsorbed on graphene surface: a) bond-crossed 
(bc), b) bond-parallel (bp), c) ring-crossed (rc), d) ring-parallel (rp), e) 

carbon-crossed (cc) and f) carbon-parallel (cp). Colour code: grey = carbon, white 
= hydrogen, blue = nitrogen and purple = zinc. 

 
 

The optimised porphyrin molecule was placed on top of graphene considering six 

different positions (Figure 8.1), which are bond-crossed (bc), bond-parallel (bp), 

ring-crossed (rc), ring-parallel (rp), carbon-crossed (cc) and carbon-parallel (cp). The 

bond-centred positions take the centre of the porphyrin unit lying above a C-C bond, 

whereas the ring-centred and carbon-centred ones take the metallic centre lying in the 

 8-4 



Chapter 8 - Adsorption of porphyrin molecules at the surface and edge of graphene and in-plane porphyrin-
graphene heterostructures 

middle of a graphene ring and on a carbon atom, respectively. The terms ‘crossed’ and 

‘parallel’ refer to the position that the C-N bonds take when the porphyrin is rotated 45º 

on the z-axis. The ‘crossed’ ones (Figure 8.1a, c and e) form a cross within the C-N bonds 

and the ‘parallel’ positions (Figure 8.1b, d and f) have their C-N bonds parallel to the 

edges of the unit cell.  

 In all of these positions, the starting distance between the centre of the molecule 

and the graphene surface was 3.47 Å, reported by Pham et al. as the optimal in similar 

hybrid systems [3]. After relaxation, bp, cc and cp positions showed that distances d have 

minimal variations (~0.03 Å in average) compared with the optimal one. In Table 8.1, we 

can see that the position bp is the most stable position at graphene surface, which agrees 

with the results of Pham et al., where they showed that a tetraphenyl metal-free porphyrin 

is adsorbed at graphene with its centre lying above a C-C bond [3]. 

Also, these three positions (bp, cc and cp) exhibited the highest adsorption energy 

(Eads) among all, having values of about -1.4 eV (see Table 8.1). These results lead us to 

think that Eads values obtained are a function of the distance between porphyrin units and 

graphene (higher Eads when d decreases and vice versa), therefore the position which 

porphyrins adopt on the graphene surface is crucial to obtain an ideal adsorption. Although 

these results suggest that the porphyrin molecules would try to resemble a similar geometry 

between them, it should be noted that these three positions (bp, cc and cp) were not altered 

after relaxation, staying flat in the same initial orientation without any rotation. 

 Following this idea, in Table 8.1 we can see that distances obtained in positions 

rp, bc and rc increase (~ 0.1 Å compared with the optimal distance), having lower Eads 

values which confirms our latter assumption (higher Eads when d decreases and lower Eads 

when d increases). In term of Eads, we have the following ascending order: bp < cc < cp < 

rp < bc < rc. Distances follow the same trend, except for bc position and the reason could 
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be related to the interaction of nitrogen atoms within the porphyrin unit with carbon atoms 

of graphene surface. 

Table 8.1. Distances (d) between graphene surface and the metal centre of 
porphyrin, adsorption energies (Eads) and relative stabilities calculated for each 
position. 

 

Position d 
(Å) 

Eads 
(eV) 

Relative 
stability 
(meV) 

bp 3.490 -1.469 0.0 
cc 3.499 -1.459 9.4 
cp 3.503 -1.454 14.7 
rp 3.568 -1.427 42.0 
bc 3.522 -1.413 55.5 
rc 3.590 -1.410 58.3 

 

 Comparing their total energies, the bp is the most stable position by ~30 meV in 

average, among all considered positions whose relative stability values also follow the same 

trend displayed by Eads. This is in agreement with Pham et al., where they showed that a 

tetraphenyl metal-free porphyrin is physisorbed at graphene with its centre lying above a 

C-C bond [3]. This calculated energy is thus due to dispersion and to the electrostatic 

interaction coming from the charge redistribution on the graphene induced by the polar 

bonds of the porphyrin molecule.  

8.3.2 Porphyrin molecule diffusion 

In order to analyse the barrier of diffusion of porphyrin on graphene, the nudged elastic 

band (NEB) method was employed to find the minimum energy path (MEP) considering 

the bc, bp, cc and cp positions. 

In this method, the constrained optimisation is done by adding spring forces along 

the band between images and by projecting out the component of the force due to the 

potential perpendicular to the band [19]. The MEP consists of six intermediate images 

between the optimal initial and final geometries already calculated, as illustrated in Figure 

8.2 – left (porphyrin moves from a C-C bond in the graphene surface to an adjacent 
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parallel C-C bond for the bond-centred positions, and for the carbon-centred positions 

the porphyrin moves from a C atom towards an adjacent parallel C atom, considering the 

metal centre as reference). 

 

Figure 8.2. NEB calculated energy barrier for the translation of the porphyrin 
molecule towards the graphitic edge considering the a) bc, b) bp, c) cc and d) cp 

positions. Colour code: grey = carbon, white = hydrogen, blue = nitrogen and 
purple = zinc. 
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The NEB plots for the four positions exhibit energy barriers of around 0.1 eV 

which means that diffusion of the molecule will occur at any significant temperature. It 

also means that the molecules will easily reach the edge, where the adsorption can be 

expected to be stronger. The ‘crossed’ positions (bc and cc) exhibit a slightly lower energy 

barrier compared to the value obtained for the ‘parallel’ ones (bp and cp), which means 

that the bc and cc are slightly favourable for the translation towards the edge, regardless 

of the starting point (bond or carbon).  

It is worth noting that the MEPs of ‘crossed’ positions (bc and cc) show a similar 

behaviour, having a local minimum at the middle of the path (Figure 8.2a and c), 

meanwhile the MEPs of ‘parallel’ positions (bp and cp) exhibit a local maximum at the 

same section of the path (Figure 8.2b and d). NEB calculations were done by Bhandary 

et al. [20] considering Fe-porphyrins (adsorbed on graphene with underlying Ni substrate) 

traveling from a hexagonal site (centre of the ring) to the top of a carbon atom, which is 

similar as our cc and cp positions. They found a diffusion barrier of about 33 meV, which 

indicates that Fe-porphyrins can diffuse easily from the hexagonal ground state adsorption 

site to the top of the next energetically available carbon atom at room temperature. This 

corroborates our calculated energy barriers which is in the same order of magnitude. 

However, it slightly varies from our results since ferrimagnetism induced in graphene by 

the underlying Ni substrate dictates the nature and strength of magnetic interaction 

between Fe-porphyrin and Ni substrate. 

8.3.3 Single porphyrin unit at zigzag edges of graphene nanoribbon 

In the previous section, we explored the ability of porphyrins to diffuse at the graphene 

surface. To complete this analysis, we considered two possible positions that a single 

porphyrin unit can be placed in the same plane as graphene when it reaches to the zigzag 
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edge: in the first one, the porphyrin unit is decorating the zigzag edge fusing the lateral 

β- and meso-carbon atoms with the edge (crossed-like position, see Figure 8.3a) and in the 

second, one of the porphyrin rings (only meso-carbon atoms) is used to place the molecule 

at the zigzag edge (parallel-like position, see Figure 8.3b).  

 

Figure 8.3. a) Crossed-like and b) parallel-like positions of a porphyrin unit at the 
zigzag edge. Colour code: grey = carbon, white = hydrogen, blue = nitrogen and 

purple = zinc. 
 

 Energy of formation (Eform) was calculated for those positions in a graphene 

nanoribbon having 0.66 eV and 1.18 eV for the crossed-like and parallel-like positions, 

respectively. Equations 8.1 and 8.2 were used to calculate Eform for crossed- and 

parallel-like positions, respectively: 

𝐸𝐸form = �𝐸𝐸G+P + 3𝐸𝐸H2� − (𝐸𝐸G + 𝐸𝐸P) (8.1) 

𝐸𝐸form = �𝐸𝐸G+P + 2𝐸𝐸H2� − (𝐸𝐸G + 𝐸𝐸P) (8.2) 

where EG+P is the energy of the complex formed by the nanoribbon with the porphyrin at 

the edge, EH2 is the energy of hydrogen molecules evolved per adsorbed porphyrin (3 H2 

molecules for crossed-like position and 2 H2 molecules for parallel-like position), and EG 

and EP are the energies of graphene nanoribbon and porphyrin molecule, respectively, 

considering all hydrogens saturating the carbon atoms. 
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 The fact that these energies are positive means that the process of adsorption is 

endothermic. However, it will still be favourable entropically because H2 gas is being 

evolved. The adsorption in the crossed-like position is the less endothermic, and it also 

evolves more H2 gas than the adsorption in the parallel-like position. Therefore, we can 

expect that this one will be the dominant position. Experiments carried out by He et al. 

[21] showed that 97% of Al-porphyrin molecules were coupled to the graphene zigzag 

edge with the same alignment as our crossed-like position, which demonstrates our 

assumption as the preferred one, regardless of the metal at the centre of the porphyrin 

molecule. 

 In Figure 8.3, it is evident that the parallel-like position exhibit more strain to the 

graphene nanoribbon than the crossed-like due to a five-membered ring formed at the 

edge. Meanwhile, the crossed-like position follows the same honeycomb pattern of 

graphene, having as a result less strain on the whole structure. 

8.4 Conclusions 

In this Chapter, we have explored the interaction of porphyrins with the surface and edges 

of graphene. 

 Regarding the adsorption of porphyrin unit on top of graphene surface, bp is the 

most stable position, having an adsorption energy of -1.47 eV. The NEB analysis shows 

that diffusion of the molecule at the graphene surface takes place with a very small barrier 

in the order of 0.1 eV. 

When porphyrin reaches the edge of graphene, it should be attached in a 

crossed-like configuration evolving 3 H2 molecules per adsorbed porphyrin, which makes 

the process entropically driven. 
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Given the above results, it can be expected that porphyrin molecules in contact 

with graphene accumulate at the edges, which could be useful for photocatalytic 

applications. 
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9 Future work 

 

Overall, this thesis described how computer simulations of carbon-based and 

porphyrin-based nanostructures can be useful to study and analyse their potential 

applications in catalysis and photocatalysis. However, as the possibilities of different 

combinations, designs and structures are only limited by our imagination, there is always 

an opportunity for future students and researchers to take this work and develop or 

improve the ideas and applications of the nanostructures already described. 

9.1 Considering other metals at the porphyrin centre of the 

2D PMOFs 

As described in Chapter 7.3.3, it is possible to consider other types of atoms at the centre 

of the porphyrin. For example, the presence of Mn atoms within the porphyrin unit has 

been studied by Sharma et al. [1] where they considered a porphyrin-based MOF with 

Mn(II) centres as a visible light responsive device. They showed that it is possible to 

achieve a photocatalytic cycloaddition of CO2 with epoxides to generate cyclic carbonates 

at mild conditions. The enhanced catalytic activity has been attributed to visible light 

absorption of porphyrin metalloligand leading to photo-thermal effect which facilitates the 

activation of the Mn catalytic site.  

Another possible metal to be considered at the centre of the porphyrin unit could 

be the Fe atom. As mentioned in Chapter 7.1, when iron atoms are present the position 

of the conduction band edge is lowered significantly and also an occupied dxy state is 
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introduced in the gap region above the valence band [2, 3]. Iron is therefore an ideal metal 

centre useful to engineer the band structures of this kind of porphyrin-based MOFs. 

This gives as an idea of the effect of Mn or Fe atoms when they are present inside 

the porphyrin units, and as a possible future project could be to consider a full set of new 

metals including these suggestions and study their band alignment and perform TD-DFT 

calculations to know their photophysical behaviour under visible light. 

9.2 Electron transfer in hybrid graphene-porphyrin 

structures 

In Chapter 8, we showed how porphyrin molecules are capable of diffusing easily towards 

the edges of graphene to be used as potential photocatalysts. However, it is important to 

discuss charge transfer between porphyrin units and graphene since it would be the key to 

improve the photophysical properties of this kind of hybrid materials. 

 Given the size of the models employed in this study, we have been unable to obtain 

results that are precise enough (in terms of the grid used to represent the charge density) 

to do a reliable analysis of charge transfer. This is something that should be investigated 

in the future, when computers with larger memory are available. If electrons move towards 

the graphene nanosheet, that would mean that the porphyrin is acting as an electron donor 

to the graphene, suggesting a very different kind of interaction from the simple dispersion-

based attraction that is often assumed. 

 Also, a full set of different metals at the centre of the porphyrin molecules could 

be considered to study their effect when they are in contact with the graphene surface or 

edges. This study could be done employing the same methods (PBE-D3) and could be 

compared with a nonlocal functional, such as optPBE-vdW (as explained in Chapter 

2.6.3), to describe in a proper way the dispersion interactions. 
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10 Concluding remarks 

 

In this thesis we have theoretically investigated graphitic and porphyrin-based 

nanostructures with a range of potential applications (mainly in catalysis or photocatalysis). 

Some of this work has been done in collaboration with experimentalists, and trying to 

explain measured properties, while in other cases the work has been purely computational 

and with a predictive purpose. 

 Graphite (or few-layer graphene) can be strongly influenced by the edge structure 

of the graphene planes and our analysis of the thermodynamics of edge folding indicates 

a preference for multiple concentric folds at the edges, as seen in experiments. Also, we 

have presented the interaction between graphitic edges and ferrihydrite-like nanostructure 

and our density functional theory (DFT) calculations showed evidence that the 

C/ferrihydrite interface is stabilised in presence of pyridinic nitrogen, which is 

accompanied by charge transfer from N atom to Fe ion. This result has been corroborated 

with near edge X-ray absorption fine structure (NEXAFS) spectrum of a Fe/N-C sample. 

Our calculations through this ferrihydrite-like model together with our proposed sets of 

single-atom Fe sites in graphitic structures suggest that these systems could represent a 

promising collection of electrocatalysts. 

 Moving on to the porphyrin realm, we demonstrated that their multifunctionality 

lies in the combination of the metal and its rigid planar aromatic structure which allows 

such complexes to play relevant roles in electron transfer, light-harvesting and 

photocatalytic processes. Through the examination of band structures, we showed that it 

is possible to design porphyrin nanostructures with specific band gap values by varying the 

type of linkage used between each porphyrin. Another approach to this purpose has been 
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explored in our 2D porphyrin-paddlewheel MOFs, where we explained how their band 

structure and optical properties can be tailored by changing the nature of the metallic 

centre of porphyrins, as well as the metallic ions at the paddlewheel. Both studies have led 

us to conclude that the photoreceptor and functional groups of different lengths (linkers 

or bridges) within and between porphyrin units, respectively, are vital specifications to 

design promising photocatalytic materials. 

 As we can see, porphyrins are excellent for photocatalytic purposes so graphitic 

structures can take advantage of porphyrin features to enhance their electrocatalytic 

performance. The combination a porphyrin/graphene framework concept has an 

incredible catalytic potential exhibited in the last chapter where we gave useful insights in 

terms of interactions between both. 

 We sincerely hope that our contributions will inspire further theoretical and also 

experimental studies towards the understanding of carbon-based, porphyrin-based and 

hybrid carbon-porphyrin nanostructures. 
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Excited states of Cu-paddlewheel / Zn-porphyrin system 

The TD-DFT calculations used to support our results in Chapter 7 were mostly 

performed in the group of Dr Rachel Crespo-Otero at Queen Mary University of London, 

with only small contributions from me (in the creation of models and in the interpretation). 

The model we have employed for the TD-DFT calculation of excited stated in the 

Cu-Zn-TCPP system is shown in Figure A1. 

 

Figure A1. Molecular model of Cu-Zn-porphyrin system. Colour code: grey = 
carbon, red = oxygen, white = hydrogen, blue = nitrogen and orange = copper. 

 

 The excited states energies and oscillator strengths obtained for this model are 

presented in Table A1, and the atomic (Bader) charges in Table A2. 

 

Table A1. Excited states and oscillator strengths calculated for the Cu-Zn-TCPP 
system. Bright states are highlighted in orange. 
 

States Energy 
(eV) 

Oscillator 
strength 

T1 1.43 0.00 
T2 1.50 0.00 
T3 1.61 0.00 
T4 1.62 0.00 
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T5 1.86 0.00 
T6 1.91 0.00 
T7 1.93 0.00 
T8 2.01 0.00 
T9 2.01 0.00 
T10 2.01 0.00 
T11 2.02 0.00 
T12 2.24 0.02 
T13 2.24 0.01 
T14 2.28 0.00 
T15 2.28 0.00 
T16 2.29 0.00 
T17 2.38 0.00 
T18 2.38 0.00 
T19 2.86 0.00 
T20 2.86 0.00 
T21 2.89 0.00 
T22 2.90 0.00 
T23 3.08 0.00 
T24 3.14 0.00 
T25 3.15 0.00 
T26 3.16 0.00 
T27 3.17 0.00 
T28 3.22 0.00 
T29 3.24 0.00 
T30 3.24 0.00 
T31 3.26 0.00 
T32 3.27 0.00 
T33 3.28 0.00 
T34 3.28 0.00 
T35 3.29 0.00 
T36 3.29 0.00 
T37 3.31 0.00 
T38 3.33 0.00 
T39 3.33 0.00 
T40 3.36 0.00 
T41 3.41 0.00 
T42 3.42 0.00 
T43 3.44 0.00 
T44 3.44 1.47 
T45 3.45 0.00 
T46 3.46 0.83 
T47 3.56 0.00 
T48 3.57 0.00 
T49 3.57 0.00 
T50 3.61 0.00 
T51 3.64 0.00 
T52 3.66 0.00 
T53 3.70 0.00 
T54 3.70 0.00 
T55 3.73 0.01 
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T56 3.74 0.00 
T57 3.76 0.00 
T58 3.80 0.07 
T59 3.81 0.03 
T60 3.81 0.03 
T61 3.84 0.02 
T62 3.86 0.00 
T63 3.87 0.02 
T64 3.89 0.00 
T65 3.98 0.00 
T66 4.00 0.00 
T67 4.08 0.00 
T68 4.09 0.00 
T69 4.11 0.00 
T70 4.14 0.00 
T71 4.18 0.00 
T72 4.19 0.00 
T73 4.20 0.00 
T74 4.21 0.16 
T75 4.22 0.30 

 

Table A2. Bader charges of the Cu-Zn-TCPP system, calculated for the 
paddlewheel, bridge and porphyrin units (∆QPW, ∆Qbridge and ∆Qporph, respectively), 
for the ground state, first excited state, and the two brightest states (highlighted in 
orange). The oscillator strengths are also shown. 
 

States ∆QPW ∆Qbridge ∆Qporph 
Oscillator 
strength 

T0 0 0 0 - 
T1 -0.72 -0.04 0.76 0.00 
T44 0 0 0 1.47 
T46 0 0 0 0.83 
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Excited states after partial reduction of porphyrin to chlorin 

The structural model used is shown in Figure A2. The excited states energies and oscillator 

strengths obtained for this model are presented in Table A3 and the Bader charges are in 

Table A4. 

 

Figure A2. Molecular model of Cu-Zn-chlorin system. Colour code: grey = 
carbon, red = oxygen, white = hydrogen, blue = nitrogen and orange = copper. 

 
 

Table A3. Excited states and oscillator strengths calculated for the Cu-Zn-chlorin 
system. Bright states are highlighted in orange. 

 

States Energy 
(eV) 

Oscillator 
strength 

T1 1.10 0.00 
T2 1.43 0.00 
T3 1.44 0.00 
T4 1.52 0.00 
T5 1.61 0.00 
T6 1.86 0.00 
T7 1.91 0.00 
T8 2.01 0.00 
T9 2.01 0.00 
T10 2.03 0.00 
T11 2.24 0.02 
T12 2.24 0.01 
T13 2.28 0.00 
T14 2.28 0.00 
T15 2.29 0.00 
T16 2.31 0.13 
T17 2.36 0.00 
T18 2.46 0.01 
T19 2.71 0.00 
T20 2.77 0.00 
T21 2.93 0.00 
T22 2.96 0.00 
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T23 2.98 0.00 
T24 3.02 0.00 
T25 3.02 0.00 
T26 3.06 0.00 
T27 3.10 0.00 
T28 3.13 0.00 
T29 3.18 0.00 
T30 3.19 0.00 
T31 3.28 0.00 
T32 3.29 0.00 
T33 3.29 0.00 
T34 3.31 0.00 
T35 3.35 0.00 
T36 3.39 0.00 
T37 3.39 0.00 
T38 3.43 0.01 
T39 3.43 0.00 
T40 3.44 0.00 
T41 3.45 0.86 
T42 3.48 0.88 
T43 3.53 0.00 
T44 3.57 0.00 
T45 3.60 0.00 
T46 3.60 0.11 
T47 3.61 0.00 
T48 3.62 0.00 
T49 3.62 0.00 
T50 3.64 0.04 
T51 3.78 0.00 
T52 3.82 0.00 
T53 3.84 0.04 
T54 3.86 0.00 
T55 3.87 0.02 
T56 3.94 0.22 
T57 4.02 0.00 
T58 4.03 0.00 
T59 4.04 0.00 
T60 4.05 0.00 
T61 4.07 0.00 
T62 4.08 0.00 
T63 4.09 0.00 
T64 4.10 0.00 
T65 4.10 0.01 
T66 4.11 0.00 
T67 4.14 0.00 
T68 4.14 0.00 
T69 4.14 0.05 
T70 4.15 0.00 
T71 4.17 0.00 
T72 4.17 0.00 
T73 4.23 0.03 
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T74 4.25 0.00 
T75 4.27 0.00 

 
 

Table A4. Bader charges of the Cu-Zn-chlorin system, calculated for the 
paddlewheel, bridge and porphyrin units (∆QPW, ∆Qbridge and ∆Qporph, respectively), 
for the ground state, first excited state, and the two brightest states (highlighted in 
orange). The oscillator strengths are also shown. 
 

States ∆QPW ∆Qbridge ∆Qporph 
Oscillator 
strength 

T0 0 0 0  
T1 -0.83 0.05 0.78 0.00 
T16 0 -0.01 0.01 0.13 
T41 -0.01 0.11 -0.10 0.86 
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Excited states of system with C2 bridge 

The model for the system with a C2 bridge between the porphyrin and the paddlewheel is 

shown in Figure A3. The excited states energies and oscillator strengths are presented in 

Table A5, and the Bader charges in Table A6. 

 

Figure A3. Molecular model for the system where the benzene bridge is 
substituted by an ethyne (C2) bridge. Colour code: grey = carbon, red = oxygen, 

white = hydrogen, blue = nitrogen and orange = copper. 
 
 

Table A5. Excited states and oscillator strengths calculated for the Cu-Zn-C2 
system. Bright states are highlighted in orange. 
 

States Energy 
(eV) 

Oscillator 
strength 

T1 1.40 0.04 
T2 1.54 0.00 
T3 1.57 0.06 
T4 1.65 0.00 
T5 1.89 0.00 
T6 1.93 0.00 
T7 1.95 0.00 
T8 2.00 0.00 
T9 2.03 0.00 
T10 2.04 0.00 
T11 2.08 0.00 
T12 2.24 0.02 
T13 2.24 0.01 
T14 2.27 0.00 
T15 2.28 0.00 
T16 2.29 0.00 
T17 2.31 0.00 
T18 2.32 0.02 
T19 2.86 0.03 
T20 2.93 0.00 
T21 2.99 0.00 
T22 3.04 0.00 
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T23 3.04 0.00 
T24 3.05 0.05 
T25 3.12 0.00 
T26 3.15 0.00 
T27 3.17 0.00 
T28 3.18 0.00 
T29 3.22 0.03 
T30 3.27 0.66 
T31 3.30 0.00 
T32 3.32 0.02 
T33 3.34 0.73 
T34 3.34 0.10 
T35 3.37 0.00 
T36 3.41 0.56 
T37 3.44 0.00 
T38 3.46 0.00 
T39 3.46 0.00 
T40 3.49 0.00 
T41 3.53 0.00 
T42 3.54 0.00 
T43 3.55 0.00 
T44 3.57 0.00 
T45 3.64 0.00 
T46 3.66 0.05 
T47 3.66 0.00 
T48 3.67 0.00 
T49 3.67 0.00 
T50 3.68 0.05 
T51 3.69 0.00 
T52 3.70 0.00 
T53 3.74 0.00 
T54 3.75 0.00 
T55 3.79 0.00 
T56 3.80 0.00 
T57 3.82 0.04 
T58 3.83 0.01 
T59 3.86 0.02 
T60 3.90 0.02 
T61 3.90 0.00 
T62 3.93 0.00 
T63 3.93 0.00 
T64 3.94 0.01 
T65 3.96 0.01 
T66 4.09 0.00 
T67 4.09 0.22 
T68 4.10 0.00 
T69 4.16 0.00 
T70 4.16 0.00 
T71 4.21 0.00 
T72 4.22 0.11 
T73 4.26 0.00 
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T74 4.26 0.01 
T75 4.27 0.00 

 
 
Table A6. Bader charges of the Cu-Zn-C2 system, calculated for the paddlewheel, 
bridge and porphyrin units (∆QPW, ∆Qbridge and ∆Qporph, respectively), for the 
ground state and some relevant excited states. The oscillator strengths are also 
shown. 
 

States ∆QPW ∆Qbridge ∆Qporph 
Oscillator 
strength 

T0 0 0 0 - 
T1 -0.31 0.03 0.28 0.04 
T3 -0.33 0.03 0.30 0.06 
T30 -0.34 0.05 0.29 0.66 
T33 0 0.03 -0.03 0.73 
T34 -0.48 -0.11 0.59 0.10 
T36 -0.23 0.06 0.17 0.56 
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