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Abstract 

Recent advances in urban climate modelling and weather forecasting have allowed for the integration 

of multiple processes at fine resolutions. Anthropogenic heat flux (QF) is the thermal emission due to 

human activity and is therefore most relevant in urban areas. It can impact aspects of urban 

meteorology through the modification of other surface energy balance fluxes. Despite this, QF is often 

underrepresented in forecasting and urban land surface studies. Whilst current modelling approaches 

provide reasonable estimates, they do not have the capability for detailed scenario modelling. 

 

This thesis presents a novel, agent-based QF modelling approach (Dynamic Anthropogenic activitieS 

impacting Heat emissions – DASH) with human behaviours governing its fundamental dynamics, 

integrating simple building energy and transport models. This model can be used to investigate a city’s 

response to scenarios such as population growth or climate change. To facilitate inclusion with 

broader urban land surface studies and weather models, DASH is adapted to two more 

computationally efficient schemes in such a way that spatial, temporal and thermal response 

behaviours are still represented. DASH is also coupled to an urban land surface model, SUEWS, to 

allow for feedback with the outdoor environment, e.g. temperature response.  

 

DASH is developed for Greater London for October 2014 – September 2015 at a local resolution. It is 

evaluated against both an existing model and energy statistics for the same area and period. Expected 

diurnal, weekly and seasonal patterns are observed, along with variations due to building use and 

demographics. Areally weighted mean annual QF is 6.43 W m-2 in the evaluated instance, and 8.47 W 

m-2 when coupled to SUEWS (under different forcing meteorology). The two more efficient schemes, 

with parameters derived from DASH, show means of 6.68 and 7.44 W m-2, but broader distributions 

overall. 
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1 

Chapter 1 Introduction 

1.1 Motivation 

The urban climate is a result of the distinctive interactions between built-up areas and the atmospheric 

boundary layer, characterised by increased temperatures, reduced evapotranspiration, and changes in 

the energy and radiation balances compared to the rural surroundings. Populations are increasingly 

shifting from rural areas to cities and towns, with urban expansion rates increasing beyond this (Liu et 

al., 2020). As of 2018, 50% of the world’s population was living in urban areas, with this proportion 

expected to increase to 68% by 2050 (United Nations, 2018). These dense populations are already 

vulnerable to weather events, and, along with the prospect of climate change, further growth presents 

challenges for the resilience of city services and infrastructure (HABITAT-III, 2016). A more detailed 

understanding of urban meteorology is therefore becoming more critical, not only with regards to the 

interplay between a city’s morphology and the atmosphere, but also in the associations and feedbacks 

between urban inhabitants and city infrastructure, resources and meteorology.  

 

As the urban landscape and climate are a result of anthropogenic change, the activities and practices of 

inhabitants directly interact with and influence a city’s meteorology. At larger scales, the need for 

housing and transport networks alters the urban form and surface cover. At smaller scales, local 

changes in anthropogenic heat and water emissions interact with surface energy exchanges, with 

implications for urban meteorology. These compound factors act with complex heterogeneity across 

the city and have impacts on the everyday life of urban populations. Further inclusion of such 

processes in weather and climate models will help to address the vulnerabilities that could be faced by 

dense urban populations, such as increased risk of heat stress, poor air quality and flooding that may 

occur as a result of dynamic changes between anthropogenic adaptations and meteorology. 

 

These matters, and the wider, global issue of climate change mitigation, drive changes in everyday 

behaviour and policy as cities and people adapt. This has implications for urban planning, energy 

demand and infrastructure (IPCC, 2014; Hatvani-Kovacs et al., 2018). For example, increasing global 

temperatures will lead to changes in the energy demand and load profiles related to heating and 

cooling buildings (Li et al., 2012; Takane et al., 2019). Building stock is replenished or retrofitted as 

countries aim to reduce carbon emissions (Lowe, 2007; Kelly, 2009), resulting in modifications in 

energy use and urban morphology. Emergent policies and trends surrounding fuel use, such as the 

movement towards more widespread use of electric vehicles, will have consequences for energy 

demand and fuel emissions. These adaptations, and other changes that may occur as the population 
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grows, should be examined before they are implemented in order to assess their efficacy and identify 

any feedbacks that may develop as a result (Martilli, 2002; Barlow, 2014).  

 

Advances in modelling have led to a better understanding across many areas of urban meteorology 

over the past few decades (Arnfield, 2003; Barlow, 2014; Masson et al., 2020). The resolutions of land 

surface and numerical weather prediction models have increased as they seek to better represent large 

scale meteorology, leading to more grid spaces covering urban areas at finer detail. Improvements in 

computing have allowed for the integration of more processes. Despite this, the contributions of 

anthropogenic heat emissions are still not adequately realised, leading to uncertainties in urban 

weather modelling (Best and Grimmond, 2016; Hertwig et al., 2020). Monthly prescribed values are 

often used, ignoring temperature sensitivity and spatial differences in emission source. Existing 

modelling techniques provide reasonable estimates of anthropogenic heat flux (QF), with a range of 

approaches which vary in their scale of source and output (Sailor, 2011). However, no existing 

approaches are able to model interactions of the many fine-resolution behavioural aspects that govern 

anthropogenic heat across a large scale, or able to model the secondary effects of any adaptations that 

may occur and affect QF.  

 

The behaviours influencing anthropogenic heat occur over a variety of scales. Seasonal and latitudinal 

variations in QF exhibit a dependence on meteorology and local climate (e.g. temperature), whilst 

socio-economic, demographic, and behavioural characteristics of the area and the people in it are 

reflected in QF magnitude and temporal patterns (Sailor, 2001; Lindberg et al., 2013). These 

behaviours and dependencies that govern QF are reflected in its great variation across both spatial and 

temporal scales. For example, people’s movement across a city and their resultant day to day energy 

use have diurnal and local effects, whilst longer-term, city or nationwide impacts could occur as 

populations evolve, climate changes, or new technologies, such as energy efficient appliances and new 

transport system configurations, are adopted. Modelling possible changes to these behaviours across a 

large scale allows for the investigation into a range of QF scenarios and any further impacts on urban 

meteorology, including any causal mechanisms. Inclusion of low-level behaviours would also be 

reflected in high spatial and temporal variability of resultant QF values. This provides an advantage 

over current modelling methods that are only able to investigate QF retrospectively or at much smaller 

scales.  
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1.2 Objectives 

The aim of this thesis is to provide a method of modelling anthropogenic heat flux (QF) via the related 

human behaviours that influence it, incorporating social, technical and physical aspects in a such a 

way that captures city heterogeneity. This will be adapted to provide an alternative suitable for use 

within a numerical weather prediction (NWP) or urban land surface model (ULSM).  

 

The objectives of this thesis are:  

1) To develop and evaluate a model to estimate anthropogenic heat fluxes that is responsive to 

human behaviour, associated with building and transport (Chapter 3)  

2) To utilise the developed model to determine parameters that capture human behaviour and can 

be used in a faster model that can be incorporated into NWP-ULSMs (Chapter 4) 

3) To identify the physical and socio-technical behavioural processes that influence 

anthropogenic heat emissions, and provide the ability to explore future scenarios (Chapters 2, 

3, 4)  

 

1.3 Thesis structure 

Chapter 2 reviews the background and current literature surrounding: QF and its interactions with 

other surface energy balance fluxes and urban meteorology; current QF modelling approaches; the 

spatial and temporal variation in QF as related to human behaviour; and alternative modelling 

approaches that may be used to incorporate behavioural variations in QF. 

 

The central contribution of this research is a novel approach towards modelling QF. Dynamic 

Anthropogenic activitieS impacting Heat emissions (DASH), is introduced, developed and evaluated 

in Chapter 3, which is published as a standalone paper1. An agent-based structure is used to enable 

dynamic responses between heat emitting sources and the environment. DASH allows factors such as 

building stock, demographics and meteorological forcing to influence QF. A simple transport sub-

model simulates patterns of movement and transport across a city, allowing for spatial variation in 

 

 

1 Capel-Timms, I., Smith, S. T., Sun, T. and Grimmond, S.: Dynamic Anthropogenic activitieS impacting Heat 

emissions (DASHv1.0): Development and evaluation, Geoscientific Model Development, 13(10), 4891–4924, 

doi:10.5194/gmd-13-4891-2020, 2020. 
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energy use. A simple building energy model allows the energy use in buildings to respond to 

meteorological conditions. The model is applied and evaluated in Greater London.  

 

DASH is used to derive parameters for two computationally efficient QF methods more suitable for 

use in NWP-ULSMs (Chapter 4). Both methods estimate bulk QF in response to outdoor air 

temperature and population density, and are distinguished by the shape of their response. Some of the 

behavioural characteristics of DASH are still accounted for through parameter derivation. The 

efficient methods and DASH are coupled to an urban land surface model, allowing for temperature 

feedbacks to occur.   

 

Chapter 5 concludes the work done throughout the thesis, exploring the broader implications. 

Recommendations for future work are made, including scenarios under which changes in QF could be 

explored.  
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Chapter 2 Background and literature review 

This literature review intends to detail the meteorology, behaviours and processes relevant to 

understanding the anthropogenic heat flux, as well as the existing methods used to model 

anthropogenic heat emissions. Section 2.1 introduces QF in the context of the surface energy balance 

(SEB) and urban climate, and states interactions with other fluxes and local to city scale meteorology 

to provide understanding of how changes in QF have wider implications for weather and climate. This 

describes the role played by QF within urban meteorology and establishes the need for responsive 

modelling. In Section 2.2, existing modelling approaches and QF integration with larger scale models 

are reviewed. Section 2.3 discusses the behaviours and processes that govern QF, detailing the scales 

on which these behaviours exist and change. Section 2.4 discusses agent-based modelling as a possible 

approach for the inclusion of behaviours and Section 2.5 concludes the review in light of the thesis 

objectives.  

 

2.1 QF as part of the surface energy balance and urban meteorology  

2.1.1 Anthropogenic heat flux 

The focus of this work is the anthropogenic heat flux (QF), the rate of thermal emission from human 

activity into the surrounding atmosphere. QF is the sum of three fundamental components (Grimmond, 

1992):   

𝑄𝐹 = 𝑄𝐹,𝐵  +  𝑄𝐹,𝑀 + 𝑄𝐹,𝑇             (W m
−2)  (2-1) 

where QF,B is the heat flux originating from the use of energy in buildings (use of appliances, space 

heating/cooling), QF,M is the heat flux released by the metabolic activity of humans and animals, and 

QF,T is the heat flux caused by fuel consumption in the transport sector. This energy is released to the 

urban boundary layer (UBL) as sensible or latent heat, with proportions of such varying by source 

sector. Hence, each source sector is directly controlled by multiple aspects of human behaviour and 

practice (Sailor, 2011). 

 

2.1.2 The surface energy balance 

QF is unique to the urban SEB. The SEB describes the energy exchanges between the ground surface 

and the atmosphere and is critical to understanding and modelling urban microclimates (Oke, 1988). 

Variations in the SEB impact the diurnal growth and stability of the atmospheric boundary layer (Oke, 

1988; Christen and Vogt, 2004). In an urban area the SEB also includes the storage heat flux (ΔQS) 

and the advective heat flux (ΔQA) (Figure 2-1; Oke, 1988):  
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𝑄∗ + 𝑄𝐹 = 𝑄𝐻 + 𝑄𝐸 + ∆𝑄𝑆 + ∆𝑄𝐴            (W m
−2) (2-2) 

The net all wave radiation Q* is the balance between the net short-wave and net long-wave radiation 

exchanges. The turbulent sensible heat flux density, QH, is the transport of heat by convection in the 

atmosphere, warming/cooling the atmosphere. QH is governed by the temperature gradient between the 

surface and the atmosphere. The turbulent latent heat flux density, QE, is the energy required to 

transport moisture away/to the surface by convection. This term directly links to the water balance as 

it is the energy equivalent to the mass term of evaporation. The storage heat flux ΔQS represents the 

exchange of heat stored in the urban fabric (i.e. building materials, ground). ΔQA is the flow of energy 

carried by the wind across the urban surface. For a widespread, homogeneous surface this is assumed 

to have a net value of zero (Oke et al., 2017b), and as such is ignored in most studies.  

 

 

Figure 2-1: Schematic of the fluxes in the SEB of an urban building-soil-air volume. The volume that 

extends from the top of the RSL (ztop) down to a depth where there is no net conduction over the 

period of interest (zbot). Arrows are drawn in the direction the corresponding flux is considered 

positive. For ΔQS and ΔQA, they are positive if the internal energy of the volume increases. 

(Modified after: Oke, 1987) (Oke et al., 2017b). 

 

2.1.3 QF and urban meteorology 

Interactions and feedbacks exist between QF and local environmental conditions, with impacts on 

wider aspects of urban meteorology varying seasonally, diurnally and spatially. Upon release to the 

outdoor environment, either directly or through the building fabric, QF contributes to turbulent heat 

fluxes or longwave radiation (Grimmond, 1992; Christen and Vogt, 2004; Bohnenstengel et al., 2014). 
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This has implications for the meteorology of the urban surface, from surface-level temperatures to the 

structure of the UBL. Studies and weather prediction rely on accurate modelling of these 

meteorological variables that are affected by QF, so it is crucial that anthropogenic heat is correctly 

accounted for. This is particularly important for studies focusing on the effects of urban meteorology 

on city inhabitants, for example with regard to health and energy demand. Understanding of the 

various impacts QF has on the urban environment, and more specifically the other elements of the 

SEB, is key to knowing the benefits that the inclusion of detailed QF will provide to urban land surface 

studies and forecasting.  

 

2.1.3.1 Contributions to the turbulent and storage heat fluxes 

As part of the available energy (Q* + QF - ΔQS; Oke et al., 2017) to the SEB, QF contributes to the 

turbulent heat fluxes (Grimmond, 1992; Christen and Vogt, 2004; Hertwig et al., 2020), affecting the 

depth and stability of the UBL (Fan and Sailor, 2005; Bohnenstengel et al., 2014). Misrepresentation 

of QF in urban land surface modelling or forecasts could therefore have consequences for skill when 

comparing forecasts to observations.  

QF may be partitioned in to sensible (QH) and latent (QE) heat fractions, varying by source sector 

(Iamarino et al., 2012). Urban areas typically display an elevated Bowen ratio (QH / QE, ß > 1) 

compared to rural values, due to the lower availability of surface water and vegetation. Augmentation 

of QH from QF further increases this, contributing to warming of the surface layer. The proportions of 

QH and QE, and hence β, vary spatially. In a study undertaken from various sites in Basel, Switzerland, 

Christen and Vogt (2004) found elevated QE levels (and therefore a lower ß) during winter nights in 

the city centre, resulting in a ß four times lower than the summer night-time values. This was likely 

due to the combustion of fuels from traffic or gas for indoor heating, as fuel combustion releases 

energy as both sensible and latent heat. Higher QE may also be found in central business districts 

(CBDs) due to the presence of evaporative cooling towers. Sailor et al. (2007), Moriwaki et al. (2008), 

Narumi et al. (2009) found that QF was partitioned equally between sensible and latent heat in the 

commercial areas of Houston, Tokyo and Osaka (resp.). This would have implications for local 

relative humidity. On the other hand, air-conditioning heat pumps enhance QH (Kondo and Kikegawa, 

2003), and when used as heating systems extract heat from the outdoor environment (Ohashi et al., 

2016). This highlights the importance of correctly representing the characteristics of an urban area in 

order to properly reflect its heterogeneity. Across an entire city the largest contribution is towards 

sensible heat, for example, 61% of total QF was released as sensible heat (23% as latent) in Osaka 

Prefecture (Narumi et al., 2009). This ratio is dependent on the climate and resultant energy behaviour 

of the city; Iamarino et al. (2012) found that 81% of QF emissions went to QH, whilst 7.3 % went to 
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latent heat across Greater London, where space cooling is less common. The remainder was lost to 

wastewater in both cases.  

Any contribution of QF to the turbulent heat fluxes has the potential to change the stability of the UBL 

by changing the profile of the potential temperature gradient and through increased input of turbulent 

kinetic energy (TKE) to the thermal element (Ichinose et al., 1999; Martilli et al., 2002; Krpo et al., 

2010; Best and Grimmond, 2016; Falasca et al., 2016). The greater the influence of thermal energy on 

the TKE, the greater the instability of the atmosphere. The height of the boundary layer would also be 

affected, as greater QH deepens the UBL through increased vertical air movement. When comparing 

the effect of multiple parameters on the UBL height via TKE production, Falasca et al. (2016) found 

that changes in QF increased the UBL height more than changes in albedo. Xie et al. (2016b) found 

that the UBL in Shanghai deepened by 140 m in January and 160 m in July, due to maximum 

contributions of QF to QH of 85 and 75 W m-2 respectively; depth increase is greater during the 

summer as the atmosphere is more unstable. They also found that relative changes in UBL height were 

greater during night-time for both months. During a study in Philadelphia investigating the impact of 

QF forcing using two UBL schemes, Fan and Sailor (2005) found that QF sources caused an otherwise 

stable UBL to become neutral during the morning transition in the summer case. Bohnenstengel et al. 

(2014) also demonstrated that QF caused instability in an otherwise stable boundary layer during 

winter nights, due to low QH from non-anthropogenic sources (e.g. solar radiation) and a shallow 

UBL. Hence, UBL stability is most likely to be affected by QF outside of a daytime unstable case 

(Barlow, 2014). 

The addition of QF from inside buildings to the urban fabric causes an increase in the external building 

surface temperature, affecting the storage term ΔQS (Best and Grimmond, 2016). This energy is 

released into the UBL as additional longwave radiation and sensible heat - Bohnenstengel et al. (2014) 

found that one third of QF was emitted to the outdoor environment as longwave radiation and two 

thirds as sensible heat across Greater London. This creates a lag between anthropogenic emissions and 

changes in radiative flux. The magnitude and spread of this lag is controlled by factors such as the 

thermal properties of a building’s materials (mainly heat capacity), its geometry and aspect ratios, and 

QF emitted within (Grimmond, 1992; Grimmond and Oke, 1999b; Offerle et al., 2005). 

2.1.3.2 QF influence on air temperatures and the urban heat island  

Multiple studies coupling QF estimation models to mesoscale or urban canopy models (UCM) show 

that local air temperatures are influenced by QF signals (e.g. Ichinose et al., 1999; Kondo and 

Kikegawa, 2003; Block et al., 2004; Fan and Sailor, 2005; Narumi et al., 2009; Krpo et al., 2010; 

Kikegawa et al., 2014; Salamanca et al., 2014; Xie et al., 2016a; Ohashi et al., 2016; Ginzburg and 



 

 

 

9 

Demchenko, 2017; Takane et al., 2019). Model runs that include QF are typically compared to control 

runs where QF is set to zero to show temperature variation across the city.  

 

Ichinose et al. (1999) show an increase of 1.5 ℃ in summertime evening temperatures and 2.5 ℃ in 

wintertime evening temperatures in the CBD of Tokyo. Similarly, Ohashi et al. (2016) show that 

midday QF signals contributed 1 ℃ of warming in a commercial area of Osaka and up to 0.7 ℃ in 

residential areas. Seasonal variations also occurred: winter night-time residential values increased by 

up to 0.4 ℃, whilst no night-time temperature increase was seen during the summer. These winter 

values were attributed to space heating via ventilation or conduction through the urban fabric, 

highlighting the importance of including space temperature control that is responsive to outdoor 

temperatures in QF modelling. Conversely, they demonstrated that the use heat pumps resulted in a 

negative QF during the winter daytimes, causing a temperature decrease of -0.3 to -0.4 ℃. Fan and 

Sailor (2005) showed that QF contributed more to the winter night-time values (up to 2 - 3 ℃) than 

summer night-time (0.8 ℃) in a USA city. As with UBL height and stability, the QF signal is 

proportionally more important to changes in temperature in winter and at night-time. There are a few 

reasons for this: solar irradiance (and hence Q*) is much lower, therefore contributing less energy 

(Kłysik, 1996); the use of space heating is more prominent, increasing QF values (Hinkel et al., 2003); 

and the UBL is shallower overnight, leaving a smaller total volume to be heated (De Munck et al., 

2013; Takane et al., 2019).  

 

Many of the studies mentioned in the previous paragraph explore the heat impacts of the positive 

feedback between space cooling and outdoor air temperature. During warm weather air conditioning 

units exhaust heat to the outdoor environment, further augmenting outdoor air temperature. This 

increased warming causes a higher energy demand for space cooling, leading to the expulsion of more 

waste heat (Salamanca et al., 2014). Takane et al. (2019) modelled the effects of this feedback on QF 

and outdoor air temperature for six climate change projection scenarios in Osaka, and was the first 

study to investigate the temperature difference due solely to this feedback. This additional warming 

induced by the feedback occurred at a rate of 1.18 ℃ ℃-1 of global warming. They also found a linear 

increase in air conditioning associated QF with increasing global warming trends of 1.76 (commercial 

areas) – 3.32 (residential areas) W m-2 K-1. The study was undertaken in a city with widespread space 

cooling, but as global temperatures increase it may be necessary to study scenarios of space cooling 

adoption in cities with (at present) milder climates.  

Hence, anthropogenic heat emissions contribute to the urban heat island (UHI), which occurs when 

urban air temperatures are greater than those of the rural surroundings. The UHI is caused by multiple 

factors: impervious surfaces which reduce opportunity for evaporative cooling (and increase sensible 
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heat fluxes), urban form (heat storage, radiation trapping in street canyons, reduction in wind speed), 

and anthropogenic heat (Oke, 1987). These factors may show interactions with one another (Ryu and 

Baik, 2012). Studies have explored the contributions of these factors, and most agree that the relative 

contribution of each can change seasonally and diurnally. Martilli (2002) found that night-time UHI 

intensity in the lower UBL is influenced more by thermal than mechanical (e.g. surface roughness) 

factors. The study did not fully acknowledge the diurnal patterns of QF, so anthropogenic sources were 

not quantified. More specifically, Ryu and Baik (2012) found that anthropogenic heat is the most 

contributing factor at night-time, and the second most during the daytime (after the effects of 

impervious surfaces). The increase in relative anthropogenic heat contribution during night-time can 

be attributed to weak convection (Ma et al., 2017). Seasonal patterns also occur. During summer 

daytime urban canopy effects are found to contribute the most to the UHI, whilst during winter nights 

anthropogenic heat accounts for up to 90% of the temperature increase (Bohnenstengel et al., 2014; 

Ma et al., 2017). Chen et al. (2014) found that during heatwaves, heat storage within the urban fabric 

and imperviousness of the surface were found to be the main cause of the UHI, though anthropogenic 

heat still contributed to 30% of 2 m air temperature increase. UHI patterns correspond to QF patterns 

in certain circumstances. As discussed, temperature increases are substantial during winter night-

times. In a town in Alaska, Hinkel et al. (2003) found that the strength of the UHI increased with 

decreasing temperature, and found it corresponded to greater use of indoor heating. Although night-

time UHI is more likely to be affected by QF, daytime values may also be substantially impacted. 

During winter daytimes in a low-density residential area of Melbourne, Australia, QF possibly 

contributed the most to the UHI, with a mean input of 30% to the sensible heat (Coutts et al., 2007).  

2.1.3.3 Inclusion of QF in weather and climate modelling 

Local interactions of QF with meteorology, described in Sections 2.1.3.1 and 2.1.3.2, have 

implications for the environment and human health. For example, QF has been shown to exacerbate 

the urban heat island during heatwaves (Chen et al., 2014), which has consequences for heat related 

mortality (Heaviside et al., 2016). This can operate on a local scale with socio-economic factors also 

accountable, for example, densely populated vulnerable groups are disproportionally affected (Koman 

et al., 2019). Jenkins et al. (2014) showed that by maintaining QF at present day levels on top of 

introducing other adaptive measures under a high emission climate change scenario, heat related 

mortality across Greater London in the 2050’s could be reduced by up to one thousand deaths, as 

opposed to allowing urban land use and QF emissions to increase by 50%. As urban populations and 

energy consumption are increasing (Pérez-Lombard et al., 2008), QF adaptation measures need to be 

considered. This will involve modelling scenarios and reduction measures in order to influence urban 
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planning decisions (Chrysoulakis and Grimmond, 2016), and will require integration with land surface 

or numerical weather prediction models.  

 

QF is also known to affect air quality in both urban areas and their rural surroundings. Both Yu et al. 

(2014) and Xie et al. (2016b) showed an increase in surface (shown via vertical profiles) ozone 

concentrations in urban areas due to the addition of QF. This is due to two causes. The reaction rate of 

ozone production is accelerated by increased temperature and increases in the height of the UBL lower 

NOx concentrations at ground level, again increasing production. Additionally, Yu et al. (2014) found 

PM2.5 concentration increased in surrounding rural areas, as QF caused a decrease in rural 

precipitation. 

 

Many studies and large-scale forecasting models typically use prescribed values of QF. For example, 

the JULES model uses monthly median values weighted by urban fraction per 1.5 km × 1.5 km grid 

square, ignoring any differences that may otherwise occur between the city centre and suburbs. 

Hertwig et al. (2020) found that JULES unscaled values compare more closely with QF values 

modelled for the suburban site than for a city centre site. MORUSES also uses monthly values 

(Hertwig et al., 2020), though previously it has used constant (Bohnenstengel et al., 2011) prescribed 

values. Even though QF can determine the stability and mixing height of the UBL (Fan and Sailor, 

2005; Bohnenstengel et al., 2014; Falasca et al., 2016), which are fundamental factors for urban 

weather forecasting, the model neglects basic QF diurnal behaviours. As computing power increases, 

numerical weather prediction models are increasing their resolutions in order to better represent 

convection and provide more skilful forecasts, leading to more urban grids within a model. Hence, the 

inclusion of high-resolution QF to land surface models is becoming more important as resolutions 

increase, particularly as resolutions reach the urban grey zone (Hertwig et al., 2020). There is also call 

for global and regional climate models to more routinely include anthropogenic heat emissions 

(Flanner, 2009), though the need for fine resolution QF estimates has not been discussed at this scale.  

Studies investigating the addition of QF to models have been carried out, and while prescribed values 

based on monthly or seasonal means have been beneficial in reducing root mean square error (RMSE) 

and mean bias error (MBE) between modelled and observed fluxes (Best and Grimmond, 2016), it is 

noted that improvements may be gained in providing meteorologically and behaviourally responsive 

QF. For example, Barlow (2014) states that changes in anthropogenic heat (e.g. due to changes in 

climate or practice) could create unforeseen impacts on the urban environment due to unknown 

sensitivities and interactions. Higher resolution modelling of QF coupled with an urban land surface or 

mesoscale model would allow for studies into the mitigation of these effects (Barlow, 2014) through 

scenario modelling (Martilli, 2007). It may also be necessary for better performance of urban land 

surface models (ULSM) in general (Best and Grimmond, 2016; Hertwig et al., 2020). Some of the 
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studies discussed already in this section take advantage of a range of methods for modelling fine 

resolution QF. These are discussed in the following section. 

 

2.2 QF modelling approaches 

There are multiple existing QF modelling approaches (Sailor, 2011): top-down inventory (TDI), 

bottom-up simulation (BUS), statistical relations with meteorology (SR), energy balance closure 

(EBC) methods, and combination approaches (QF cannot be observed). The typical features of each of 

these approaches are detailed in Table 2-1, with examples of studies using or exploring the approaches 

given. Not included in Table 2-1 is satellite observation as this is not a modelling approach, but may 

be used to identify hotspots, though uncertainties may cause underestimations (Zhang et al., 2013; 

Chrysoulakis et al., 2018). All modelling approaches in Table 2-1 are reviewed in the following sub-

sections.  

 

2.2.1 Energy balance closure 

EBC is briefly reviewed as it depends on SEB observations and therefore is not a modelling approach. 

In EBC QF is considered as the residual of the energy balance observations, with ΔQS often modelled. 

This means that any errors in observing the turbulent heat and net radiation fluxes or modelling ΔQS 

accumulate in these terms, which can lead to lower values compared to TDI studies (Pigeon et al., 

2007) or even negative QF (Offerle et al., 2005). The approach is spatially restricted by the eddy 

covariance footprint of the observation tower, which depends on instrument capabilities and wind 

direction. Observation tower expense and land use restrictions determine where and for how long 

observations may continue.  
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Table 2-1: Characteristics of QF modelling approaches (TDI: top-down inventory; BUS: bottom-up 

simulation; SR: statistical relations with meteorology; EBC: energy balance closure) and their 

typical features ( no, ✓yes, ~ sometimes). *via observations, not modelled. 

  TDI  BUS  SR EBC* 

Able to show response of 
QF to temperature?  

Implicit in data or 
combination approach 

✓ ✓  

Ability to predict future 
states of QF within scope of 

model?  

~ ✓ ✓  

Capable of diagnosing 

causes of change in 
aggregate QF?   

~ ✓   

Focus on changes in human 

behaviour?   
 ✓   

Components of QF (eq.     

2-1)   

QF,B, QF,M and QF,T  QF,B, QF,M or QF,T (separately)  Typically only bulk QF or 

QF,B/energy consumption 

Bulk  

Spatial coverage  Constrained by data source, 

resolution sub-city  
Building level only, fine 

resolution. Single sector. 
Limited by data collection 

constraints.  

City level, possibly 

adaptable given similar 
behaviours and climates 

Footprint of flux 

observations 

Temporal coverage  Hourly to annual, 

constrained by data  
Sub-hourly and above (QF,B) Hourly to annual Tower installation, 

instrument specification 

Data needs  Energy consumption, traffic 

and population data 
(depends on model) 

Energy consumption data, 

building structure, occupancy  
Meteorological and 

energy consumption data, 
or QF data from another 

study  

Flux observations 

Limitations/errors Depends on quality & 

provision of data and 

consistent scale allocation 

Computationally expensive at 

city-scale, or representative 

building energy profiles used 
across extent 

Output reliability depends 

on scales of input training 

data 

Errors from other fluxes 

accumulate in QF, ΔQS 

terms. QF can be 
negative. 

Examples  Kłysik (1996), Ichinose et 

al. (1999), Sailor and Lu, 

(2004), Sailor and Hart 
(2006), Pigeon et al. (2007), 

Lee et al. (2009), Allen et 

al. (2011), Ferreira et al. 
(2011), Iamarino et al. 

(2012), Lindberg et al. 

(2013), Lu et al. (2016), 
Dong et al. (2017) 

QF,B: Kikegawa et al. (2003), 

Krpo et al. (2010), Salamanca 

et al. (2010), Bueno et al. 
(2012), Nie et al. (2014) 

QF,T: Grimmond (1992), 

Smith et al. (2009) 
QF,M: Thorsson et al. (2014) 

All: Quah and Roth (2012)  

QF: (Sailor and 

Vasireddy, 2006; Ao et 

al., 2018) 
Energy consumption: 

Taylor and Buizza 

(quadratic) (2003), Hor et 
al. (2005), Ihara et al. 

(2008), Psiloglou et al. 

(2009)  

Kato and Yamaguchi 

(2005), Offerle et al. 

(2005), Pigeon et al. 
(2007), Park et al. 

(2016), Crawford et al. 

(2017) 

 

 

2.2.2 Top-down inventory 

Top-down inventory (TDI) is the most common approach used for representing all QF sectors (eq. 2-1) 

across large spatial and temporal extents. Models have been created at fine scales for city blocks 

(Ichinose et al., 1999), individual (Ferreira et al., 2011; Iamarino et al., 2012) or multiple (Sailor and 

Lu, 2004; Sailor and Hart, 2006) cities, regional areas (Lee et al., 2009), entire countries (Lu et al., 

2016), continents (Lindberg et al., 2013), up to covering the entire globe (Allen et al., 2011; Dong et 

al., 2017; Jin et al., 2020). As spatial extents increase, resolution tends to decrease. The highest 

resolutions are represented by administrative blocks, and regional, continental or global models may 

use arc-seconds/minutes or latitude/longitude ranges to create grids. TDI is useful for identifying 

emission hotspots but relies heavily on the use of past energy data and assumptions made at much 

larger scales. Such models typically require electricity and/or gas consumption (QF,B) and traffic (QF,T) 
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data which are supplied by governments or energy companies at low resolution (for data storage, 

privacy reasons etc.).  

 

Annual or monthly energy consumption or traffic flow statistics can be rescaled to a finer temporal 

resolution using seasonal, monthly or daily trends. Temperature sensitivity is typically intrinsic to the 

data used, but further analyses can be used to give an impression of sensitivity to meteorological 

variables. For example, Iamarino et al. (2012) use daily gas data to create fractions that rescale the 

initial annual electric and gas consumption statistics and show daily variability. Allen et al. (2011) 

scale QF,B based on a temperature balance point determined from thermal comfort studies and using 

weather data at the output resolution. Dong et al. (2017) employ techniques seen in SR QF studies to 

rescale, using results from regression analyses above and below a universal balance temperature of 20 

℃, with constant values at hot and cold limits. City-scale correlations were considered and generalised 

globally with relations to annual mean temperature. In studies that do not rescale temporally, 

temperature sensitivity is solely implicit in the data used. 

  

Sub-daily (usually hourly) diurnal profiles of energy use are typically used to allow models to operate 

at these resolutions, usually for different day types (i.e. weekday, weekend day). These may be 

obtained through separate sources to the energy consumption data or through analysis of further data. 

Iamarino et al. (2012) use profiles from other sources that provide national-scale diurnal profiles for 

each season and QF,B sub-sector, whilst Sailor and Lu (2004) and Ferreira et al. (2011) find the mean 

diurnal profiles for each month. Although they are able to provide sub-daily estimations, these profiles 

are aggregate and again do not account for any sensitivities that may occur at sub-daily scales. Whilst 

aggregate behaviour would be accounted for, the resultant patterns may not be suitable when coupled 

with other fluxes in the surface energy balance due to the neglect of spatial variation, e.g. in land use 

or demographics. Traffic count data can be provided to disaggregate QF,T to sub-daily scales, even for 

different modes when data are available (e.g. Iamarino et al., 2012). 

 

Values tend to be spatially disaggregated using a spatial surrogate which suitably describes the spatial 

variation in QF and can be found at a desired resolution higher than the input energy data. Most fine 

resolution studies use a variety of spatial surrogates attributed to different source sectors. QF,B (or 

building energy consumption) is usually disaggregated by population, as these data can be attributed to 

active energy use and are typically available from census collections at local scale. QF,B sub-sectors 

may also use different types of population data. For example, residential population can be used to 

disaggregate domestic energy, and workplace population used for non-domestic energy. Land or 

building use types (dominant or proportional) are also suitable (Ichinose et al., 1999; Lee et al., 2009). 

Road length is used to disaggregate QF,T as this directly indicates the presence of transport (Ichinose et 



 

 

 

15 

al., 1999; Lee et al., 2009; Iamarino et al., 2012). Sailor and Lu (2004), Sailor and Hart (2006) and 

Ferreira et al. (2011) operate at a city-scale or extent yet only use residential population density across 

all sectors, which may lead to a loss of detail (Gabey et al., 2019), especially with respect to 

movement between cities.  

 

Alternatives also exist. Lu et al. (2016) used gross domestic product to disaggregate industrial, 

commercial and transport energy across mainland China. Low-resolution models with a global spatial 

extent use population density to disaggregate all QF sectors (Allen et al., 2011; Dong et al., 2017). 

Population is often the only consistent data available in a single dataset for the global extent, and 

whilst there may be some exceptions, the resolution at which the models operate will be low enough 

such that more detailed sector disaggregation is unnecessary. 

 

The patterns of daily activities may also be used to reflect population movement patterns through sub-

daily ratios of energy use at different QF,B sub-sectors (e.g. using transitions between domestic and 

daytime populations), or QF,M patterns (awake, sleeping). These patterns, or activity transitions, tend to 

be determined subjectively and are used across the entire spatial extent (Sailor and Lu, 2004). Whilst 

this is the most suitable approach given the scarcity of data, it fails to capture finer details that may 

arise due to non-typical patterns (e.g. work shifts, commutes). Large scale models may assume that 

there is no movement of populations between grid spaces and as such only use residential population 

data (e.g. Allen et al., 2011). This may be reasonable in most cases but could miss details when grid 

spaces cover, for example the centres of large cities.  

 

Gabey, Grimmond and Capel-Timms (2019) demonstrate the importance of using a variety of spatial 

surrogates when disaggregating energy consumption. The aim of the study was to judge if the coarser 

resolution TDI model LQF (Allen et al., 2011; Lindberg et al., 2013) could skilfully reproduce the 

spatial patterns seen in the finer resolution (administrative area) GQF (Iamarino et al., 2012). City 

hotspots were found to be absent in LQF, which missed details in the city centre and near motorways 

where a large proportion of QF was produced in GQF. Skill improved towards the city’s outskirts, and 

as resolutions became coarser. This was because GQF used residential and work populations, road 

length and local energy data to disaggregate QF sectors and subsectors, whilst LQF only used 

residential population. Spatial patterns for non-domestic QF,B and QF,T were therefore misrepresented 

in LQF. The two models also used different metabolic activity profiles, resulting in errors related to 

the transitions of residential and workplace populations. 

 

Top-down inventory models supply reasonable estimates across large spatial and temporal extents, 

informing understanding of spatial (global, city, intra-city) and temporal (seasonal, monthly, diurnal) 
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QF patterns. However, they are typically constrained to the periods and areas (and their resolutions) of 

their input data, putting spatial and temporal limits on their capabilities for simulating QF. Whilst 

future predictions can be made given projected energy consumption and traffic data (e.g. Iamarino et 

al., 2012), they are not able to model any changes that may occur as a result of behaviours, especially 

with regards to any interdependencies that may occur. This is because individual and weather 

sensitivities are constant across the spatial resolution of the input data, for example building 

characteristics, working hour patterns, travel times and energy end-uses.  

 

Such sensitivities are lost due to the aggregate nature of input data. Whilst such aggregate features are 

useful and can be disaggregated to finer resolutions, they are still dependent on assumptions made 

during development. As discussed, with the choice of sub-daily profiles and spatial surrogates,  

 

2.2.3 Bottom-up simulation 

Models using the bottom-up approach typically only model a single QF sector, but in great detail. By 

its nature, the bottom-up approach allows for fine processes to interact and be represented in output. 

For more complex studies, this can be used to reveal emergent behaviours, investigate scenarios 

through altering low-level variables and can allow for feedbacks to occur when coupled with another 

model or process. As such they require fine resolution data according to the needs of the study, which 

may not be available across large extents. BUS can also complement other approaches.  

 

The most commonly represented sector is building heat emission, using detailed building energy 

models. A wide range of studies exist within the fields of construction, building energy and the built 

environment (Foucquier et al., 2013), but for brevity this section will focus only on a selection of 

studies specifically investigating QF or coupled with climate models.  

 

Building energy models are designed to account for the physical attributes of individual buildings (e.g. 

Schoetter et al., 2017) or groups of buildings across a city-block/neighbourhood or use type (e.g. 

Kikegawa et al., 2003a; Salamanca et al., 2010; Nie et al., 2014). This involves representation of 

physical attributes (e.g. thermal properties of building components), the heat exchanges (radiative, 

conductive, convective) between the indoor and outdoor environments, and variations of energy-

consuming activities within (e.g. temperature independent activity loads, metabolism). This allows for 

response to meteorological variables and human behaviour. Representative buildings/dwellings can be 

scaled for a wider area, such as a city (Heiple and Sailor, 2008; Bueno et al., 2012) or across an 

institution (Nie et al., 2014). 
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Building energy models allow for dynamic studies to be carried out. Kikegawa et al. (2003) coupled a 

building energy model (BEM) to a UCM for two city blocks, with mesoscale models providing single 

connections to winds and initial and boundary conditions. Internal heat gains were provided by static 

profiles of occupancy levels (QF,M) and equipment power demand. QF,T was supplied directly to the 

UCM. The inclusion of these features allowed for variations in meteorology and human behaviour to 

influence the cooling response, and coupling with a UCM-mesoscale model allowed the authors to 

investigate feedbacks with the outdoor environment through the use of air conditioning. Krpo et al. 

(2010), Salamanca et al. (2010), Bueno et al. (2012) and Nie et al. (2014) used similar approaches in 

their studies at a variety of scales.  

 

Schoetter et al. (2017) highlighted a need for better representation of human behaviour (with regards 

to energy consumption and heating/cooling set points) in large-scale building energy models. BEM-

TEB, which previously (Bueno et al., 2012) represented an entire grid with a single BEM and related 

behaviours, was modified to account for fractional building use with multiple BEMs and their 

individual behaviours which then aggregate to grid scale. Whilst this may be computationally 

expensive for a city scale, this demonstrated that multiple behaviours may be considered within a 

single grid and may therefore benefit estimation through the consideration of more behaviours. 

 

In their city-scale study of hourly QF,B (residential and commercial, 1.33 km × 1.33 km grid scale), 

Heiple and Sailor (2008) compared BUS to TDI. For BUS, energy use intensity was simulated for 

individual representative building prototypes and groups of building types that shared similar energy 

patterns and uses, then distributed across the city using building use and floor area data. Variations in 

building type density within the BUS run allowed for better representation of expected spatial patterns 

of QF, such as greater intensity in the city centre, than for the TDI approach. The use of representative 

buildings distributed across the city did account for changes in QF patterns due to variation in building 

or land use, but there was no variation between the diurnal patterns within each building prototype.  

 

At the finest detail, Quah and Roth (2012) used both top-down and bottom-up approaches for QF,B. 

Hourly consumption was determined for each building and summed to give total energy consumption 

across the study area. Whilst this is likely to give accurate results, it is very data intensive and 

therefore not feasible for the whole urban extent. 

 

The BUS approach presents some advantages over TDI (Sailor, 2011). Firstly, inputs such as 

occupancy profiles and building component parameters can be altered to determine the effect that they 

might have on output emissions, allowing for a range of investigations into the effects. Secondly, the 

contribution of different energy end uses on overall heat emissions can be quantified. In TDI, this is 
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very dependent on the consumption data available, and is unlikely to go into detail beyond sub-sector 

(domestic, non-domestic) or energy type (electricity, gas). With BUS, the impacts of end-uses such as 

appliances, heating, cooling and hot water can be seen. Thirdly, the lag between energy use and its 

emission to the outdoor environment can be evaluated due to the inclusion of heat transfer though the 

building fabric, which is generally unaccounted for in TDI approaches (Sailor, 2011). Though 

employing an urban canopy model instead of a BEM, Bohnenstengel et al. (2014) show that a time lag 

due to inclusion of the urban fabric causes QH to persist later into the evening, hence there are 

consequences for the urban SEB that could be included by using building energy models.   

 

There are also some disadvantages of BUS compared to TDI that should be taken into account when 

choosing an approach. The number of processes involved in a BEM make the method computationally 

expensive when used at the scale of an entire city, unless the method rescales representative building 

energy profiles. The drawback of this is that the behaviours and heat exchanges within each building 

type are homogeneous across the city and again, like TDI, does not capture the finer interactions 

across the city that may arise due to behavioural differences. The method is also data intensive as 

values must be found for each component of the BEM, as well as energy profiles.  

 

BUS can also be used to simulate QF,T and QF,M. Smith et al. (2009) use a bottom-up method to 

estimate transport across a region for each mode present, using vehicle kilometres, road length, speed 

and emissions data.  

 

2.2.4 Statistical relations with meteorology 

The third QF estimation method, statistical relations with meteorology (SR), relies on correlations 

between outdoor air temperature and energy consumption. The approach is most commonly used for 

energy demand forecasting or estimation (Taylor and Buizza, 2003; Hor et al., 2005; Ihara et al., 2008; 

Psiloglou et al., 2009), but is also used for QF estimation (Sailor and Vasireddy, 2006; Dong et al., 

2017; Ao et al., 2018). Most of these methods simply use the linear responses of energy consumption 

to outdoor forcing temperature (usually daily mean). Taylor and Buizza (2003) use weather ensembles 

across multiple variables (temperature, wind cooling, illumination) to arrive at a non-linear function 

for forecasting purposes. Ihara et al. (2008) also consider the effect of relative humidity on the 

efficiency of cooling equipment, with relations for separate temperatures. 

 

The most common SR approach is to consider a V-shaped relation, with each “arm” representing 

either a heating or cooling response (Sailor and Vasireddy, 2006). A single balance point Tb defines 

the temperature at which energy consumption is assumed to be temperature-independent (i.e. base 
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energy consumption). Below (above) Tb, space heating (cooling) is used, with energy use intensity 

linearly increasing with greater difference in outdoor temperature and Tb. This is normally measured in 

heating or cooling degree days (HDD/CDD), using Tb as base temperature. Linear regression is used 

on training data to find coefficients for HDD and CDD at the location of study/forecast. When either 

heating or cooling are not widely used at a location, the corresponding coefficient may be set to zero. 

Population density may also be accounted for using population weighted energy consumption data.  

 

Tb is determined in a variety of ways. Sailor and Vasireddy (2006) use a single value to calculate 

degree days for energy modelling studies but note that this may change across locations. This change 

may occur due to differences in human temperature resilience, space temperature adjustment practices 

or by financial restrictions such as expense of cooling equipment (e.g. Lindberg et al., 2013). This 

same Tb value is used in other studies employing the same method in other locations (e.g. Ward and 

Grimmond, 2017). Hor et al. (2005) choose a Tb value for the sake of it being between heating and 

cooling base temperatures, despite identifying a range below the chosen temperature where there 

appears to be no temperature response in the analysed relation. No justification is provided beyond 

this. For the least validated method, Psiloglou et al. (2009) found Tb values through approximation by 

sight. An ideal method of finding Tb would be through statistical analysis of the relation at the location 

being studied. 

 

Ihara et al. (2008) and Ao et al. (2018) identified a U-shaped relation between forcing temperature and 

energy consumption. This involves a range of temperatures for which thermal comfort is generally 

achieved, i.e. neither heating nor cooling are used and only temperature-independent energy exists. 

Furthermore, Ao et al. (2018) classifies plateaus at extreme temperatures in the relation when heating 

and cooling systems reach maximum capacity. Hor et al. (2005) recognised these features but still 

used the V-shape relation. Dong et al. (2017) identified the plateaus but did not use the thermal 

comfort range (i.e. otherwise used V-shape). The U-shaped approach is possibly more reflective of 

energy consumption in areas where both heating and cooling are widely used as it considers a range of 

temperatures where neither are in operation, though it has not been compared to the V-shaped 

approach. 

 

The SR functions found for each of these studies give per capita energy consumption and hence can be 

used for any area, but current applications consider the city characteristics and behaviours involved to 

be aggregate across the area of the input analysis data. Hence the method is unsuitable for use at finer 

resolutions than the input data. Sailor and Vasireddy (2006) attempt to disaggregate but note that using 

functions at finer resolutions than they were created at may result in “significant errors”. So, like TDI, 

SR is most suitable for the scale at which data is provided, but unlike TDI can be used in different 
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areas and periods, given city practices and thermal behaviours (such as energy intensity per capita and 

thermal comfort ranges) are similar. This method is also very efficient and requires only spatial 

surrogate (e.g. population) data once parameters are derived.  

 

2.3 Patterns of QF and relations with human behaviour 

Each QF source sector is directly controlled by multiple aspects of human behaviour which occur 

across a range of scales (Sailor, 2011). This section explores the physical processes and human 

behaviours that control QF, and the resultant patterns. General QF patterns are discussed first in 

Section 2.3.1. Section 2.3.2 addresses the patterns of QF that arise due to physical causes, such as 

climate and latitude. The social factors of QF patterns are discussed in Section 2.3.3, across multiple 

levels of human behaviour.  

 

2.3.1 Typical patterns of QF 

Table 2-2 shows the QF characteristics across multiple studies. Studies for this table were chosen 

based on a few criteria. These criteria were fairly flexible, as of course there is no standard across 

publications for method structure nor QF result presentation. QF must be the primary attention of the 

study, or at least form a considerable part of the research aim; articles including QF as an ancillary 

feature were found to not give sufficient detail in QF results. The studies must focus on an entire city 

or urban area agglomeration (such as a district), or a single or multiple distinct urban land uses (as in 

the cases of C07, QR12, A18), at a local grid scale for ease of comparison. For the studies shown in 

the current iteration, annual and/or seasonal averages of QF were already presented by the authors or 

easily calculated/interpreted from given data or figures. Most studies chosen were conducted later than 

2000, with the exception of K96 which gave rich data across multiple land uses. The study that fulfils 

these criteria the least is A18, which was included for its links to Section 2.2.4 and Chapter 4. 

High total QF intensity is typically seen in city centres and CBDs, where workday populations can be 

in the order of 100,000+ people km-2 (e.g. Iamarino et al., 2012) and building density is much greater 

than typical residential areas (Stewart and Oke, 2012). As in the cases of K96, P07, QR12 and ZW17 

(Table 2-2), high density residential areas follow commercial or industrial districts in order of 

intensity, and suburbs or low-density residential areas show the lowest intensity. As mentioned in 

Section 2.3.1, winter values tend to be greater than summer values due typically to the increased use 

of space heating, (Table 2-2: K96, P07, I12) except in the case of Shanghai (A18). Ao et al. (2018) 

demonstrate that the response in energy consumption to air temperature is much steeper at higher 

temperatures, i.e. space cooling is used more widely and frequently than space heating. These high QF 
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values may be enhanced by feedback stresses on cooling (Section 2.1.3.2). Along with building 

density, this feedback creates more of a discrepancy in energy use between commercial and residential 

areas (Quah and Roth, 2012).  

Building energy (QF,B) is the dominant QF source sector in most of the studies in Table 2-2, followed 

by vehicular sources (QF,T). Allen et al. (2011) report that QF,B has a global contribution of 89 - 96%, 

but note that QF,T might be underestimated by LUCY. The exception in this selection of studies is F11 

where QF,T takes the greatest share. Ferreira et al. (2011) note that there are more cars in São Paulo 

than most other cities where QF studies have been undertaken. Additionally, they state that heating is 

not commonplace across the city as it has a sub-tropical climate, leading to a lower contribution from 

QF,B. No mention is made about the distribution of cooling use, but the remarkably low seasonal 

variation in QF would suggest that either it is not widespread, or the climate also does not vary much 

seasonally. In some studies, arterial roads can be seen in the city-wide distribution of QF. This may be 

more pronounced when QF,B is lower, such as during summer in mid-latitude cities (Pigeon et al., 

2007). This is highly dependent on population density and hence varies across the day. QF,M provides a 

minor contribution in all cases. 

 

Table 2-2: Summary of QF across multiple studies. For the columns under Source sector (%), 

dominant sectors are emphasised in bold. Studies are: K96-Kłysik (1996), P07-Pigeon et al. (2007), 

C07-Coutts et al. (2007) (digitised and corrected by M. J. Lipson), S09-Smith et al. (2009), F11-

Ferreira et al. (2011), QR12-Quah and Roth (2012), I12-Iamarino et al. (2012), ZW17-Zheng and 

Weng (2017), A18-Ao et al. (2018); abbreviations: med.-medium, dens.-density, res.-residential, 

wd-weekday, av.-average, spat-spatial, CBD-central business district. 
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The fundamental features of average city-wide QF diurnal patterns are common between studies 

(Sailor, 2011). Overnight QF is low, as most people are sleeping instead of actively using energy. QF 

increases rapidly as morning continues due to energy use in buildings, increase in vehicle use and 

changes in metabolic activity. End of morning QF levels generally continue until late afternoon/early 

evening, when another brief peak may appear (largely depending on traffic and space heating/cooling 

needs). After this, QF decreases steadily until midnight, reaching a nadir in the early hours of the 

morning. The weekday daytime profile tends to have a greater magnitude than weekend days (Sailor, 

2011), though night-time values are likely to be similar as these are less dependent on active energy 

consumption. However, this has been shown to vary by land use type. Quah and Roth (2012) showed 

that weekday QF in a commercial area was on average 5% higher than on the weekend, but for 

residential areas weekday QF was 2 - 9% lower than at weekends. This is likely due to weekend 

daytime population being greater than during weekday daytime, hence more people are at home 

consuming energy. This demonstrates the necessity of including different QF profiles by land use and 

day type.  

2.3.2 Physical drivers of QF variation 

2.3.2.1 Seasonal and latitudinal variations 

Various studies state that global differences in energy consumption (and therefore QF) are largely 

influenced by latitude and local climate (Oke, 1988; Sailor and Hart, 2006; Allen et al., 2011; Ferreira 

et al., 2011; Lindberg et al., 2013; Dong et al., 2017). This is mostly due to temperature sensitive QF 

sources; warmer climates will encourage greater use of air conditioning systems (Sailor and Lu, 2004) 

whilst space heating is more prevalent in cities with colder climates. This was discussed briefly in 

Section 2.1.3 and Section 2.3.1.  

Buildings in cities with extreme summers and winters may require both space heating and cooling, 

which would be reflected in the response of the city’s energy consumption (and hence QF) to outdoor 

air temperature (Section 2.2.4). Allen et al. (2011), Ferreira et al. (2011) and Dong et al. (2017) found 

notably lower seasonal/monthly variation in mean QF intensity in lower-latitude cities, implying that 

these cities experience less temperature variation throughout the year. This is often the case at sub-

tropical latitudes and below due to a more constant need for space cooling. Conversely, cities in the 

higher latitudes, especially the northern mid-latitudes, generally show greater seasonal variation due to 

a high saturation of both heating and cooling equipment (Dong et al., 2017). This would be needed to 

maintain thermal comfort in such cities throughout the year. Patterns of indoor thermal control in mid- 

to high-latitude cities are reflected in the annual cycle of QF, which is dominated by values in the 

winter months (Grimmond, 1992; Kłysik, 1996), suggesting that air conditioning is seldom used, if at 
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all. For example, estimations from a study in Toulouse, France, displayed greater QF intensity during 

the winter from electricity and gas sources (Pigeon et al., 2007). There are however exceptions to the 

rule of latitude influence, and local climates must be considered. For example, Sailor (2001) found 

neighbouring USA states had opposing responses to increases in temperature. There were multiple 

reasons given for this, including other meteorological factors (such as changes in humidity influencing 

the use of air-conditioning) and socio-economic factors, which will be discussed later in this chapter.  

Climate change will hence bring about adjustments to QF seasonal patterns and intensities due to the 

adaptations that will be made to heating and cooling needs (Li et al., 2012; Takane et al., 2019). 

Effects on city energy demand depend on the current and future states of the local climate. For 

example, Sailor (2001) estimate that electricity demand across seven of eight USA states analysed 

would increase by 5 - 15%  per capita should CO2 emissions double, due to a decrease in HDD (by as 

much as 50%) but an increase in CDD (by up to 125% in one case). On the other hand, Klimenko et 

al. (2016) also noted a decrease in HDD and increase in CDD in Moscow (and other Russian cities) 

across past decades and projected values, which caused a decrease in heating demand by 10% from 

1950 - 2015. They also note that future increases in energy demand in CDD would be constrained by 

economy with regards to the installation and use of space cooling units.  

QF,T and QF,M are generally considered to show little seasonal variation with regards to climate (Sailor 

and Lu, 2004).  

2.3.2.2 Land use and building density 

Other factors affecting QF include urban land cover and use. These factors tend to vary across local or 

neighbourhood scales and are heavily interconnected with other elements of the urban SEB and 

climate. The source sector of QF changes with land cover type. For example, paved land cover 

generally implies presence of vehicles and therefore QF,T. QF,B is by its nature connected with building 

land cover, and is responsive to changes in building stock, morphology and use. QF,M may exist at any 

land cover, but is mostly associated with built-up  and paved areas.  

Building density affects QF through the response of heating and cooling needs to outdoor air 

temperature. Coutts et al. (2007) investigated the differences in urban surface characteristics at three 

sites in Melbourne, Australia, with varying building density (C07, Table 2-2). The characteristics 

analysed included urban canopy height-to-width ratio (H:W), surface albedo and vegetation cover. QF 

estimation was included as input but feedbacks with temperature were not, hence the influences cannot 

be quantified, but may be inferred. They found that the heat storage term increased with building 

density, which would cause higher temperatures at later times of the day and possible changes in 
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heating and cooling needs (though this interaction was not specifically investigated). This was due to 

increased radiation trapping in the urban canopy, which has a lower H:W ratio as building density 

increases. Lower H:W ratio and greater building density will also cause a skimming wind regime, with 

less air advected from the urban canyon (Grimmond and Oke, 1999a). The contribution of urban 

canyon effects to the heat storage cancelled out the mitigating properties of a higher roof top albedo in 

the densest study area. This relation between building density in the heat storage intensity and profile 

would cause changes in temperature-sensitive QF,B. 

2.3.2.3 Building stock 

Another building characteristic affecting both QF and heat storage is the thermal properties of 

buildings themselves. Building stock refers to the distribution of buildings and their properties and 

morphologies across an urban area. Heat exchanges between a building and the outdoor environment, 

and therefore temperature sensitive QF, are influenced by building stock characteristics, such as 

thermal properties of materials and archetypes (Wright, 2008; Mavrogianni et al., 2012; Oikonomou et 

al., 2012; Evins et al., 2015). Building stock is influenced by policies surrounding building thermal 

efficiency, which may be involve replenishment or retrofitting in countries seeking to reduce carbon 

emissions (Clarke et al., 2009; Coffey et al., 2009; Kelly, 2009), with consequences for 

heating/cooling demand (Wang et al., 2019).  

 

Changes in building stock present long term temporal trends, for example the UK building stock 

changes at a rate of 1 - 2% per year, with expansion occurring at 0.8% (Ravetz, 2008), and are driven 

by policy or housing demand. Spatial variation occurs at local or neighbourhood scale, and is 

important to consider in modelling, as characteristics such as a building’s shape, internal space, and 

materials are central to its thermal efficiency (Wright, 2008). In a study of over 900 households in 

England, Huebner et al. (2015) attributed 39% of total energy consumption to building variables such 

as age, dwelling type, floor area and window type. Similarly, Guerra Santin et al. (2009) stated that 

42% of heating energy use variation can be explained by building characteristics, adding that wall 

insulation levels are strongly linked to energy demand in all dwelling types. They also found that 

greater area of exposed wall per dwelling increased energy required for heating, i.e. detached 

dwellings consumed more energy whilst flats/maisonettes consumed the least.  

 

Advances in construction materials and the influence of government policy (particularly with regards 

to carbon targets, e.g. Kelly, 2009) mean that thermal efficiency is highly linked to the age of the 

building (Oikonomou et al., 2012). Hence, heating and cooling demand trends are partly dependent on 

the rates of change in building thermal efficiency. These evolutions are not normally included in QF 
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studies as they tend to act over large time scales. TDI studies would include these effects inherently 

within the aggregate results, and as such would not be detectable at the local scale at which building 

stock change occurs. BUS studies that use reference buildings would need to determine the level of 

detail required for a city-wide study. As QF,B is the dominant source sector of QF in most cases (Table 

2-2) and building characteristics play such a large role in building energy variation, a city’s building 

stock should be represented in a QF model. The best approach to use in this case would be BUS 

representing a range of building archetypes, though analysis should be carried out to determine the 

level of detail in building stock necessary. The change in building stock may not be necessary for 

short term studies of only a few years, but should certainly be considered in some capacity if studying 

future scenarios.  

 

2.3.3 Social drivers of QF variation 

The social behaviours and dependencies that govern QF are reflected in its great variation across both 

spatial and temporal scales. For example, people’s movement across a city and their resultant day to 

day energy use could have diurnal and local effects, whilst longer-term, city- or nationwide impacts 

could occur as populations evolve, climate changes or new technologies are adopted. In this section 

human behaviour is separated into “practices” and “actions” which operate on different spatial and 

temporal scales: practices refer to the large-scale behaviours shared by a society or culture, whilst 

actions are small-scale, individual behaviours (Calhoun, 2002). These actions may be influenced by 

societal norms, i.e. practices. 

2.3.3.1 Vehicle use 

Traffic flow is defined by the movement of people across the city, with high QF,T occurring during 

rush-hours as citizens travel between their homes and workplaces (Grimmond, 1992; Sailor and Lu, 

2004; Smith et al., 2009; Ferreira et al., 2011; Iamarino et al., 2012), but QF,T can also experience 

long-term changes. Changes in vehicle fleet distribution may occur due to factors such as policy (e.g. 

emission standards) or availability of public transport, which could then change QF,T. These influence 

the practices and actions of urban dwellers, for example people may choose to use public transport if it 

is more accessible, or may be encouraged by government schemes and social influence to switch to 

driving electric vehicles (as modelled by Hattam and Greetham, 2017). For example, Ellison et al. 

(2013) demonstrated that diesel vehicles that did not conform to government-mandated emission 

standards were less present in the low emission zone covering most of Greater London after such 

zones were introduced. The study focussed on particulate matter, but as different vehicles and 

emission classes show variation in fuel consumption (Smith et al., 2009), this would be analogous to 
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QF,T. Vehicular heat emissions will also be affected by imposed speed limits, as fuel consumption is 

dependent on speed (Smith et al., 2009). Vehicle speeds could also be affected by safety initiatives 

(such as speed cameras) affecting driving practices (Schechtman et al., 2016). Additionally, weather 

and climate change has been shown to alter day-to-day mode choice for particular journeys (Böcker et 

al., 2013). The heat-related advantages of electric vehicles were discussed by Li et al. (2015), who 

modelled that the replacement of the entire stock of conventional vehicles with electric vehicles 

(which produce a fifth of the heat emissions) reduced the UHI intensity by almost 1 ℃, with the added 

bonus of reducing annual air conditioning energy demand by 14.4 GW h.   

2.3.3.2 Population density across building uses 

Population density is a significant driver of QF intensity (Oke, 1988; Grimmond, 1992; Ichinose et al., 

1999; Allen et al., 2011; Dong et al., 2017), as the majority of energy is actively consumed by humans 

within a space. This is the case at all scales. When comparing London and Paris, cities with similar 

areas, population sizes and climate classifications, Lindberg et al. (2013) found that higher population 

density in the centre of Paris was the main reason for greater QF values. Iamarino et al., (2012) found 

direct correlations in QF,B and population density across both domestic and industrial sub-sectors at 

sub-city spatial resolutions. They also found increased QF when studying projections related to 

population change. 

Population is however not a direct indicator of energy consumption on a large scale. Factors such as 

wealth can also play a part, changing the per capita energy consumption and practices at national 

scales. Lindberg et al. (2013) demonstrated that countries with a greater income have a greater energy 

consumption per capita, despite similarities in the sum of HDD and CDD between nations. At the 

scale of a single city, Iamarino et al. (2012) used historical data to show a decrease in energy 

consumption after 2002 which they related to increased fuel prices and slower economic growth. As 

mentioned in Section 2.3.2, Sailor (2001) stated economic disparities as a possible contributing factor 

in the differences of heat-related energy consumption between neighbouring states. 

 

Studies often consider static populations when estimating QF (Section 2.2.2), which may be 

appropriate at low-resolutions (Gabey et al., 2019) but is restrictive in fully representing the dynamics 

of local-scale areas, especially if the movement of people extends beyond the “static” population 

density resolutions. For example, city-wide shifts in population density may also occur due to cultural 

practices, such as national holidays. An example of this is Chinese New Year, which sees an estimated 

population outflow of nine million people in Beijing (almost half of the city’s population). Zhang and 

Wu (2017) studied the differences in UHI strength between Chinese New Year and a background 



 

 

 

28 

period surrounding the holiday across a decade. The only differences would be the lower city 

populations as urban surface properties remained the same. Average mean difference in UHI anomaly 

showed a cooling of 0.36 ℃ during New Year across the ten-year period, whilst minimum night-time 

values cooled more at 0.55 ℃. In a less extreme scenario, Pigeon et al. (2007) note that summertime 

QF,T in Toulouse, France may be lower than during the rest of the year because of the vacation season.  

The populations within different building uses (i.e. building occupancy levels) vary diurnally and 

weekly, and this is reflected in QF patterns at all spatial scales. The greater QF values in commercial 

areas (Section 2.3.2) are mostly seen in the daytime during typical working hours. In the morning and 

evenings, energy demand is greater across predominantly residential areas when people are at home 

using energy for indoor temperature control and activities such as cooking and leisure. Values in both 

residential and commercial areas are lowest during the night when occupants are either absent 

(commercial) or asleep (residential) and therefore not using energy. This influence of movement and 

behaviour between residential and workday populations is also seen at a weekly time scale, as a city’s 

QF values will typically be lower during the weekends when fewer people are working (Pigeon et al., 

2007; Sailor, 2011; Iamarino et al., 2012).  

These city-wide diurnal population patterns occur as a result of the working week practice, and tend to 

be modelled in TDI QF studies by attributing diurnal population transitions and aggregate load profiles 

of building energy sub-sectors to corresponding populations (e.g. domestic and non-domestic) 

(Section 2.2.2). For example, Sailor and Lu (2004) demonstrate that the population moves towards the 

centre in the daytime in San Francisco, USA, but this was based on the assumption that people work 

between the same hours. This working pattern may be most common in aggregate but is biased 

towards the typical full-time work pattern and ignores different shift patterns. Also, other variations 

may occur based on commute travel time. For example, people who live further from their workplace 

or use certain modes of transport may leave their houses earlier to get to work and return later, which 

could affect the aggregate domestic occupancy levels in the city outskirts.  

2.3.3.3 Behavioural characteristics of building energy use 

Building occupants and their actions are major influences on building energy consumption (Hoes et 

al., 2009; Yan et al., 2015), as people present will use energy for instant activities (e.g. using 

appliances) and in response to their thermal environment (heating, cooling and ventilation). The 

behaviours prompting energy consumption, and therefore QF,B, vary across each building use sector 

(e.g. commercial, industrial and domestic). Energy intensity across the non-domestic sector varies 

greatly across sub-sector types (e.g. shops, schools, offices, manufacturing), as each have different 

energy needs and factors governing energy change (Bruhns and Wyatt, 2011; Evans et al., 2019; 
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Ward, 2008). This is particularly important in CBDs, where the distribution of commercial business 

types can be highly mixed (Evans et al., 2019). As well as different energy consuming equipment 

existing across sub-sectors, these building uses will have different heating needs driven by their 

functionality (e.g. warehouses may not require as much heating as office spaces). Despite this there is 

currently poor modelling of building use across city extents, particularly with respect to mixed use 

buildings (Evans et al., 2019). This is more meaningful towards city centres where there is a greater 

variety of building use (Kunze and Hecht, 2015) and greater QF intensity. In turn this presents 

difficulties in modelling the energy use across the non-domestic sector. A possible solution would be 

to consider different building uses within fractional building BUS (e.g. Schoetter et al., 2017). Each 

building use type would require its own input variables, such as floor area, diurnal patterns in 

occupancy, and average power demand. Physical building characteristics could be grouped by factors 

such as archetype or dominant construction material type, but individual BEMs would need unique 

occupancy and power demand profiles in order to represent the behaviours within as a function of 

building use and location.  

Multiple studies (Wood and Newborough, 2003; Firth et al., 2008; Page et al., 2008; Widén et al., 

2009b; Richardson et al., 2010; Andersen et al., 2014; Delzendeh et al., 2017; Kim and Srebric, 2017)  

have identified the number of active (awake and present) occupants in domestic or commercial 

buildings at a given time as an important factor when simulating energy demand at a one minute 

(Richardson et al., 2010) to one hour (Widén et al., 2009b) time resolution. The energy use (and 

subsequent QF,B) is influenced by the occupancy and the activity. Occupant interactions with the 

indoor building include electrical plug loads (appliances), heating/cooling use, ventilation (inc. 

windows) and hot water (Delzendeh et al., 2017). Passive influences occur in the form of metabolic 

heat of occupants (QF,M) contributing to a building’s internal heat gains (Page et al., 2008). For 

commercial buildings there is a high correlation between energy consumption and occupancy levels 

(Kim and Srebric, 2017) (highest 1 kW/person), whilst occupancy is essential for reproducing 

domestic load patterns (Widén and Wäckelgård, 2010). Occupants use appliances when carrying out 

activities (Richardson et al., 2010) and adjust the heat of the building for thermal comfort, altering the 

internal thermal environment. Accurate representation of occupant behaviour is therefore key to 

understanding and calculating the release of anthropogenic heat into the atmosphere. In modelling, the 

oversimplification of occupant presence and their activities in buildings, typically due to the use of 

aggregate input data, leads to discrepancies in modelling results (Azar and Menassa, 2012; Chen et al., 

2017; Dziedzic et al., 2020). As such, some studies argue that building occupancy should be included 

in every model of building energy or performance, at the highest resolution possible (Dziedzic et al., 

2020). Proper representation should therefore be carefully considered for the scales modelled. 
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Domestic energy is influenced by a lot of factors, both physical (Section 2.3.2) and socio-economic 

(Guerra Santin et al., 2009). Huebner et al. (2015) found that almost one quarter of domestic energy 

demand variability can be associated with socio-economic characteristics such as income, age and 

tenure, but stated that household size (number of people living in a dwelling) was the most substantial 

factor. This is relevant to future trends in energy demand (and hence QF,B) as populations continue to 

grow and housing demand increases. It is widely recognised that dwelling floor plan area is also a 

considerable factor, as this affects the amount of space requiring thermal control and can be linked to 

the number of appliances within (Yohanis et al., 2008; Karatasou and Santamouris, 2019). Despite this 

growth in population, the average UK household size is decreasing by 1.2% per year (Ravetz, 2008), 

also driving up housing demand. This would have implications for QF as energy demand evolves with 

these changes.  

The demographics of occupants, including age, income, household size and choice of appliances, can 

also be a source of great variation in energy consumption, particularly for appliance use in the 

domestic sector (Yohanis et al., 2008; Huebner et al., 2015; Jones et al., 2015; Karatasou and 

Santamouris, 2019). Druckman and Jackson (2008) also quantify the influence of these factors, and 

state that trends within them could be investigated in order to provide information to guide policy or 

scenario development. With the focus being on energy demand in these studies, such trends could also 

be used to investigate changes in QF, either with regards to spatial variation in QF at local scales across 

the city extent, or in terms of changes of the population as it evolves.  

Appliance ownership is also highlighted by Jones et al. (2015) as a factor influencing energy 

consumption. For example, Karatasou and Santamouris (2019) found this to be the second greatest 

influence on domestic energy consumption, after heating, with socio-economic status being a strong 

causal factor in appliance ownership (socio-economic factors were also seen in Mansouri et al., 1996). 

This relates to human behaviour in that the actions undertaken by building occupants involving the use 

of appliances are attributed to energy demand and resultant QF,B. Torriti (2017) discusses how each of 

these actions may be time-dependent, in that actions at the level of social practice can be represented 

by diurnal, weekly or seasonal patterns. For example, it was found that peaks in food preparation 

occur at morning, noon and evening, whilst washing tends to happen in the mornings and evenings 

and watching television most commonly happens in the late evening. Some activities were shown to 

be less time dependent. Such activity profiles have been included in many studies of building energy 

demand at the building or local scale (Richardson et al., 2009, 2010; Widén et al., 2009b, 2012; 

Liddiard, 2013; Gaetani et al., 2015). Whilst HVAC needs account for the largest proportion of 

domestic energy end use (e.g. Eurostat, 2019), the energy consumption of appliances can dominate 

QF,B in scenarios where the need for HVAC is low (e.g. during mild weather). It is therefore important 
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to consider the influences on appliance demand profiles, particularly when simulating the effects of 

changes to any behavioural factors.  

Detail can also be included by considering the relations between various activities and metabolic 

response (QF,M). For example, Quah and Roth (2012) attributed metabolic heat production values to 

various activities that may be regularly undertaken in the study areas, with the highest values given to 

domestic work. In aggregate across a spatial extent, such as a residential neighbourhood or an entire 

city, these actions and their resultant energy consumption will also be reflected in the diurnal and 

weekly patterns of QF,B.  

2.4 Modelling physical and social aspects of QF and energy demand 

Modelling a city from the top down treats the system as pre-determined and assumes that 

heterogeneity occurs only through very simple parameters that represent aggregate behaviour or 

characteristics (Batty, 2005). For example, using residential population as a proxy for disaggregating 

large-scale energy consumption ignores the smaller scale properties of demographic (e.g. age, gender) 

and energy use type (heating, ventilation and air-conditioning – HVAC; temperature independent). 

Crooks et al. (2008) state that as cities and their functions are highly heterogeneous, the use of 

aggregate data at city scale makes it difficult to separate city and local scale phenomena. As QF is 

fundamentally a result of human activity, simulated QF should be responsive to the 

behavioural/demographic characteristics of a city’s inhabitants. This could include low-level actions, 

such as activities within buildings, as well as the practices that act and interact across city geographies, 

such as transport networks, infrastructures and building stock (Section 2.3.3.3). Hence, effects on QF 

would be permitted to occur should the practices or actions within these behaviours or geographies 

change at any level. This would allow for the dynamic investigations into the present and future QF 

scenarios that impact urban meteorology. Response could be triggered at a variety of scales. This 

could be included by using a bottom-up simulation structure (possibly hierarchical) that involves all 

QF source sectors and operates throughout the spatial and temporal scales at which QF operates 

(Section 2.3). The movement and flow of different populations across a city is key to providing the 

connections between spatial scales and systems (Section 2.3.3.2), yet including detail at the level of 

individuals or groups (e.g. age groups) across an entire city is not typically seen in QF studies. The 

resolution of model time steps must also fully represent temporally changing behaviours.  

The influences on QF presented in Section 2.3 exist across a variety of scales and systems (i.e. the 

source sectors). Simulation of each system could be achieved separately across the necessary scales 

and imposed trends could be instigated, for example by accumulating the output of multiple BUS 

models for each behaviour. However, this would ignore the connectivity and interdependencies 
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between systems, providing little or no improvement upon the drawbacks seen in the fundamental 

structures of current approaches.  

2.4.1 Agent-based modelling 

Sufficient modelling of interdependent behaviours would require a method that allows for 

connectedness between systems. Agent-based models (ABMs, also as “agent-based modelling”) are 

used for modelling complex systems that comprise multiple components (agents), each of which may 

share a common fundamental design but have their own characteristics, attributes and behaviours, 

therefore displaying heterogeneity. These agents are able to interact with one another by sharing or 

competing for information or resources. They may also interact with the environment in which they 

are based. Rules and behaviours govern how the agents may interact with each other and the 

environment (Macal and North, 2010; Crooks and Heppenstall, 2012; O’Sullivan et al., 2012). A state 

change occurs within the agents in consequence to any interactions, prompting the agent to 

independently react according to another set of behavioural reaction rules (O’Sullivan and Haklay, 

2000; Crooks and Heppenstall, 2012). This results in further heterogeneity between agents, not only 

within their attributes but also in their reactions and state. The attributes that an agent may possess can 

be static or dynamic, and include resources, capacities, definitions of its surroundings (for example, 

neighbouring agents), and, in some cases, memory of previous states (Macal and North, 2010). In 

terms of behaviour, agents can either share a set of rules or each have their own unique rules (Crooks 

and Heppenstall, 2012).  

Agent-based modelling has not previously been used in relation to QF, but elements of QF and its 

causational factors have been modelled. For example, ABM has been employed to address the 

discrepancies of building energy model outputs caused by oversimplifying the interactions of 

occupants (Section 2.3.3.3). As occupancy levels and energy needs differ by building use type 

(Section 2.3.2), studies exist for both commercial and residential buildings. The method allows for the 

inclusion of occupant-occupant (e.g. social influence of energy saving schemes) and occupant-

building (agent interaction with environment, e.g. thermal comfort, adaptation of technologies) 

interactions using high resolution input data (e.g. Azar and Menassa, 2012; Chen et al., 2017; Ding et 

al., 2019; Dziedzic et al., 2020). Agents can be used to represent just the individual occupants (Azar 

and Menassa, 2012), as well as building components, appliances, and HVAC (e.g. Chen et al., 2017; 

Ding et al., 2019). As occupants move around a building, energy use can be modelled at a variety of 

scales (room, building floor, whole building). Occupant agents can be given stochastically generated 

schedules of activity to allow for random behaviour (Luo et al., 2017), building on the stochastic 

activity profiles used in traditional building energy demand models (Section 2.3.3.3). Such studies 



 

 

 

33 

found that the inclusion of these interactions and activity profiles could be used to improve output 

accuracy of building energy models (Azar and Menassa, 2012; Luo et al., 2017; Dziedzic et al., 2020). 

If a system is able to be suitably represented by an ABM structure, i.e. it displays interactions between 

multiple (heterogeneous) components and an environment, its spatial scale (at both agent and 

environment level) is defined based on the needs of that system (Crooks and Heppenstall, 2012). As 

such, the scalability of ABM also allows for energy demand processes to be represented at larger 

scales. Bustos-Turu et al. (2016) present an ABM of residential energy demand based on domestic 

user-behaviour and prevalence of electric vehicles at sub-regional scale (boroughs of Greater London), 

with land-use and infrastructure considered within the system. Electricity, heating and vehicle 

charging demands are modelled at point of use. Basic interdependence between the domestic activity 

and transport patterns is shown, as agents (individual people) are each given generated activity 

schedules and travel patterns based on their characteristics. The model does however neglect low-level 

interactions, as it is not clear how the activity schedules are generated. Energy demand is simulated 

using basic functions that appear to allow for heterogeneity in a similar way to BUS and SR 

techniques.  

 

The temporal scale of an ABM is governed by what drives the agents (O’Sullivan et al., 2012; 

Heppenstall et al., 2016), whilst separate processes can evolve over different time scales (Liu and 

Andersson, 2004; Batty, 2005). The evolution of energy consumption due to new technologies or 

policies can be modelled across a variety of scales. Azar and Menassa (2012) modelled the efficacy of 

energy efficiency policy within an office building, using social influence between workers. Hattam 

and Greetham (2017) modelled the spread of electric vehicles and photovoltaics across 

neighbourhoods, seeded by certain demographics and house size, and proliferated by neighbour 

influence. The uptake of district heating has also been modelled at city scale, involving agents that 

represent policy organisations and local scale spatial units (Busch et al., 2017). Nägeli et al. (2020) use 

ABM to model changes in energy consumption and emissions due to changes in building stock 

dynamics (Section 2.3.2), such as retrofitting and replenishment through policy and economical 

influences. Again, QF studies do not tend to represent such long-term trends, but may be worth 

including in studies that cover a long time period (e.g. decades). Some top-down studies do include 

changes in factors such as energy consumption, climate change and traffic flow via deliberate, 

informed alteration of factors (e.g. from projections) (Iamarino et al., 2012; Lindberg et al., 2013), but 

not as an un-predetermined evolution of behaviour. 

 

The ability for a set of agents to interact is defined by a connectedness between agents (Macal and 

North, 2010), which could be spatial (e.g. neighbours) or due to agent characteristics (e.g. agents with 
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similar/different characteristics, available resources). It is often the case that agents are able to move 

about their surroundings (for example, people moving about a city), but agents can also have a fixed 

location whilst changing state (Crooks and Heppenstall, 2012). Though not employed at high detail in 

energy demand studies, the movement of individuals or cohorts of populations is commonly modelled 

in epidemiology studies. This is used to provide information on the spread of diseases via large-scale 

urban mobility. The aggregate flow of heterogenous movement of populations can be modelled using 

large-scale data (Heppenstall et al., 2016), such as travel card entry and exit points (Hasan et al., 

2013), though factors such as the represented demographics are constrained by the data used. Perez 

and Dragicevic (2009) model the movement (and resultant infection rates) of individuals across a 

small city, combining the systems of population distribution, land use and transport networks. 

Movement is based on basic rules: a destination is decided by land use (home, work, school, leisure), 

and travel occurs through an idealised transport network without disruptions. Agents stay at their 

destinations and travel for set amounts of time and are not characterised by demographic features. 

Despite this, the authors find that the movement rules realistically capture urban mobility and varying 

population groups. Though the movement patterns were not specifically evaluated in the scope of the 

study, it does demonstrate how ABM can be used to model population flow between land or building 

uses and provide interactions between systems.   

 

Phan and Varenne (2010) discuss the epistemological concepts of different modelling purposes. One 

such purpose is to solve a specific problem by developing the model around a single issue or context. 

If this is the sole purpose of a model then its functionality is limited outside of its context, and the 

model is largely only suitable for the goals behind its design. Additionally, models can also be used as 

a way to explore and evaluate hypotheses, sharing characteristics with experimentation. In terms of QF 

modelling, the TDI approach could be seen as a tool for estimating heat fluxes limited to the study 

area and period. As such they not suitable for investigating variability due to situations outside of the 

given data. BUS has a bit more flexibility in this regard. Scenarios could be explored by using 

different forcing variables (such as meteorology, activity patterns), and the results of changing 

building or land uses could be investigated when changing the distributions of representative buildings 

or road types. However, this still neglects modelling the primary and secondary effects of changing the 

structure of the city as a system. ABM is able to include such interactions of a complex system, and in 

doing so provides a controlled method of observing scenarios across multiple influences and effects, 

providing experimentation capabilities (e.g. scenarios) and the ability to explore concepts and 

hypotheses.  

 

In modelling the actions of multiple, distinct agents, ABM can be seen as a method of modelling the 

relations between a system’s parts and its behaviour as a whole, allowing emergent behaviours to 
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occur as an aggregate result of small-scale interactions (Castellani et al., 2019). It provides a method 

that moves away from the deterministic, top-down modelling techniques that may operate at coarse 

resolutions (Crooks and Heppenstall, 2012), instead providing the some of the benefits of BUS in that 

small scale processes are able to be modelled.  

 

Agent-based modelling is however not without its challenges and cautions, as vulnerabilities and 

disproportionate sensitivities may occur when there are many highly detailed dependencies (Fu et al., 

2014). For example, when linking human interactions to the environment, processes from both areas 

need to be included, increasing complexity (Sun et al., 2016). When modelling processes, it is 

tempting to include as much detail as possible, but as simulations become more realistic, complexity 

increases and testing becomes more difficult (Crooks et al., 2008). Abstraction of process 

representation may therefore be needed in order to mitigate this, but it would be important to find the 

balance between the realism of processes included and the feasibility of an agent-based model’s 

operation. This involves considering the following elements: agent identity (types of agent, number of 

individual agents, agent attributes), interactions (inter-agent, with environment, direct or indirect), 

nature of decisions (stochastic, goal-oriented, adaptive), environment characteristics, and scheduling 

of responses (Sun et al., 2016).  

 

2.5 Chapter summary 

This literature review has identified the causes of spatial and temporal variation in QF with respect to 

social and physical aspects of the city. These include meteorological (climate, climate change, 

heatwaves, UHI), physical (increased urbanisation and building density, building stock), social 

(population change, city movement, demographics) and technical (heating/cooling systems) vehicle 

fleet distribution, appliances) characteristics. Many of these are recognized within current QF models, 

either in terms of model development or as possible causes of unexpected results or discrepancies. The 

importance of these factors is highlighted as they may continue or emerge as influences on present and 

future QF across its three source sectors. 

Current QF modelling methods are able to provide reasonable results at high spatial resolutions, but 

neglect some of the dynamics required to represent changes to QF that may occur and cause trends in 

heat emissions. Little consideration is given towards the individual factors driving behaviourally 

responsive QF. This neglects the possibility of adequately modelling scenarios and macro- or local-

scale consequences that may occur as a result of lower-level processes, such as many of the social 

drivers of QF variation.  
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The scales of variation in behaviour-based QF,B cannot be adequately represented by top-down 

inventory approaches, which use aggregate values distributed by subjectively transitional static 

populations. The sensitivities of QF to factors such as energy behaviours across QF sub-sectors and 

high-resolution meteorology are lost due to the aggregate nature of input data. Whilst such aggregate 

data are useful and provide fast estimates of QF, their disaggregation to finer resolutions by use of sub-

daily profiles and spatial surrogates is still dependent on assumptions made during development. 

Diurnal energy use profiles may not be representative of behavioural variation across the city or even 

the extent of the study area itself (e.g. Gabey et al., 2019), and frequently do not account for sensitivity 

to meteorological forcing. Sensitivity to local weather is particularly important when including QF in 

SEB studies, as it is known to affect stability of the boundary layer and response temperature (Section 

2.1.3.1). Low-resolution energy consumption data can be spatially disaggregated using spatial 

surrogates, but again the daily patterns used to represent the transitions between different data (e.g. 

residential and workplace populations) are not necessarily indicative of true, fine-scale movement 

(Sailor and Lu, 2004). TDI models are also restricted by the spatial and temporal extents of the input 

data, limiting the capabilities of a model to those imposed by the input data. This makes TDI models 

unsuitable for investigating the factors that influence QF, and any changes that may occur in the future.  

QF,B bottom-up simulation methods are able to model interactions with the environment and reflect the 

heterogeneity of building energy use. Energy behaviours can be modelled at high detail, and 

interactions with the environment can be included, accounting for thermal properties of the urban 

fabric. Currently, BUS at the city scale is either computationally expensive or again uses aggregate 

results, e.g. representative buildings using the same characteristics and patterns of occupancy or 

energy use across the study area (e.g. Heiple and Sailor, 2008). However, the adaptive and responsive 

characteristics of BUS can be included in developing a model that considers the behaviours of a city as 

whole system, allowing the fine scale BUS behaviours and interactions to include primary and 

secondary responses to any changes that could occur across the study area as a whole.  

Creating a model that can explore QF responses to changes in its physical and social drivers will allow 

for multiple QF scenarios to be considered in future studies, expanding the limits of what can be 

investigated with the model and providing experimental capabilities. This will address a need for the 

inclusion of high-resolution QF in scenario modelling (Martilli, 2007; Barlow, 2014), leading to more 

investigations into changes to the SEB. This could have impacts and uses in a range of fields, 

including forecasting and urban health (particularly heat stress and pollution).  
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Chapter 3 Dynamic Anthropogenic activitieS impacting Heat emissions (DASH v1.0): 

Development and evaluation2 

 

This chapter presents the paper Dynamic Anthropogenic activitieS impacting Heat emissions (DASH 

v1.0): Development and evaluation by Capel-Timms et al. (2020b). The paper presents the 

development and evaluation of a novel, agent-based QF estimation model that aims to provide a 

method of modelling scenarios under which QF may change in response to alterations in the behaviour 

of a city as a system. Text and figures that were not included in the published paper are indicated by 

footnotes or in the figure caption. Code and data for this model is available 

at https://doi.org/10.5281/zenodo.3936025 (DASH v.1.0; Capel-Timms et al., 2020a). 

 

Abstract  

Thermal emissions - or anthropogenic heat fluxes (QF) - from human activities impact urban climates 

at local and larger scale. DASH considers both urban form and function in simulating QF through the 

use of an agent-based structure that includes behavioural characteristics of urban residents. This 

allows human activities to drive the calculation of QF, incorporating dynamic responses to 

environmental conditions. The spatial resolution of simulations depends on data availability. DASH 

has simple transport and building energy models to allow simulation of dynamic vehicle use, 

occupancy and heating/cooling demand, and release of energy to the outdoor environment through the 

building fabric. Building stock variations are captured using archetypes. Evaluation of DASH in 

Greater London for periods in 2015 uses a top-down inventory model (GQF) and national energy 

consumption statistics. DASH reproduces the expected spatial and temporal patterns of QF, but the 

annual average is smaller than published energy data. Overall, the model generally performs well, 

including for domestic appliance energy use. DASH could be coupled to an urban land surface model 

and/or used offline for developing coefficients for simpler/faster models. 

 

Keywords: Anthropogenic heat emission; dynamic model; energy; urban climate; London 

 

 

 

2 Capel-Timms, I., Smith, S. T., Sun, T. and Grimmond, S.: Dynamic Anthropogenic activitieS impacting Heat 

emissions (DASHv1.0): Development and evaluation, Geoscientific Model Development, 13(10), 4891–4924, 

doi:10.5194/gmd-13-4891-2020, 2020. 

https://doi.org/10.5281/zenodo.3936025
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3.1 Introduction 

The anthropogenic heat flux, QF, the thermal emissions arising from metabolic, chemical and electrical 

energy use, is an additional energy source in the urban surface energy balance. QF varies with human 

activity across a range of spatial and temporal scales, impacting weather and climate at micro, local 

and city scales. Heating of buildings in cold climates can be an important influence on the urban heat 

island (UHI) (Hinkel et al., 2003; Bohnenstengel et al., 2014), whilst in summer the additional heat 

release from air conditioning (De Munck et al., 2013; Salamanca et al., 2014) can elevate air 

temperatures. The impacts of additional heat may exacerbate heat-related mortality rates during 

heatwaves in urban areas (Heaviside et al., 2016) and increase electricity consumption in warmer 

weather (Santamouris et al., 2001). Although there are multiple methods to estimate anthropogenic 

heat emissions, and it can be a significant term, it has often been ignored in urban climate studies 

(Sailor, 2011).  

 

The impact of QF on other surface energy balance fluxes can be important (Bueno et al., 2012; Best 

and Grimmond, 2016). The surface energy balance for an urban volume can be written (Oke, 1988):  

𝑄∗ + 𝑄𝐹 = 𝑄𝐻 + 𝑄𝐸 + ∆𝑄𝑆 + ∆𝑄𝐴            (W m
−2) (3-1) 

where Q* is the net all-wave radiation, QF the anthropogenic heat flux, ΔQS the net storage heat flux, 

QH the turbulent sensible and QE turbulent latent heat fluxes, and ΔQA the net energy transported by 

advection. These fluxes influence the transfer of heat, mass and momentum (Oke, 1988) and the 

stability of the urban boundary layer. The three major source terms of QF (Grimmond, 1992): 

𝑄𝐹 = 𝑄𝐹,𝐵  +  𝑄𝐹,𝑀 + 𝑄𝐹,𝑇             (W m
−2)  (3-2) 

relate to buildings (QF,B), metabolic (people, animals) activity (QF,M), and transport (QF,T). As a result, 

QF is highly variable spatially and temporally. The daily movement of people through a city will have 

a local, short term effect, whilst the widespread uptake of new technologies (e.g. energy efficient 

appliances) could have a city-wide, long term consequences.  

 

There are multiple approaches to estimate QF (Sailor, 2011). Using population data, top-down 

methods disaggregate energy consumption and traffic data to produce diurnal profiles of QF (Sailor 

and Lu, 2004; Lee et al., 2009; Allen et al., 2011; Ferreira et al., 2011; Iamarino et al., 2012; Lindberg 

et al., 2013; Lu et al., 2016) Although constrained by data availability, such approaches can be 

updated quickly to provide representative values of past states for large areas (Gabey et al., 2019). 

However, these methods generate little variations between days, as the models tend to use static 

diurnal profiles. For example, the flow of people between residential and work areas does not respond 

to potential events that cause actual changes (e.g. blocked roads from an accident or from flooding) 
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and is assumed to be homogeneous across a city (Iamarino et al., 2012). Furthermore, energy is often 

assumed to be released directly to the outdoor environment (Sailor, 2011) rather than indoors. Whilst 

aggregate behaviour may be captured, the heterogeneity in processes (e.g. attributable to appliance 

use, technology uptake, changing work practices) are missed despite components (of eq. 3-2) being 

determined. Top-down approaches do though provide a basis to assess other approaches as their 

aggregate output is based on metered data. 

 

Bottom-up models exist for the different types of heat emissions (of eq. 3-2) from buildings (e.g. 

Kikegawa et al., 2003; Bueno et al., 2012; Schoetter et al., 2017), transport (e.g. Smith et al., 2009), 

and metabolism (e.g. Thorsson et al., 2014). Individually, they provide information about behavioural 

and system change impacts on energy use and heat emissions. For example, building heat releases to 

the outdoor environment can be modified by building design (e.g. material conduction) and occupancy 

behaviours (e.g. ventilation, heating systems); and metabolic models capture activity and metabolic 

types (e.g. adults, children, animals). Other methods to estimate QF include assuming energy balance 

closure (Offerle et al., 2005; Pigeon et al., 2007; Crawford et al., 2017; Chrysoulakis et al., 2018) in 

eq. 3-1 with all other terms measured or estimated, and measurements of component fluxes (e.g. 

Kotthaus and Grimmond, 2012). 

 

Whilst existing models of QF give plausible estimates, they typically do not capture changes resulting 

from human behaviour in small areas as city-wide assumptions are used when finer spatial resolutions 

are unavailable. This means QF hotspots (Gabey et al., 2019) cannot be identified.  Moreover, they do 

not allow changes in anthropogenic energy use to be modelled dynamically, so the nature of QF and 

implications of disruption to social practices cannot be investigated. Capturing the interplay between 

energy related behaviours and meteorological conditions is important to explore system feedbacks and 

resulting effects on urban climates and city activities. 

 

The terms of eq. 3-2 vary with land use and activity within an area resulting in spatial and temporal 

heterogeneity of QF. In turn, this impacts the urban surface energy balance (eq. 3-1). Models that can 

respond to influencing factors allow changes to be understood and potentially managed or mitigated. 

Changes may occur at different spatial and temporal scales, for example: (i) city-wide building stock 

(e.g. type, dimension, materials) changes at decadal time-scales impact heating and cooling needs (i.e. 

modifying QF,B); (ii) individuals’ many activities and travel decisions each day impact all three 

components at the microscale; (iii) social-cultural practices play out across large spatial and temporal 

extents; (iv) transport dynamics can be modified over small spatio-temporal scales (e.g. road closures) 

or large spatial and temporal extents through changes in technology (e.g. fuel, transport) and 

policy/planning (e.g. speed limits in neighbourhoods; planning legislation). 
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Human behaviour and regional climate can impact each source term of QF. High- to mid-latitude cities 

with colder climates use winter space heating, whereas in hotter climates air-conditioning in summer 

(Sailor and Lu, 2004) is increasingly used. Work schedules and other culturally informed practices 

(e.g. social eating, religious worship) alter the time of day, day of week, and time of year (i.e. national 

holidays) that energy demand occurs (Allen et al., 2011). These influences are not addressed by many 

static models (Allen et al., 2011; Dong et al., 2017) and associated dynamics are neglected despite 

having important impacts on emissions (e.g. Björkegren and Grimmond, 2018).  

 

Here we present a new bottom-up model for QF (DASH, Dynamic Anthropogenic activitieS impacting 

Heat emissions) that captures city features (i.e. place), variations in building-type (e.g. thermal 

properties), peoples’ activities and the variability of these with demographics, and transport energy use 

and heat release. The DASH model allows the impacts of activities and their interactions across a wide 

range of spatial and temporal scales to be explored by taking an agent-based approach. With both the 

heterogeneity of city energy use and dynamics of the whole city captured by DASH, comparisons to 

top-down inventories or other data with coarser spatial and temporal scale resolutions are possible. 

These patterns can be analysed to diagnose the sensitivity of the steady-state to events that cause 

perturbations by human behaviour. The general model structure and functionality are described 

(Section 3.2). DASH is applied (Section 3.3) and evaluated (Section 3.4) in Greater London using 

inventory-based results (Gabey et al., 2019). 

 

3.2 Model development 

Given DASH takes an agent-based approach, all processes have either an interaction or reaction of 

agents (Macal and North, 2010). The agents represent the decisions for movement and activities of 

people (e.g. cooking) that impact energy use and therefore QF. The dynamics result from agent activity 

across multiple processes in each QF source term (Figure 3-1a) but share outputs (Figure 3-1b). For 

each spatially scalable agent (Section 3.2.1) there is (Figure 3-1a): 

1) An agent-based model (ABM) scheduler: to capture the evolutionary dynamics (Section 3.2.2) of 

the spatially discrete agents AN (Figure 3-3a). 

2) Three source-specific QF estimators: use movement and activity from the ABM scheduler to 

model metabolic (QF,M, Section 3.2.4.1) and transport-related (QF,T, Section 3.2.4.2) anthropogenic 

heat. Given the dominant role of building energy use to urban anthropogenic heat (Sailor and Lu, 

2004; Pigeon et al., 2007; Allen et al., 2011; Sailor, 2011; Nie et al., 2014; Zheng and Weng, 

2017; Gabey et al., 2019), a building energy model (Section 3.2.4.3 and Appendix B) is integrated 

within DASH to estimate QF,B - this accounts for behaviour of occupants that impacts both 

appliance energy use and any indoor environmental conditioning (Figure 3-3b).  
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The main DASH workflow is driven by agent-agent interactions with a three-stage process 

determining QF per time step (Figure 3-1b, 3-2):  

Stage 1: Agent-agent interaction occurs through occupant (OC) exchange processes (blue, Figure 3-1b, 

3-3a) that are modified by demographics as well as type and time of day. 

Stage 2: Occupancy levels associated with an agent (yellow, Figure 3-1b) modify appliance energy 

use (Pα, Figure 3-1), building heating and cooling control (via the building energy model, STEBBS 

- Simplified Thermal Energy Balance for Building Scheme3), and volume of vehicles on the 

transport network (green, Figure 3-1, 3-3a).  

Stage 3: Source-specific QF,B, QF,T and QF,M terms are calculated for each agent and combined to give 

QF for each agent’s geographical region (Figure 3-3b). 

All processes operate at the same spatial unit (rather than area) and time step. These are both defined 

by the data used to inform the ABM scheduler. Rules that govern the processes may be informed by 

data and actions at coarser scales. 

 

3.2.1 Spatial granularity 

Agent-based model design allows flexibility as to what “agents” represent; for example, individuals, 

households, specified areas, or businesses (Crooks and Heppenstall, 2012; O’Sullivan et al., 2012). 

However, the chosen units should be able to interact with each other and respond. The constraints on 

selecting the most suitable entity for an agent include the purpose of the simulation, data availability 

and computer resources. In DASH, agents represent spatial units that interact by exchange of 

occupants - the number, activity and type of which informs the calculations of QF (Figure 3-1). 

  

The QF of a spatial unit depends on the number occupants and their characteristics and activities. For 

example, in residential areas QF,B  increases as occupants wake up and start to use appliances or 

heating/cooling. As they leave home, QF,T increases as fuel is used for transport and as the OC are 

passed between agents the changing activity and occupancy numbers impact on each agent’s QF. By 

using spatial units as agents (with OC as an agent property), agents can be scaled according to 

behavioural data and computational constraints. The relationship of agents to occupants can be from 

many-to-one and many-to-many. Here, a many-to-many relationship is used given computational and 

data constraints. 

 

 

 

3 The STEBBS building energy model was developed by co-author Stefán Smith for Capel-Timms et al., 2020b 
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The agents interact by exchanging OC based on rules associated with the number, type, and activities 

of occupants. These are also used in calculation of the energy use of an agent, i.e. the agents’ response. 

Agent representation is designed to be data-driven (analysed) and so behaviour is constrained by data 

availability. For individual cities, the context (social, physical) provides the agents probable (‘exact’) 

characteristics, while administrative boundaries from national census (or other large survey data) will 

typically constrain DASH.  

 

The agent (AN) based spatial unit (as determined by data availability) contains subareas (𝑎𝑆
𝑁) of 

activity (not spatial units) to which the OC are assigned. Hence, population statistics are needed to 

characterise subareas. The subarea notation identifies the agent (superscript) and activity area 

(subscript). In this version of the model, there are six subareas: (i) domestic (𝑎𝐷
𝑁), (ii) workplace (𝑎𝑊

𝑁 ), 

(iii) primary school (𝑎𝐸
𝑁), (iv) secondary school (𝑎𝐻

𝑁), (v) shop (𝑎𝑅
𝑁), and/or (vi) other (𝑎𝑂

𝑁). There is a 

minimum of one subarea in each AN, with the total number and type in each AN to be determined 

according to available data and city context (e.g. a commercial district may only consist of 𝑎𝑊
𝑁 ). 

Despite the AN location being static their properties are dynamic. 

 

As AN have the decision-making capability for exchanging OC, they interact by ‘releasing’ or 

‘accepting’ occupants. Spatial variation in OC exchange is provided by the characteristics of the 𝑎𝑆
𝑁, 

for example 𝑎𝑊
𝑁  with higher workday populations being more likely to accept occupants during 

workday hours than other 𝑎𝑊
𝑁  with smaller workday populations. Temporal variability is governed by 

aspects of human behaviour, with granularity provided by different categories of OC identified within 

the data used to inform the ABM scheduler. The model can, therefore, capture differences associated 

with time of day, day of week, type of day (e.g. holiday or not) and time of year within (and across) 

different OC categories. Thus, this design results in the spatiotemporal dynamics of QF. 

 

Each AN is located within larger spatial units (B) to allow coarser resolution spatial data to inform 

model behaviour (e.g. traffic speed limits, school districts), as well as enabling different spatial 

representation of QF in analysis. Note that there can be multiple levels of directly nested spatial units. 

This permits different level of data availability and governance structure (e.g. impacting decision 

making/options) to be appropriately captured. Hence, impacts from changes in small areas on the 

surroundings can be explored. 
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Figure 3-1: Overview of DASH agent reaction and interaction with environment (QF,B: purple, QF,M: 

yellow, QF,T: green boxes), inputs (dashed lines), process outputs (dotted lines) and their 

interactions (thick lines), and QF outputs (solid grey lines). Notation list gives definitions. 
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Figure 3-2: Overview of the entire model run across the four components including: model running 

components (thick lined boxes), pre- and post-processing components (thin-lined boxes), raw input 

data (dotted box) and demonstration of where and when agency occurs within the model running 

components (dashed box, not its own component). This figure is not included in the published 

paper. 
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Figure 3-3: Flow diagrams of the basic processes within a total run of (a) the agent interaction 

component 2.movementtravel and (b) the agent reaction component 3.energyQfcalcs through N 

time steps and D days (DASH v1.0; Capel-Timms et al., 2020a). Each process step is colour-coded 

by process type. This figure is not included in the published paper. 
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3.2.2 Rules of AN interaction  

OC are generated and assigned to categories used to inform energy demand behaviour and movement 

(e.g. age, work). To enable movement of OC, they are each associated with subarea types 𝑎𝑆
𝑁 

corresponding to different activities. The 𝑎𝑆
𝑁 may be located both within one AN or across as many AN 

as there are 𝑎𝑆
𝑁. A minimum of one ‘anchor’ subarea is required per OC to identify a place of 

residence, 𝑎𝐷
𝑁. For other activities (e.g. work or formal education) to be captured further 𝑎𝑆

𝑁 are 

needed. Data driven assignment of occupants to subareas enables the exchange of OC by AN (Section 

3.3.1). The ‘anchor’ 𝑎𝑆
𝑁 are relatively static (i.e. changing infrequently) as for example, workplace 

remains constant for long periods. 

 

If data do not allow direct matching of multiple ‘anchor’ 𝑎𝑆
𝑁 for OC, then  𝑎𝐷

𝑁 is assigned randomly 

(SciPy, 2019) but in proportion to the available choices. The choice can be informed by rules, such as 

imposed by local governing structures (e.g. school choice). For OC trips to non-anchor subareas (e.g. 

leisure activity, shopping), assignment is stochastic. Gravity weightings (Γ) for all potential trips 

between origin i and destination j locations (B, for coarser resolution than AN) of distance di,j are pre-

calculated and stored in a matrix (Casey, 1955): 

 𝛤𝑖,𝑗 = 
𝐵𝑖 𝐵𝑗

𝑑𝑖𝑗
2   (3-3) 

where weights Γi,j are derived by an attractor (e.g. total number of shops) within B and the distance (d) 

between locations. The destination is randomly selected using gravity weightings (eq. 3-3), accepting 

amenity attraction rules (Reilly, 1953). The process is nested to allow for spatial nesting of agents and 

account for spatial resolution of data on amenities.   

 

Within an AN, further rules, associated with movement, can be assigned to OC to represent structural 

and personal factors that impact timing and ability to move between 𝑎𝑆
𝑁. For example, associated 

dependants (e.g. children) impact on timing of movement of an OC due to caring responsibilities.  

   

3.2.3 Evolutionary dynamics  

At each time step, the decision for an AN to release OC applies a Markovian approach (Appendix A). 

This stochastic state determination process decides the nature of an object’s (e.g. OC) next state (e.g. 

𝑎𝑆
𝑁) using knowledge of its previous states (Blitzstein and Hwang, 2019). The subsequent time at 

which an OC is accepted by the destination AN is influenced by factors such as distance and time of 

travel. This allows random variability in human behaviour to be simulated such as presence and 

activities of occupants in a single building (Page et al., 2008; Richardson et al., 2008; Widén et al., 
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2009a) for long periods (Page et al., 2008) whilst aggregate behaviour (informed social structure) will 

still be apparent. This requires knowledge (data) based on movement and location associated with time 

and allows decision making to be identified with individual OC as well as populations. 

 

The movement and location data are used to create the Markov matrices’ stationary distributions (eq. 

A-1) for the exchange of occupants at each time step (t). The Markov matrices are created prior to a 

model run but could be recalculated between each timestep of the model run in order to capture 

potential response (in movement and activity) to disruptions.  

 

3.2.4 Calculation of QF 

Heat sources (eq. 3-2) from people, buildings (with appliance load breakdown), and transport are 

determined using the OC count and associated activity in each of the 𝑎𝑆
𝑁 of all AN. 

 

3.2.4.1 Metabolism QF,M 

Metabolism (QF,M) of each OC uses an individual metabolic rate (M):  

 𝑄𝐹,𝑀,𝑖  =  𝑀 ∙  𝑂𝐶      (3-4) 

with the sensible (H) and latent (E) components, using the Bowen ratio β (sensible to latent heat) as 

(for one OC): 

𝑄𝐹,𝑀(𝐸),𝑖  =  
𝑄𝐹,𝑀,𝑖
1 +  𝛽

 (3-5) 

 

𝑄𝐹,𝑀(𝐻),𝑖 = 
𝑄𝐹,𝑀,𝑖∙  𝛽

1+𝛽
   (3-6) 

Both β and M can vary with activity (e.g. office work/sitting, walking, sleeping) and demographics 

(e.g. age, gender). Occupants are assumed to be indoors when present in an 𝑎𝑆
𝑁. When occupants 

travel and are outside, contributions are made to QF,M(T). 

 

3.2.4.2 Transport QF,T 

If an AN releases an OC, the journey time, route and mode of transport are needed to determine QF,T. 

These allow travel dynamics to influence the time and nature of energy use at the associated spatial 

unit through a simple traffic model. QF,T is calculated at each timestep for the spatial units for each 

mode type m (e.g. car, truck, train, walk) and route type r (e.g. minor- or major-road, over-ground- or 

below-ground-rail), with speed v (m s-1) and heat emission F (W m-1) for all travelling OC. The journey 

time is tracked to enable release of OC at appropriate (e.g. timely, delayed) periods at their destination 
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AN by using a mode and journey specific time bin (tb). The journey time tb is updated at each time step. 

The notional duration is found from the mode’s distance/time relation using LOWESS analysis 

(Cleveland, 1988) on travel data for distance travelled. 

 

The total number of travelling OC in each spatial unit is the sum of OC in all tb for all m. The number 

of OC in a tb changes at each timestep as, and when, new journeys begin. When the tb time is zero, the 

held OC are released to the next spatial unit of their journey which may be a destination or an 

intermediate location (e.g. mode transfer from walking to bus). 

 

The choice of m is informed by data that associates probability of m to origin-destination pairings. If 

journey combinations data are unavailable, weighting by distance di,j is used, informed by other 

sources (e.g. travel surveys). The journey route (through different spatial units that calculate local 

QF,T) is determined from geographical information system (GIS) data (e.g. OpenStreetMap, 2017), 

mapping application programming interfaces (APIs, e.g. Google, 2019) or straight line distances 

between centroids (in the absence of data). For the latter, spatial nesting can be used between AN and 

B. Routing options between spatial units can be one (most basic) or many (data dependent). 

 

Route (r) parameters have a capacity limit (Rlim) assigned by r-related spatial (B, AN) capacity 

constraints (e.g. size and possible number of occupants of a bus or a railway carriage that operate in 

that area, road congestion limits). However, these may be modified if a disruption impacts part of the 

transport network (e.g. power failure, intense flooding). The current occupancy is constrained by a 

mode-appropriate ratio (Cm,r) such as number of occupants (no,m,r) per unit vehicle. For road related 

transport, unit vehicle length (Lm) is required as, for example, buses hold more people than a car but 

require more space on the road. These constraints are informed by local data. 

 

A total vehicle count for each m, r (as Vm,r) is used to determine if OC in travel can be moved between 

spatial units. When both 

𝑉𝑚,𝑟 ≤ 
𝑛𝑜,𝑚,𝑟

𝐶𝑚,𝑟
    and ((∑ 𝑉𝑚,𝑟 . 𝐿𝑚

𝑙𝑖𝑚
𝑚=1 ) + ∆𝑉𝑚,𝑟  ) ≤ 𝑅𝑙𝑖𝑚 (3-7) 

then Vm,r, is incremented by  ∆𝑉𝑚,𝑟  (i.e. Vm,r + ∆𝑉𝑚,𝑟 ) where  ∆𝑉𝑚,𝑟 =
𝑂𝐶

𝐶𝑚,𝑟
. If Rlim (e.g. total road-type 

length in a spatial unit) is exceeded, OC will not be passed to the next spatial unit: time associated (tb) 

in neighbouring spatial units will be lengthened.  When   

𝑉𝑚.𝑟 >
𝑛𝑜,𝑚,𝑟

𝐶𝑚,𝑟
   (3-8) 

then Vm,r, becomes Vm,r - ∆𝑉𝑚,𝑟.  
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Where transport is considered at the spatial resolution of B, Vm,r are distributed to child spatial units 

based on the ratio of nested spatial unit capacity to the parent spatial unit’s capacity (e.g. 𝐿𝑚,𝐴𝑁/𝐿𝑚,𝐵 

for cars).   

 

The anthropogenic heat flux from transport, QF,T for an AN of area A, at time t is (Grimmond, 1992):  

𝑄𝐹,𝑇 =
∑ ∑ 𝑉m,r∙𝐹𝑚,𝑓∙𝐿𝑟,t

𝑛𝑚
𝑚=1

𝑛𝑟
𝑟=1

𝐴
          (W m−2)   (3-9) 

where Lr,t is the distance travelled in a time-step. Heat emission (Fm,f ; W m-1) varies with fuel type (f), 

m, r and vehicle speed (vm,r; m s-1). For the case of road traffic, speed can be represented as a function 

of permitted, or average speed limit (𝑣𝑟,𝑙𝑖𝑚). This is linked to traffic density (i.e. vehicles per unit 

length, e.g. Salter, 1989) which we relate to a ratio of total on-road vehicle length to total route length 

(equates to Rlim) as: 

𝐷 =
∑ 𝑉𝑚,𝑟 .L𝑚
𝑙𝑖𝑚
𝑚=1  

𝑅𝑙𝑖𝑚
     (3-10) 

Hence, speed-density function changes with time (e.g. Greenshields et al., 1935; Wu, 2000):  

 𝑣𝑟(𝑡) = 𝑣𝑟,𝑙𝑖𝑚 − D(t) ∙ 𝑣𝑟,𝑙𝑖𝑚          (m s
−1) (3-11) 

The relation of vr(t) to Fm,f is dependent on local fuels types (e.g. Grimmond, 1992; Smith et al., 2009) 

and is part of the model parameters specification (e.g. Section 3.3).  

 

3.2.4.3 Building energy (QF,B) 

QF,B accounts for appliance usage (𝑄𝐹,𝐵
𝛼 ), lighting (𝑄𝐹,𝐵

𝑙 ), heating and cooling demands (𝑄𝐹,𝐵
𝐻𝐶 ) and hot 

water demand (𝑄𝐹,𝐵
𝐻𝑊):  

  𝑄𝐹,𝐵 = 𝑄𝐹,𝐵
𝛼  +  𝑄𝐹,𝐵

𝑙  + 𝑄𝐹,𝐵
𝐻𝐶 + 𝑄𝐹,𝐵

𝐻𝑊          (W m−2)   (3-12) 

These vary by AN as OC composition changes activities 𝑎𝑆
𝑁, and the local building form, construction 

(materials and dimensions), and control systems (heating, cooling, lighting) change (e.g. as 

neighbourhood age or construction period varies). AN release (acceptance) of OC to (from) the 

movement and travel module leads to a change in occupancy levels in associated building types. 

Activity of OC informs appliance (α), hot water (HW) and lighting (l) energy use as well as heating 

and cooling (HC) set-points for building environmental control.   

 

QF,B is determined through use of STEBBS, that calculates heat transfer through building fabric and 

ventilation using an adjustable time resolution. QF,M, α, HW, and l provide internal gains to the 

building volume and fabric (Appendix B). The dynamic 1-D energy model enables both simple 

representation of individual buildings (Klein et al., 2017), as well as scaling to represent groups of 

building within an AN. By using building archetypes, STEBBS provides a computationally efficient 
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representation of buildings across a city (Heiple and Sailor, 2008; Bueno et al., 2012; Kikegawa et al., 

2014) and permit multiple types within an AN. 

 

For each archetype with an AN, STEBBS requires the building dimensions (width, depth, height), 

window-wall ratio, and thermo-physical properties for the building components (i.e. window, wall, 

roof, floor, internal mass). Thermal inertia of appliances and lighting is assumed to be negligible (i.e. 

no regulating thermal mass) and so the heat resulting from their use (i.e. total power demand Pα) is 

exchanged directly with the indoor air. 

 

Domestic hot water (DHW, following building services convention this includes both domestic and 

commercial buildings) heating and air heating/cooling are a response to internal conditions, controlled 

by a setpoint temperature (Tset; K). The energy use (q) depends on the system efficiency () and 

maximum power rating (Pmax) for heating using an exponential control to avoid heating overshoot: 

 𝑞𝐻  =  𝜅 (𝑃𝑚𝑎𝑥  −
𝑃𝑚𝑎𝑥

𝑒𝑥𝑝(𝑇𝑠𝑒𝑡 − 𝑇𝑖)
)          (W)   (3-13) 

and for cooling: 

𝑞𝐶 = 𝜅 (𝑃𝑚𝑎𝑥 −
𝑃𝑚𝑎𝑥

𝑒𝑥𝑝(  𝑇𝑖−𝑇𝑠𝑒𝑡)
)               (W)     (3-14) 

where Ti is the internal water/air temperature (K). Efficiency losses of the heating system and all 

cooling energy are calculated as direct heat ejection to the outdoor environment. The heating of the 

building fabric modifies the storage heat flux of the urban energy balance (Grimmond et al., 1991; 

Grimmond and Oke, 1999b). Thus this term is tracked and removed from QF,B. Setpoint temperatures 

are controlled (between minimum and maximum) in relation to occupancy recognising the one-to-

many representation of buildings in the model. Domestic instances vary based on proportion of active 

occupants to total residential population, whilst non-domestic instances may have setpoint 

temperatures based on occupancy thresholds.  

 

Ventilation loss/gain (𝑞𝑣𝑒𝑛𝑡) is given as (Spitler, 2011): 

 𝑞𝑣𝑒𝑛𝑡 = 𝑉𝑅 𝜌𝑎 𝑐𝑝(𝑇𝑜 − 𝑇𝑖)          (W)                        (3-15) 

where VR is the ventilation rate (m3 s-1), 𝜌𝑎 is the air density (kg m-3), cp is the specific heat capacity of 

air at constant pressure (J kg-1 K-1), and To the outdoor air temperature (K). In the standalone version 

of this model no spatial variations of these are considered. If coupled to a meteorological model these 

outdoor variables can be spatially dynamic and respond to QF emissions locally (Sun and Grimmond, 

2019).  
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DHW is considered as a sensible heat gain only (no latent) with hot water to drains unaccounted for in 

QF,B. Heat exchange between DHW in storage (tank and water pipes) and building volume is 

accounted for. Volumetric flow rates (VFR, m3 s-1) of DHW use and to-drain can be set to control 

volume of DHW in-use. The internal heat gain from this varies with OC level and activity.   

 

The combined internal gains based on internal building activities are passed to STEBBS. The number 

of active (i.e. present and awake) OC in a building (e.g. domestic, work) influences total energy use 

(Druckman and Jackson, 2008; Yohanis et al., 2008) and the energy demand profiles at timescales 

from seconds (Richardson et al., 2010) to hours (Widén et al., 2009b). Hence, occupancy levels are 

essential to reproducing commercial (Kim and Srebric, 2017) and domestic load patterns (Widén and 

Wäckelgård, 2010).  

 

Hence, each building archetype within an AN is impacted by its OC level and their activities (i.e. 𝑎𝑆
𝑁). 

As OC categories (e.g. age related) participate in different activities (e.g. infant differs from adult), 

local census (or other) data both constrain and spatially inform OC characteristics.  

 

Lighting and appliance gains are associated with activity, appliance type α (Firth et al., 2008) set 

efficiency and power usage (P) associated with different building types (e.g. commercial, domestic). 

We distinguish three energy consumption classes: 

(i) active only (AO) - only occurs with user activity (e.g. oven, iron)  

(ii) continuous (C) - always consuming energy (e.g. cold appliances: fridge, freezer; small 

appliances: telephone, clock, burglar alarm). As these may cycle power (e.g. cold appliances) the 

power rating accounts for the fraction of time the appliance draws power during a single complete 

cycle and the mean power consumed whilst operating. 

(iii) active/standby (AS) – two modes which depend on user activities (e.g. television, computer): (1) 

as AO, (2) less when not actively used. 

 

Each appliance () type (j) is assigned to either AO, C, or AS with an active power rating p and 

additionally for AS appliances a standby rating s. The number of appliances of type j in AN (𝛼𝑗,𝐴𝑁) is 

determined by domestic/non-domestic appliance market permeation (𝛼𝑗,𝑘) as: 

 𝛼𝑗,𝐴𝑁 = 𝛼𝑗,𝑘 ⋅ 𝑛𝑏          (3-16) 

where 𝑛𝑏 is number of households (domestic), number of work-desks (non-domestic, commercial), or 

floor area (non-domestic, other) in an AN. 𝛼𝑗,𝐴𝑁 acts as the limit of appliance use at any time. If no 

distinction between j use profiles can be given (data dependent) all appliance demand is combined as 

one type.  
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For domestic use, households are categorised by total number of residents such that proportion of 

𝛼𝑗,𝐴𝑁 (by AO, C, or AS) in use at a given time t is: 

𝛼𝑗,𝑢(𝑡) =  ∑ 𝑓𝑥,𝛼𝑗(𝑡)
𝑙𝑖𝑚
𝑥=1  ∙  

𝑛𝑏,𝑥(𝑡)

𝑛𝑏
 ∙  𝛼𝑗,𝐴𝑁                                  (3-17) 

with 𝑓𝑥,𝛼𝑗(𝑡) the fraction of households with x active occupants using j at t (based on occupant 

activity scheduling) and 𝑛𝑏,𝑥(𝑡) the number of households with x active occupants at t. For non-

domestic buildings, appliance use is proportional to occupancy level and lighting is considered part of 

this load.  

 

The power demand 𝑃𝛼 (W) of all appliances in use is: 

𝑃𝛼 = ∑ (𝛼𝑗,𝑢(𝑡)  ∙  𝑃𝛼𝑗)
𝑛𝐴𝑂
𝑗=1 + ∑ (𝛼𝑗,𝑢(𝑡)  ∙  𝑃𝛼𝑗)

𝑛𝐴𝑆(1)
𝑗=1⏟                            

𝑃𝛼(𝑎𝑐𝑡𝑖𝑣𝑒)

+ ∑ [(𝛼𝑗,𝐴𝑁 − 𝛼𝑗,𝑢(𝑡)) ∙ 𝑃𝛼𝑗]
𝑛𝐴𝑆(2)
𝑗=1⏟                    

𝑃𝛼(𝑠𝑡𝑎𝑛𝑑𝑏𝑦)

+

∑ (𝑃𝛼𝑗 ∙  𝛼𝑗,𝐴𝑁)
𝑛𝐶
𝑗=1⏟          
𝑃𝛼(𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠)

   

 

(3-18) 

and is the heat gain passed to each STEBBS instance (i.e. each building archetype per AN). Appliance 

characteristics are currently uniform throughout AN but could be variable (e.g. by socio-economic 

structure). 

 

Domestic lighting is considered as a separate load impacted by an outdoor downwelling shortwave 

radiation threshold (Klim), number of households with active (awake) occupants 𝑛𝑏,𝑥; and a 

base/min/max illuminance, 𝑙𝑏𝑎𝑠𝑒/𝑚𝑖𝑛/𝑚𝑎𝑥 (lm m-2), per household for scaling lighting requirement 

(Widén et al., 2009a): 

𝐾↓(𝑡) <  𝐾↓𝑙𝑖𝑚: 𝑃𝑙𝑖𝑔ℎ𝑡 = 𝑃𝑙 ∙ 𝑛𝑏,𝑥 ∙ [𝑙𝑏𝑎𝑠𝑒 + (𝑙𝑚𝑖𝑛 ∙
𝐾↓(𝑡)

𝐾↓𝑙𝑖𝑚
+ 𝑙𝑚𝑎𝑥 ∙ (1 −

𝐾↓(𝑡)

𝐾↓𝑙𝑖𝑚
))]    (W) (3-19) 

Luminous intensity is converted to total power (Plight) using a per light power rating (𝑃𝑙). This is 

passed to STEBBS as part of the appliance load 𝑃𝛼. 

 

3.3 Evaluation of DASH in Greater London 

3.3.1 DASH setup and data sources 

We evaluate DASH in Greater London (GL). In the United Kingdom (UK), the output area (OA) is the 

smallest spatial unit for census data. We adopt the OA as the agent spatial unit (i.e. AN) in the model 

runs, with AN nested within four coarser spatial units (B): lower-layer super output area (LSOA); 

middle layer super output area (MSOA); Local Authority (LA); and City/Region as data (from various 
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agencies) are aligned to one or more of these spatial units. The LA have several governance roles (e.g. 

traffic speed, school districts, planning decisions, etc.) that will impact energy use (LGA, 2019). 

Similar structures are used in other countries but with varying levels creating the complete city (e-Stat 

Statistics of Japan, 2017; National Bureau of Statistics of China, 2017; Statistics Canada, 2017; US 

Census Bureau, 2019). In London there are 25,053 OA (determined by residential population and 

social homogeneity, Office for National Statistics, 2017) that vary in size from 1.56 ∙ 10-4 to 12.3 km2, 

4,835 LSOA, 983 MSOA, and 33 LA within one Greater London Authority Region (Table 3-1). 

 

The UK Time Use Survey (TUS) 2014 – 2015 (Gershuny and Sullivan, 2017) provides a structured 

source of data for simulating population movement and human activity (Iamarino et al., 2012; 

McKenna et al., 2015; Baetens and Saelens, 2016). Such surveys are carried out in many countries by 

governments or research institutes (Fisher and Gershuny, 2013), allowing DASH to be applied 

elsewhere with appropriate cultural practises accounted for. In the UK TUS, residents record their 

activities and location for one weekday and one weekend day, normally creating profiles of 

individuals with income, age, sex and household type meta-data. The data samples are sufficient to 

allow analysis at national to regional (e.g. GL) scale in many cases. The 10 min time-step resolution of 

TUS data (Gershuny and Sullivan, 2017) is the basis for the model timestep. 

 

The TUS data are used to construct Markov chains (Appendix A) that govern the exchange of 

occupants in DASH (Figure 3-1a) and the levels and type of activities undertaken by different groups 

of Oc across the day (Section 3.2.3, Table 3-2). Age cohorts (Table 3-2) are used as the group 

identifier. Appliances attributed to TUS activities (Table 3-2) have different power ratings and market 

permeation (Table 3-2, Table C-1). Non-domestic activity varies by workplace appliance types 

according to the land use (e.g. industrial, office) of the AN (BEIS, 2017a; OpenStreetMap, 2017) with 

appliances (Table D-1iii) having greater energy consumption in industrial than commercial areas. 

 

The application is undertaken for 2015 to coincide with the TUS data, when GL had a population of 

8.539 million (census data updated annually, Table 3-2). The remaining data needed are obtained for 

the closest year. Throughout we endeavour to use open-source, freely available data. A variety of data 

types are used, at a range of spatial resolutions (Table 3-1) with more detail given subsequently (Table 

3-2 to 3-5).  

 

Movement of occupants is informed by the (Department for Transport, 2017) and census data on 

commute patterns (§8,10, Table 3-4), to determine choice of mode by distance or type of journey 

providing the travel attributes (Table 3-4). In this evaluation, nine modes of transport (m) exist: cars, 

motorcycles, vans, taxis, buses, surface rail, underground rail, cycling and walking. Other 
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deployments could include freight and boat related modes. Exclusion of freight vehicles does not 

directly affect the travel dynamics, but will result in an underestimation of QF,T. Route types (r) 

considered, include four road types (residential, minor (so called B-roads in the UK), major (UK’s A-

roads) and motorways (highways)); and two rail types (underground and surface). In the model runs, 

journey distances for all routes that move between LAs are determined at LA scale based on GIS 

shapefile LA centroids. This is the coarsest implementation of the transport component of the model. 

 

STEBBS is used with different parameters for domestic and non-domestic buildings (Field, 2008). We 

simplify to the three most common domestic building (houses, bungalows, and flats) archetypes in 

GL, varied by presence at LSOA level (Table 3-3; Mavrogianni et al., 2012; Valuation Office Agency, 

2015). Despite advances in non-domestic buildings characterisation for GL (Evans et al., 2019), the 

heterogeneity in form and use limits use of a range of archetypes (Steadman et al., 2000). Again, for 

simplicity in this evaluation, we use a single STEBBS characterization based on the most common 

domestic archetype parameters for non-domestic (e.g. shops, hospitals, offices). Hence, a maximum of 

four STEBBS instances per AN with the appropriate building fabric thermo-physical properties 

assigned from one of two building age groups (pre- or post-1965, Table 3-3 and Table C-2). Building 

dimensions are informed by total AN building footprint and height (Table 3-3) for each archetype by 

age category. The limited consideration of building material thermophysical properties and 

dimensions is expected to reduce the spatial variance in heating and cooling contributions to QF in 

DASH. DASH can use more building features given suitable input data.  

 

Meteorological data to force the model are from the KSSW site in central London (Table 3-5, 

Kotthaus and Grimmond, 2014). Means (1 and 5-min) are used to obtain 10-min means (model time 

step). Outgoing longwave radiation observed with a Kipp and Zonen CNR4 radiometer (Table 3-5) is 

used assuming an emissivity of 0.9 (Butcher and Craig, 2016) and Stefan-Boltzmann equation (Oke, 

1988) to obtain surface temperature. Soil temperature (at 5 m depth) is assigned assuming it is 

equivalent to the mean annual (2014-2015) air temperature (Sellers, 1972; Busby, 2015) of 11.9 °C.  

 

As the model requires continuous atmospheric data, gaps are filled in consecutive order: (a) linear 

interpolation when less than 4 h; (b) median for same time in the surrounding + 48 h for gaps of 4 – 24 

h; and (c) similarly for gaps greater than 24 h, using the median + 72 h. The various model runs (Table 

3-6) have a spin-up period of 24 h (144 timesteps) for the STEBBS model to become stable.  
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Table 3-1: Sources of data used by DASH and the highest spatial resolution (columns) used 

in Greater London. Details are given in the other Tables (Tab) and Appendices (App) 

indicated. Notation defined in text. 

Spatial Scale 

Data Category 

AN B  

OA LSOA MSOA LA  City London/National 

Population  Tab 3-2      

Activities      App. A   

Appliance     Tab C-1  

B
u

il
d

in
g
 Size Tab 3-3      

Types     Tab 3-3  

Properties     Tab 3-3 Tab C-2 

T
ra

n
s

-p
o

rt
 Mode Attributes      Tab 3-4 

Route speed limits    Tab 3-4   

Mode & route capacity Tab 3-4      

Environmental conditions     Tab 3-5  
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Table 3-2: Spatial, temporal, and demographic data used to inform activity in Greater London. Data 

sources: Greater London Authority (GLA), Office for National Statistics (ONS), Chartered 

Institution of Building Service Engineers (CIBSE), Ordnance Survey (OS), Valuation Office 

Agency (VOA). See also Table D-1. 

Data Category Model Application Data Source 

Area Codes All B – LSOA, MSOA, LA 

All AN – OA 

GLA (2011) 

Centroid All B, AN GLA (2011) 

Area AN - OA 

Population Domestic (𝑎𝐷
𝑁) - # by age cohort [all] ONS (2015) 

Workplace (aW
N ) - # by age cohort [Teen/Adult/Senior] ONS (2014) 

Primary school (aE
N) - # registered [Child] GLA (2014) 

Secondary School (aH
N) - # registered [Teen] 

Shops (aR
N) - # of shops OpenStreetMap (2017) 

Other (aO
N) - # of businesses 

Household Domestic (aD
N) – distribution by # of OC per house ONS, (2011) 

Age cohort Infant [0-4 years] - # in aD
N ONS (2015) 

Child [5-11 years] - # in aD
N, aE

N 

Teen [12-18 years] - # in aD
N, aH

N, aW
N  

Adult [19-64 years] - # in aD
N, aW

N  

Seniors [65+ years] - # in aD
N, aW

N  

Anchor 

locations 

AN - # of residents/workers/students as function of age - 

Day Types (to 

inform activity 

profiling) 

School weekday [by age cohorts: Child/Teen/Adult] Gershuny and Sullivan 

(2017) Weekend [by all age cohorts] 

Public holiday [by all age cohorts – as weekend] 

Non-school weekday [by age cohorts: Child/Teen/Adult 

and # of dependent children in different households] 

ONS (2017), Gershuny 

and Sullivan (2017) 

Initiation of 

travel 

Clock time of start of journeys within city and subareas  Gershuny and Sullivan 

(2017) 

Building 

Archetypes 

assigned Areas  

Typical height (m), depth (m) and total floor area (m) of 

identified types. Height: depth ratios: House 9:12.5, 

Bungalow 5.5:12.5, Low-rise flats: 6.1:20. Width 

calculated to maintain ratio and total building volume.  

VOA (2015), Butcher 

and Craig (2016), 

Mavrogianni et al. 

(2012) 

Floor Plan Area (m2) and average height (m) to give 

volume.  

(OS, 2014) 
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Table 3-3: Data sources for physical building characteristics applied to building archetypes. 

Symbols in notation table. Symbols used are: L wall thickness (m),  building material density 

(kg m-3), ke wall effective thermal conductivity (W m-1 K-1),  emissivity, h convection 

coefficient (W m-2 K-1), VT (m3) volume of tank (dependent on number of persons per 

household), ToU time of use. Data Sources: §1 – British Council for Offices (BCO, 2009), §2 - 

Richardson et al. (2010), §3 - DECC and BRE (2016), §4 - Hawkins (2011), §5 - DECC (2015), §6 

- HCA (2010), §7 - Butcher (2004). §2 used for cycling patterns of continuously on appliances 

(i.e. fridge/freezer). See also Table D-1. 

Characteristic  Domestic Non-Domestic 

Building dimension Height / Floor Plan Mavrogianni et al. (2012), OS (2014)  

WWR Butcher (2012) 

Thermophysical 

properties            

(Table C-2) 

Building 

L, , ke  Butcher and Craig (2016) 

cp Stewart et al. (2014), Butcher and Craig (2016)  

VR Butcher (2014) 

 Internal h  Butcher and Craig (2016) 

External h  Cole and Sturrock (1977)  

External kground Butcher and Craig (2016) 

DHW Services (Tank/Pipes) 

L Flamco (2017) 

 cp ke Butcher and Craig (2016), Flamco (2017)  

 Butcher and Craig (2016), Flamco (2017)  

h Butcher and Craig (2016), Knudsen (2002) 

VT MWS (2019) IOP (2002) 

Power Ratings (W)                                                           

(*see Table C-1) 

Heating/ Cooling Butcher and Craig (2016), Palmer (2016) 

DHW Flamco (2017),  

Appliance* §1 §2 §3 §7 §4 §5 §6 

Activity 

Appliance j,k §7 , §1, §3 

DHW VFR BSI (1997), Butcher (2014) 

ToU Gershuny and Sullivan (2017) 
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Table 3-4: Transport data and sources for (a) modes and (b) route. Variations used from actual data, 

include: Buses: 85% diesel of fleet (in 2015) and rest mostly hybrid; Electric (EV) and low-

emission vehicles: EV cars 0.2% of GL registered vehicles (2015) (DfT and DVLA, 2019). Data 

sources: §8 - ONS (2014b); §9 - ONS (2018); §10 - DfT (2017); §11 - DfT (2014a, 2014b); §12 - 

London Datastore (2014); §13 - OS (2016); §14 - Smith et al. (2009); §15 - Highways Agency (2017); 

§16 - TfL (2018); §17 - TfL (2019); §18 - OS (2015); §19 - TfL Train and Underground Rolling Stock 

Information Sheets from §10; §20 - TfL working timetables from §10; §21 - Iamarino et al. (2012). 
ΔNot applied in evaluation 

(a) Mode  

m 

People 

vehicle-1 

§10, §15 

QF,M  

person-1 

(W m-2) 

§21 

Fuel Use Ratio  

§10, §17 

Petrol Diesel 

Car 1.4 70 0.84 0.16 

Van 1.4 70 0.1 0.9 

Taxi 2.5 70 0 1 

Motorcycle 1 70 1 0 

Bus 17.3 55 0 1 

UG rail -- 62Δ -- -- 

Surface rail -- 55 Δ -- -- 

Bicycle 1 230 -- -- 

Walking 1 140 -- -- 

 

 

 

 

 

 

 

 

 

 

Table 3-5: Observed meteorological variables at King’s College London KSSW site, 50.3 m above 

ground level (Kotthaus and Grimmond 2014, Ward et al. 2016). See Figure 1a in Kotthaus and 

Grimmond (2014) for site location. From these other variables are derived. 

Meteorological Variable  Sensor 

To Outdoor air temperature (°C) Vaisala WXT 520 

ws Wind speed (m s-1) 

K↓ Incoming shortwave radiation (W m-2) Kipp & Zonen CNR4 Net Radiometer 

QL↑ Outgoing longwave radiation (W m-2) 

 

3.3.2 Evaluation methodology 

Ideally a model is evaluated with observations of the simulated variables (Table 3-6). However, direct 

observations of QF are extremely limited or are indirect with a series of assumptions within them. At 

the neighbourhood scale, combining radiation and eddy covariance observations while assuming 

energy balance closure has been used to assess monthly and daily values (e.g. Offerle et al., 2005; 

(b) Route (data vary) Source 

AADT (road vehicles) §12 

𝑣𝑟,𝑙𝑖𝑚 (road vehicles) §18 

Fm,f by speed & fuel for road vehicles (electric not considered in this evaluation) §9, §14 

Commute mode choice (𝑎𝐷
𝑖 → 𝑎𝑊

𝑗
) §8 

Journey Time §10 

Cm,r, Rlim §11, §19
 Δ, §20

 Δ 

Route (r) dimensions (e.g. length, no. of lanes, no. of tracks) §12, §13, §16, §19
 Δ 
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Pigeon et al., 2007). Using satellite earth observation, a much larger spatial extent (e.g. city wide) is 

observed but with a bias to clear sky conditions. The snapshot values at the time of the satellite 

overpass require a very large number of assumptions in addition to energy balance closure (e.g. 

Chrysoulakis et al., 2018). The closest to “direct” measurements of QF are micro-scale emissions from 

building vents (i.e. part of QF,B) using eddy covariance sensors (Kotthaus and Grimmond, 2012) but 

there are extremely limited data available. Thus, the spatial and temporal scales that DASH is capable 

of simulating cannot be directly compared to measured QF. We therefore use a series of different 

sources of public data and another model to evaluate various aspects of DASH.  

 

The reference model used, GQF (Iamarino et al., 2012; Gabey et al., 2019), is a top-down inventory 

QF model developed for London. This is selected as it is amongst the most (spatially and temporally) 

detailed models for London currently available (Gabey et al., 2019). We apply it to 2014 – 2015 to 

align with metered data used in the evaluation. The model uses energy consumption, traffic, and 

workday population data to provide half-hourly estimates of QF at city, LA, and OA resolutions. 

Hence, QF estimates for both models are at city scale with OA resolution.  

 

There are several GQF features that restrict DASH being evaluated at higher detail. These are: (i) GQF 

uses data from a range of scales (up to national) to determine OA results with population weighted 

disaggregation; (ii) diurnal patterns are prescribed based on either assumptions or coarse spatial data, 

with variation by day type (weekday, weekend) and season – meaning variability at smaller scales are 

not captured; (iii) GQF assumes the same diurnal profile for both gas and electricity usage; and (iv) 

effects of temperature in GQF are the net seasonal diurnal energy use profiles rather than reproducing 

the day-to-day conditions in London. Hence, individual DASH diurnal patterns cannot be evaluated 

against GQF with fine temporal or spatial resolution as differences are expected.  

 

To evaluate DASH, appliance (including cooking) power demand is equated to GQF electricity 

demand and DASH heating and cooling demand to GQF gas demand. This will lead to discrepancies 

as the demand profiles used in GQF are not energy carrier or vector specific. The calculation and 

evaluation of QF,T is undertaken at AN scale rather than individual routes. In both models, many of the 

minor residential roads in AN are unaccounted for. 

 

DASH evaluations (Table 3-6) use annual (1 Oct 2014 to 30 Sept 2015) publicly available gas and 

electricity consumption data (GWh) for domestic and non-domestic (commercial + industrial) use 

(BEIS, 2017a,b) and national gas transmission operational data for the same period (NG, 2015). 

DASH, run with the appropriate meteorology (Table 3-5), OA results are aggregated for assessment to 

the LSOA (domestic) and MSOA (non-domestic) scales. These evaluation data have some issues: (i) 
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some non-domestic meter data are undisclosed at MSOA level but appear at LA level (without a 

MSOA) (BEIS 2018); (ii) meters with insufficient address metadata cause underreported consumption 

statistics for some areas; (iii) some gas consumption statistics may be wrongly classified 

(domestic/non-domestic) as this is done based on annual consumption (threshold =73200 kW h year-1) 

(BEIS, 2018); and (iv) spatial misallocation of metered commercial gas consumption to the billing 

address rather than actual building/location of use (BEIS 2018). 

 

Basic metrics assessed include the median (50%), interquartile range (IQR), and standard deviation 

(SD). To evaluate the modelled (XM,i) and observed (or reference) (XO,i ) time and/or spatial data series 

both the difference:  

Δi= XM,i- XO,i                          (3-20a) 

and the absolute errors  

AEi = |Δi|  (3-20b) 

are determined, from these: 

(1) Cumulative distribution of AEi is obtained all values (e.g. across all 25,053 OA, Figure 3-11) 

(2) Normalised by maximum:  𝑛𝑀𝑎𝑥 =  
𝑋𝑖

max (𝑋𝑖)
  (e.g. Figure 3-12) 

(3) Normalised errors (%): nEi = (Δi / XO,i )100 (e.g. Figure 3-13a,b; ideal value would be 0). 

(4) Absolute normalised error: AnEi= |
𝑋𝑀,𝑖

max(𝑋𝑀,𝑖)−min (𝑋𝑀,𝑖)
− 

𝑋𝑂,𝑖

max(𝑋𝑂,𝑖)−min (𝑋𝑂,𝑖)
|  (e.g. Figure 

3-13c, d; ideal value would be 0). 

 

Table 3-6: DASH model runs (R) setup. Runs are characterised by period (dates, and day types: WD 

weekdays), areal extent (Table 3-1, dom: domestic, n-dom: non-domestic). Data sources: §22 GLA 

(2014), §23 ONS (2015), §24 ONS (2014a), §25 National Grid (NG, 2015), §26 BEIS, (2017c). Other 

details are given in Appendix D and Section 3.2. 

R  Period Extent 

run 

Area Analysed Spatial 

Scale  

Spin-up 

(days) 

Evaluation 

Data  

Temporal 

Scale 

Fig. 

1 12 – 17 Feb 2015 GL Camden 𝑎𝑁
𝑥  - - 10 min 2 

2 12 Feb 2015 GL GL AN - §22, §23, §24 10 min 3 

3 13 – 14 Feb 2015 GL E00023911, 

E00015661, 

E00008490 

AN - - 10 min 4 

4 First 44 WD of 2015 preceded by 

WD 

6-9, 13-16, 20-23, 27-30 Jan, 3-6, 10-

13, 24-27 Feb, 3-6, 10-13, 17-20, 24-

27 Mar 2015 

GL GL LA - - 10 min 5 

5 19 June 2015 GL GL GL, LA 1  - 10 min 6 

6 18 June 2015, 27 Jan 2015 GL GL OA (AN) 1  GQF  30 min 8, 9 

7 1 Oct 2014 – 30 Sept 2015 GL GL  GL 1  §25 Annual 10 

8 1 Oct 2014 – 30 Sept 2015 GL GL LSOA - 

dom, 

MSOA - 

n-dom 

1  §26 Annual 11 
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3.4 Analysis of model dynamics 

As behaviour, demographics, and travel choices influence the temporal and spatial variation in 

movement and activity profiles in DASH QF estimates, we examine these first. A critical control on QF 

is the number of occupants within an area. The area itself may be static (e.g. where buildings are 

located) or moving (e.g. transport area). The occupancy level will change as people travel to different 

locations (Figure 3-4).  

 

In model run R1 (Table 3-6), the results for one B spatial unit (LA Camden, London) are used to 

demonstrate the OC movement and travel through time (six consecutive days) within each 𝑎𝑆
𝑁 for each 

age group for three day types (weekday (school/non-school), weekend) as a result of AN occupant 

exchange (Section 3.2.2). The occupancy levels vary by day type and between age groups, whilst 

having general consistency within day-type by age cohort. Note, people travel outside (and into) this B 

during the period, but no perturbation is undertaken (e.g. changing transport availability or road 

construction). 

 

 

Figure 3-4: Total occupancy of each 𝑎𝑆
𝑁 in one LA for five age groups across six consecutive days of 

three types (textured background): SW (diagonal lines); WE (dotted); NS (horizontal lines); (R1, 

Table 3-6). 

 

During school weekdays most children and teenagers are in school (𝑎𝐸
𝑁, 𝑎𝐻

𝑁). Adults, some teenagers, 

and some seniors work during all day types, and during all times of day. Adult 𝑎𝑊
𝑁  occupancy at work 

(increase at home) is slightly lower on non-school (NS) weekdays than school/work (SW) days as a 

result of childcare - a small dip observed during noon on NS and SW days that reflects lunchtime 



 

 

 

62 

activity. 𝑎𝐷
𝑁, 𝑎𝑅

𝑁 and 𝑎𝑂
𝑁occupancy levels increase after peak school and work times, with 𝑎𝐷

𝑁 

occupancy returning to similar levels each night.  

 

The occupancy levels of each 𝑎𝐷
𝑁, 𝑎𝑊

𝑁 , 𝑎𝐸
𝑁, 𝑎𝐻

𝑁 are partly informed by population data, so it is 

important realistic values occur from the movement processes. This is assessed by comparison of the 

median and IQR of the total occupancy across each 𝑎𝑆
𝑁 in the city to the static populations of each AN 

and subarea (i.e. residential, workday, school populations) for one weekday (Figure 3-5). Hence, a 

value of 1 indicates the total population is present. 𝑎𝑊
𝑁  occupancy levels have a median peak just over 

0.6 of the workday population. AN interaction in DASH allows for different types of work, such as 

full/part-time and shift work, as it is inherent to the movement data (in this case the TUS, Table 3-2). 

Whilst this might not reflect the accurate behaviour of a particular 𝑎𝑊
𝑁  (e.g. an 𝑎𝑊

𝑁  comprising entirely 

office work may in reality only be occupied 09:00-17:00 local time), the total variability over a group 

of 𝑎𝑊
𝑁  may be more realistic, given varying work times between commercial sectors.  

 

For R2 (Table 3-6) both 𝑎𝐸
𝑁and 𝑎𝐻

𝑁 IQR occupancy levels are less than some AN school populations 

(Figure 3-5), but for morning to noon 𝑎𝐻
𝑁 the population is exceeded in some areas. Both the deficit 

and surplus may relate to the method of assigning school anchors to child and teenager OC (Section 

3.2.2). If the age group residential population is lower (higher) than the school population in a LA, 

there will be too few (many) students occupying this LA schools during the day. As students are 

assumed not to cross LA boundaries, given state school catchment area restrictions. In Greater London 

89% of pupils are in state schools (DfE, 2019). 

 

𝑎𝐷
𝑁 occupancy levels are always below 1. The highest values occur overnight when most people are 

expected to be at home. The narrow IQR indicates there is little variation in total occupancy levels 

between areas. Variations are expected with active occupancy (e.g. household sizes, Section 3.2.4.3) 

and in 𝑎𝐷
𝑁 with large differences in resident age groups.  
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Figure 3-5: Median (line) and IQR (shading) of total occupancy of each 𝑎𝑆
𝑁 in Greater London for one 

weekday (R2, Table 3-6), individually normalised by actual static population for each 𝑎𝑆
𝑁 (Table 

3-2). 

 

Total occupancy varies with behaviour of different age groups and will affect the power demand 

within the neighbourhood. To demonstrate the impact of demographics on daily profiles of OC in the 

𝑎𝐷
𝑁, three AN (neighbourhood, OA, scale) with similar residential populations but different dominant 

age-cohort are compared in Figure 3-6 (R3, Table 3-6). The 𝑎𝐷
𝑁 of each of the three AN have distinct 

dominant age groups as: 𝑎𝐷
𝑠𝑒𝑛𝑖𝑜𝑟 78% (291) residents are seniors; 𝑎𝐷

𝑤𝑜𝑟𝑘𝑖𝑛𝑔
92% (297) residents are 

adults; and 𝑎𝐷
𝑦𝑜𝑢𝑛𝑔

47% (300) residents are infants, children or teenagers. In 𝑎𝐷
𝑠𝑒𝑛𝑖𝑜𝑟 (Figure 3-6a), 

daytime OC remains proportionally higher (Figure 3-6d) than 𝑎𝐷
𝑤𝑜𝑟𝑘𝑖𝑛𝑔

(Figure 3-6b) and 𝑎𝐷
𝑦𝑜𝑢𝑛𝑔

 

(Figure 3-6c). 𝑎𝐷
𝑦𝑜𝑢𝑛𝑔

 has a steeper morning decrease in OC and earlier inflection point in the 

afternoon than 𝑎𝐷
𝑤𝑜𝑟𝑘𝑖𝑛𝑔

 , likely due to formal school day lengths (Figure 3-4). On the weekend day, 

all age groups, apart from teenagers, follow similar patterns, with about 60 – 70% remaining in the AN 

(Figure 3-6d).  

 

The diurnal pattern of occupancy levels by day type is consistent between days and boroughs (R4, 

Table 3-6). The variability of borough occupancy levels for 𝑎𝐷
𝑁 (Figure 3-7a) and 𝑎𝑊

𝑁  (Figure 3-7b) is 

greater in the daytime when movement is more likely. Although, these standard deviations are quite 

small compared to the actual LA-level residential (8,760 - 379,691 residents) and workday (58,444 – 

356,706 workers) populations (ONS, 2014a, 2015). This demonstrates that the occupancy exchange 

method (Section 3.2.2) produces variation in occupancy levels on a daily basis when the same 

parameters are used for each day.  
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Figure 3-6: Present occupancy levels (R3, Table 3-6) in three 𝑎𝐷
𝑁 by day type (textured background) 

(a) 𝑎𝐷
𝑠𝑒𝑛𝑖𝑜𝑟 (number of people per age group living in the area:  0 infants, 2 children, 0 teenagers, 

61 adults, 228 seniors); (b) 𝑎𝐷
𝑤𝑜𝑟𝑘𝑖𝑛𝑔

 (5 infants, 6 children, 3 teenagers, 274 adults, 9 seniors); (c) 

𝑎𝐷
𝑦𝑜𝑢𝑛𝑔

 (77 infants, 41 children, 24 teenagers, 157 adults, 1 senior). (d) Normalised total 

occupancy levels for the three 𝑎𝐷
𝑁. 

 

In this road vehicle evaluation (R5, Table 3-6), routing is at LA scale with inter-LA routes determined 

using Google Directions (Google, 2019). The volumes of vehicles in use by mode (Figure 3-8) 

predicted by the movement component (Figure 3-1, Section 3.2.3) peaks in the morning (07:30-09:30). 

Slight increases are present around noon and early evening. Low values (00:00-06:00) occur when 

movement is low (Figure 3-4). The increase at 04:00 is due to both low sampling and the temporal 

boundary of the TUS, which considers a day’s worth of entries to occur 04:00-04:00. The volume of 

buses is constant over the period 08:00 – 20:00 due to an imposed condition on capacity that 

represents an increase in Cbus,r (Section 3.2.4.2) instead of increasing Vbus,r. With only one route option 

given per LA origin-destination pair, road traffic is distributed between AN in proportion to LA total 

road area. Routing options at AN scale have not been implemented.  
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Figure 3-7: Standard deviation of LA (all boroughs of London, colours; for 44 weekdays preceded by 

weekdays) active occupancy levels (R4, Table 3-6) for: (a) 𝑎𝐷
𝑁 and (b) 𝑎𝑊

𝑁 . 

 

 
Figure 3-8: Simulated volume of vehicles across Greater London for 19 June 2015 (R5, Table 3-6). 

 

3.5 Evaluation of DASH with GQF 

The evaluation of DASH assumes average or typical conditions (i.e. no disruptions are imposed to 

modify movement and/or timing of activity). As a result the contribution of appliance use to QF,B is 

expected to be similar for all days of each type (e.g. weekday, weekend) throughout the year for both 

domestic and commercial settings (seasonality in appliance-based activity is not considered). In a non-

perturbed state, variation within day types across a year is expected to come from heating (space and 

water) and cooling use as these demands respond to immediate environmental forcing within DASH. 

As GQF (Section 3.3.2) only varies electricity demand with day type and season and gas with season, 

we compare the DASH diurnal pattern and magnitude of QF,B components for two school weekdays 
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(SW) in different seasons (summer: 18 June 2015, winter: 27 January 2015). The mean air temperature 

is warmer in summer (17.0°C) than winter (7.0°C) and has more total radiation (Figure 3-9). 

 

 
Figure 3-9: Incoming shortwave radiation (K, W m-2) and outdoor air temperature (To, C) for two 

SW days. Observations (Table 3-5) are assumed to be constant across the domain in all runs (Table 

3-6). 

 

To evaluate heat emissions from buildings (QF,B) the city-wide emissions of domestic (dom) and 

commercial/non-domestic buildings (n-dom) are considered separately (R6, Table 3-6). As DASH and 

GQF have the same spatial resolution, comparison is made of spatial inter-quartile ranges (IQR) at the 

GQF 30-min temporal resolution (i.e. 30-min means (time-ending) are calculated from the DASH 10-

min values). DASH appliance emissions (𝑄𝐹,𝐵
𝛼 ) are compared to GQF electricity demand (𝑄𝐹,𝐵

𝑒𝑙𝑒𝑐) 

whilst combined heating (space and water) and cooling (𝑄𝐹,𝐵
𝐻𝐶 + 𝑄𝐹,𝐵

𝐻𝑊) in DASH are equated to GQF 

gas demand (𝑄𝐹,𝐵
𝑔𝑎𝑠
). Discrepancies between values are expected, for example in some areas heating 

may be powered by electricity. 

 

For the summer weekday, DASH domestic QF,B has similar characteristics to GQF with consistent 

morning and evening peaks. The mean and IQR are similar from midnight to 5 am, but consistently 

lower (difference in medians of 2 – 2.5 W m-2) in DASH from the morning to end of evening peak 

(Figure 3-10ai). Across spatial AN more than 60% have an absolute error (AE, eq. 3-20b) of ≤ 2 W m-2 

for all times sampled, and for ~90% the AE ≤ 5 W m-2 (Figure 3-11a).  

 

Domestic 𝑄𝐹,𝐵
𝛼  closely follows 𝑄𝐹,𝐵

𝑒𝑙𝑒𝑐 in both pattern and magnitude on the summer day. DASH has 

three distinct appliance demand peaks: morning, midday, and a larger more sustained evening peak. 

The magnitude and timing of 𝑄𝐹,𝐵
𝛼  and 𝑄𝐹,𝐵

𝑒𝑙𝑒𝑐  peaks are similar between DASH and GQF, although the 
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morning peak in GQF is maintained with less variability throughout the day (Figure 3-10a.ii). The 

domestic summer day gas (GQF) and heating/cooling (DASH) QF,B profile (Figure 3-10a.iii) have the 

largest discrepancy in daily profile and magnitude. Under summer conditions, DASH heating/cooling 

is largely driven by hot water demand as indoor temperatures in all instances of STEBBS are passively 

maintained between heating and cooling setpoints. 

 

 

 

Figure 3-10: Analysis of QF (R6, Table 3-6) median (line) and IQR (shading) in 2015 for (a, b, c) 18 

June and (d, e, f) 27 January; showing total QF,B for (a.i, d.i) domestic, (b.i, e.i) commercial; with 

the following: (a.ii, d.ii) domestic electricity (GQF) or appliance power demand (DASH); (a.iii, 

d.iii) domestic gas (GQF) or heating + cooling + hot water demand (DASH); (b.ii, e.ii) commercial 

electricity (GQF) or appliance power demand (DASH); (b.iii, e.iii) commercial gas (GQF) or 

heating + cooling + hot water demand (DASH); and (c.i, f) QF,T at AN scale; and (c.ii) QF,T for road 

area only. Figure 3-9 shows weather conditions. Figure 3-11 shows absolute errors between the two 

models. 

 

 

DASH domestic QF,B has a more distinct morning peak in winter (Figure 3-10), and from midnight to 

the morning peak DASH values are 1 – 4 W m-2 greater than GQF. This is caused by greater 𝑄𝐹,𝐵
𝐻𝐶+𝐻𝑊, 

and may relate to greater sensitivity to temperature for DASH and low outdoor air temperatures. The 

evening peak is less pronounced and shifted to later evening, with roughly 70% of the AN having AE ≤ 

5 W m-2 at 18:00 (Figure 3-11b). All other times analysed more in agreement with GQF. 𝑄𝐹,𝐵
𝑒𝑙𝑒𝑐 (Figure 

3-10d.ii), but follows a similar pattern throughout the day. This discrepancy is likely due to electric 
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heating use, which 𝑄𝐹,𝐵
𝑒𝑙𝑒𝑐 would include on both a small (e.g. space heaters) and large (e.g. ‘district’ 

electric heating in high-rise flats) scale.  

 

Figure 3-11: Ranked cumulative frequency of spatial AEi (eq. 3-20b) with 2, 5 W m-2 (vertical lines) 

and maximum (key, W m-2) indicated at six times (colour) for R6 (Table 3-6, Figure 3-10) in 2015: 

(a, c, e) 18 June 2015, (b, d, f) 27 January 2015, for (a, b) total domestic QF,B, (c, d) total 

commercial QF,B, and (e, f) total transport QF,T. Note y-axes are different between rows (50 % of 

spatial units shown by horizontal dashed line if applicable) and x-axes are log10. 

 

Summer commercial QF,B is consistently lower in DASH (median ~1.5 W m-2 less) than GQF in the 

middle of the day (Figure 3-10b.i) with morning and evening medians more similar. The evening IQR 

increases for DASH and is reflected in 𝑄𝐹,𝐵
𝛼 , likely associated with energy demand from commercial 

properties that remain open later in the evening (e.g. leisure facilities). There is close agreement 

between 𝑄𝐹,𝐵
𝛼  and 𝑄𝐹,𝐵

𝑒𝑙𝑒𝑐 medians (Figure 3-10b.ii). At least 60% of AN agree within 2 W m-2 for all 

sampled time steps (Figure 3-11c).  

 

The winter diurnal patterns for commercial QF,B are similar for DASH and GQF (Figure 3-10e.i) but 

DASH has a steeper morning (evening) increase (decrease) as well as consistently higher values 

(median 2 - 3 W m-2 in the daytime). The evening decrease starts ~ 2 h later in DASH. These higher 

values are due to 𝑄𝐹,𝐵
𝐻𝐶+𝐻𝑊 (Figure 3-10e.iii), which dominates the total pattern. The median 𝑄𝐹,𝐵

𝛼  and 
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𝑄𝐹,𝐵
𝑒𝑙𝑒𝑐 profiles (Figure 3-10e.ii) are in good agreement, with slightly broader IQR for DASH. More 

than 50% of AN have a MAE of ≤ 2 W m-2 for all times except 09:00, which is slightly below 50% 

(Figure 3-11d). 

 

For both domestic and commercial use, summer 𝑄𝐹,𝐵
𝐻𝐶+𝐻𝑊 have the largest discrepancy in  profile and 

magnitude compared to 𝑄𝐹,𝐵
𝑔𝑎𝑠

(Figs. Figure 3-10a.iii, Figure 3-10b.iii). In summer for DASH, 𝑄𝐹,𝐵
𝐻𝑊 is 

expected to dominate as indoor temperatures in all instances of STEBBS are passively maintained 

between heating and cooling setpoints. City-wide domestic QF,B is greater than commercial QF,B in 

both DASH and GQF. 

 

The median QF,T values are fairly similar between both models but GQF has less temporal variability 

(Figure 3-10c.i, f) with IQRDASH ~ 4 x IQRGQF. As DASH responds to variations in travel demand, and 

exchanges occupants across the city more temporal variation occur between AN. Figure 3-11e, f, show 

small MAEs between the two models, with more than 98.5% of AN within 2 W m-2. When considered 

for road area only, DASH QF,T median values reach 2.9 W m-2, with diurnal mean of 3.25 W m-2 

(Figure 3-10c.ii). Summer (Figure 3-10c.i) and winter (Figure 3-10f) values differ because of the 

behavioural change caused by daylight savings time. But no other seasonal changes are expected or 

occur. 

 

Here the mean GQF values are based on key day types appropriately weighted for the year, whereas 

DASH is run for the year. The GL annual average QF,M for DASH is 0.663 W m-2
, for GQF it is 0.717 

W m-2, whereas  assuming one mean metabolic flux for all that live in GL gives 0.386 W m-2. The GL 

annual average QF,T from DASH (0.24 W m-2) is larger than for GQF (0.0303 W m-2) as GQF uses a 

smaller road network (OS (2016) vs. AADT, respectively). The GL annual average QF,B for DASH 

(5.53 W m-2) is slightly smaller than the 2015 average meter data (7.22 W m-2, Section 3.6). The GL 

annual total QF for DASH (5.79 W m-2) is smaller than for GQF (7.97 W m-2). The Iamarino et al. 

(2012) (earlier version of) GQF annual average (10.9 W m-2) for 2005 to 2008 is larger, which is 

consistent with the decrease in published values seen for London (e.g. Ward et al., 2016; Ward and 

Grimmond, 2017). 
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3.6 Evaluation of DASH with annual gas and electricity consumption data 

To assess the annual DASH city-wide hot water, heating and cooling energy demand (R7, Table 3-6) 

results are compared to normalised national gas demand. The seasonal pattern (winter peak, summer 

minimum) is evident in both (national, DASH) heating data, with short and long period responses to 

temperature also evident (Figure 3-12). The DASH response to the higher frequency variations is 

similar to the demand data but the amplitude of normalised demand differs. DASH is seemingly more 

sensitive to temperature changes but as the national demand profile has net local responses to weather 

(etc.) variations across the country these may be smoother than if only London responses were 

observed. 

  

In June to August, DASH heating/cooling demand is solely attributed to DHW demand for both 

domestic and commercial buildings. The consistency in DASH daily-behaviour (i.e. R7 without 

imposed perturbations) results in a steady-state summer load, with a baseline demand that is less 

dependent on environmental variability. The normalised national data have both greater magnitude 

and amplitude of fluctuation in summer (cf. DASH). The national data includes appliance (e.g. 

cooking) and industrial gas demands whereas DASH accounts for these in appliances (omitted in 

Figure 3-12). The heating season dominates the DASH results (Figure 3-12). The DASH pattern is less 

variable with the cooking and industrial baseline demands included (not shown). 

 

 
Figure 3-12: Daily (1 October 2014 - 30 September 2015) DASH normalised total HC and DHW 

energy demand (R7, Table 3-6) for Greater London, minimum and maximum London outdoor air 

temperature (°C) (Table 3-5) and normalised national gas demand (NG, 2015). See Section 3.3.2 

for normalisation. 
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Evaluation of DASH4 (R7, Table 3-6) at LSOA scale (Table 3-1) suggests the DASH total domestic 

energy consumption is less than metered values (Figure 3-13a.i). The DASH IQR is 46 to 29 % lower 

(Figure 3-13a.ii). Although the LSOA domestic consumption in the central business district (CBD – 

City of London) has the largest discrepancy (-82.56%), this may in part be caused by misallocation in 

the published data (e.g. some dwellings classified as commercial because of a large shared meter). 

There is no evidence of a relation between percentage difference and population density. 

 

The percentage difference between commercial DASH and non-domestic energy consumption is 

skewed to overestimation by DASH in most MSOAs (Figure 3-13b.ii). The CBD underestimation (-

53.2%, Figure 3-13b.i) is likely caused by a large misallocation of commercial gas consumption in this 

area (Section 3.3.2). One spatial unit (East London) overestimates by more than 1000% (maximum 

being 1184%, 24.2 GW h). Some OAs (i.e. AN scale) with large retail buildings have potential 

uncertainty in both the energy consumption data (e.g. undisclosed data, Section 3.3.2) and DASH 

simulations.  

 

At MSOA scale, DASH simulates 38% of the areas to within 100% of published values. The MSOAs 

that DASH most overestimates (as percentage differences) have fairly small actual magnitude 

differences and low workplace populations. The mean difference in magnitude across the top 5th 

percentile is 28.7 GW h, however 77% of these (mean difference 18.1 GW h) have workday 

populations of fewer than 2,000 people in the MSOA, with most businesses in these MSOA having 

fewer than 50 employees. Whilst the proportion of these small businesses is fairly high (89% on 

average) across Greater London (ONS, 2019), it is not the main cause of the uncertainty, as this arises 

from misclassification of small businesses as domestic within published data. Some overestimation 

occurs in areas with buildings that are not typically temperature controlled (e.g. warehouses, factories) 

as DASH assumes all commercial spaces are temperature controlled.  

 

Although the percentage differences in commercial annual energy consumption are larger than for 

domestic (Figure 3-13a.ii, b.ii), the actual commercial values (Figure 3-13d) are more spatially similar 

across the city than domestic values (Figure 3-13c). The most spatially disparate commercial area, 

 

 

4 Asides from the reasons mentioned in the text (i.e. single source of meteorological forcing, misallocation of 

metered data), uncertainty could also be due to the assumptions made around the distribution of building use 

types across and within sectors, and the variety of building thermal properties across the city. The size of 

discrepancies, and therefore the skill of DASH as a model, relies heavily on the quality and detail of input data. 

This footnote is not included in the published paper.  
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containing Heathrow airport (west GL, Figure 3-13d), likely has undisclosed data, hence the large 

difference (394.7%) of 726.8 GWh. Domestic values are more spatially similar in the less densely 

populated suburbs, whereas areas east of the CBD are more densely populated and more spatially 

variable.   

 

The annual LA (Table 3-1) energy fluxes have fewer data inconsistencies when the domestic and non-

domestic/commercial energy consumption are combined, allowing meter classification to be ignored. 

DASH QF estimates for Greater London (5.53 W m-2) are lower than those found using the published 

meter data (7.22 W m-2), with the greatest difference in the smallest LA, City of London (DASH gives 

57.53 W m-2 and published data gives 123.48 W m-2). The overall spatial patterns are similar, with 

greater values towards the city centre and more consistent values in the surrounding suburbs.    

 

Although address misallocation (Section 3.3.2) is expected to cause the observed discrepancies (i.e. 

apparent DASH underestimation for aggregate annual values) found in the CBD, it is not possible to 

quantify this uncertainty. Similarly, an underestimation is expected from DASH as the meteorological 

input used is for one central site (Table 3-5) so variations (e.g. cooler temperatures or wind effects) are 

unaccounted for. This could be improved by coupling DASH with a meteorological model accounting 

for spatial heterogeneity.  
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Figure 3-13: DASH (R8, Table 3-6) nEi of total energy consumption represented by (i) choropleth and 

(ii) histogram for (a) LSOA scale domestic use and (b) MSOA scale commercial use. AnEi of total 

energy consumption for (c) LSOA scale domestic and (d) MSOA scale commercial. Annual 

average energy flux at LA scale for (e) reference data and (f) DASH. 
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3.7 Conclusions  

DASH allows anthropogenic heat fluxes to be simulated accounting for both urban form and function, 

using an agent-based structure. The impact of people’s behaviours at the neighbourhood scale is 

captured as occupants move (10 min time step), varying by day type (e.g. week day, weekend), 

demographics (e.g. age), location (e.g. residential, work, school), activity (e.g. cooking, recreation, 

travelling to school or work), socio-economic factors (e.g. appliance availability) and in response to 

environmental conditions (e.g. temperature related heating use). DASH includes simple transport and 

building energy models to allow simulation of dynamic vehicle use, occupancy, and heating/cooling 

demand with subsequent release of energy to the outdoor environment through the building fabric or 

ventilation. 

 

Evaluation of DASH in Greater London for periods in 2015 uses a top-down inventory model (GQF) 

and national energy consumption statistics (as cited in Table 3-6, R8). Overall, the model performs 

well. Some of the spatial and temporal differences may be explained by data inconsistencies in the 

official data (e.g. privacy related, allocation of use to office headquarters rather than place of use). 

Analyses with DASH allow high spatial and temporal resolution for a wide range of time periods 

(demonstrated here from 10 minutes to 1 year) and large spatial extent (demonstrated from output area 

to mega-city). The model performance evaluation addresses a wide range of these scales (e.g. 30 min 

spatial patterns at OA, annual at LA scale). 

 

The expected temporal and spatial patterns of QF are obtained (e.g. two diurnal peaks and larger fluxes 

in the city centre). Given DASH’s capabilities these can be explored and explained. For example, 

domestic building QF,B is more intense towards the city centre than in outer suburbs, following 

residential population density. The morning and evening peaks are linked to active occupancy and 

appliance power demand.  

 

As DASH is demonstrated to be able to reproduce conditions generally, future work will investigate 

dynamic feedbacks within a city that result from changes in urban form and function. DASH is 

designed to allow parameters to be altered spatially, thus impacts on QF emissions can be assessed. 

Changes may be both slow (i.e. over years) such as from an aging population, uptake of new 

technology (e.g. change of vehicle fuels and efficiency), or governance (e.g. national energy or carbon 

goals) and short-term (i.e. hours, days to months), resulting from traffic restrictions (e.g. roadworks, 

flooding) changing flows. The model performance suggests that other capabilities (e.g. additional 

transport types) and feedback on other variables (e.g. CO2) emissions are warranted in the future. With 

DASH coupled to an urban land surface model, impacts can be assessed both on QF itself (e.g. a traffic 
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disruption at one point in terms of the impact on QF,B) and feedbacks on other surface energy balance 

terms and near-surface urban temperatures. Such model capability is critical in considering future 

urban climate scenarios and impacts of human behaviours and feedbacks. 

 

DASH flow diagrams 

Flow diagrams of DASH operation and functionality are shown in Appendix F. These are not included 

as part of the published paper  
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Chapter 4 Fast estimates of anthropogenic heat flux informed by the agent-based model 

DASH 

 

4.1 Introduction 

Chapter 2 addressed the implications of QF for the urban meteorology. Despite the consequences for 

outdoor air temperature response and atmospheric stability (Section 2.1.3), QF is underrepresented in 

NWP-ULSMs (Section 2.1.3.3). Current modelling approaches, along with their advantages and 

limitations, have also been reviewed (Section 2.2). Chapter 3 (Capel-Timms et al., 2020b) presented 

the development and evaluation of a novel agent-based QF estimation approach with dynamic 

interactions governed by aspects of human behaviour. This would be suitable for investigating 

scenarios under which QF may change, but its computational expense (Table F-1) makes it difficult to 

include in broader applications.  

 

Current computationally fast methods using statistical relations (Section 2.2.4) take advantage of QF 

being highly sensitive to both temperature and population density (Oke, 1988; Grimmond, 1992; 

Sailor, 2001; Allen et al., 2011). Seasonal variations in QF are largely driven by the need to maintain 

thermal comfort within buildings, with some noted dependence on latitude, cultural behaviour (Allen 

et al., 2011; Dong et al., 2017), climate and socio-economic (i.e. residential, commercial: Kipping and 

Trømborg, 2017, and industrial: Elkhafif, 1996) make-up.  

 

Statistical relations with meteorology (Section 2.2.4) provide a rapid method to estimate QF for urban 

land surface models. Previous applications of this approach (e.g. Sailor and Vasireddy, 2006; Ward 

and Grimmond, 2017; Ao et al., 2018) have used top-down inventory models to derive the necessary 

parameters for the relations, but these neglect some of the QF behavioural dynamics that more detailed 

models can provide. The objectives of this study are to:  

i. use the detailed agent-based QF model DASH (Dynamic Anthropogenic activitieS impacting 

Heat emissions, Chapter 3) to obtain behaviourally representative parameters for two simpler 

QF models (Section 4.2, 4.4) 

ii. assess the differences in QF output for two simpler schemes, in relation to DASH output 

(Section 4.4) 

iii. assess the impact of the three approaches on other surface energy balance fluxes and 

meteorological variables across Greater London (Section 4.5)  

 

In this study we use the Surface [Urban] Energy and Water balance Scheme (SUEWS, Section 4.3.2) 

(Järvi et al., 2011; Ward et al., 2016) coupled to the three anthropogenic heat flux models. 
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4.2 Anthropogenic heat flux models 

Multiple QF estimation methods exist (Section 2.2, Sailor, 2011). In this study, we make use of two 

estimation approaches: 

i. Agent-based 

ii. Temperature dependent statistical relations 

The two approaches differ in terms of both data and computational requirements (most: agent-based, 

least: temperature dependent).  

 

Data-mining the outputs from DASH provides a way to integrate some of the feedbacks between 

social and environmental conditions into global and/or regional climate/weather models where rapid 

calculation is essential. These much simpler temperature response approaches differ between using a 

single critical temperature (e.g. Sailor and Vasireddy, 2006) creating a V-shape (purple, Figure 4-1a) 

and a slightly more nuanced set of temperatures (e.g. Ao et al., 2018) creating a U-shape (green, 

Figure 4-1a).  

 

 

Figure 4-1: Anthropogenic heat flux QF normalised by population density pop (cap ha-1) variation with 

temperature (a) U (eq. 4-3) and V (eq. 4-2) forms (shaded area covers likely temperature ranges for 

mid-latitude cities, e.g. Greater London, b), and (b) median modelled (D1, Table 4-1) output area 

(OA) scale fluxes for Greater London for 1 October 2014 – 30 September 2015 (N=365) for work 

and non-work days. Notation is defined in Section 4.2. a modified after Ao et al. (2018). 

 

These two temperature dependent statistical relation methods (Section 2.2.4, stated here as U and V) 

that utilise daily mean temperature (Tav) and population density (ρpop) to inform daily spatial and 

temporal variations of QF (Figure 4-1) have been chosen as more efficient schemes for QF estimation. 

These both assume linear responses between temperature and QF. QF emission sectors (eq. 2-1) are 

here considered as a bulk characteristic, embedded in the shape-parameters that may vary by spatial 
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unit or day type. QF can be estimated at a finer temporal resolution through the inclusion of a diurnal 

profile Ed. Ed has a mean of 1 across all hourly time steps, such that mean daily (d) flux (QF,d) is 

preserved. Ed may be derived from energy statistics (e.g. Ao et al., 2018) or sub-daily QF estimations 

from other studies, and may vary spatially and temporally (e.g. seasonally).  

 

The shape of response to temperature (Figure 4-1a), in particular the number and type of critical 

points, identifies the two schemes as U and V. For both, QF,d is modified by ρpop and Ed to give the 

hourly (h) (or other time interval) flux QF,h: 

𝑄𝐹,ℎ = 𝜌𝑝𝑜𝑝 × 𝑄𝐹,𝑑 × 𝐸𝑑(ℎ) (4-1) 

For the V-shaped approach (Sailor and Vasireddy, 2006) the daily mean flux per capita (𝑄𝐹,𝑑,𝑉) is: 

𝑄𝐹,𝑑,𝑉 = 𝑎𝐹0,w + 𝑎𝐹1,w𝐶𝐷𝐷 + 𝑎𝐹2,w𝐻𝐷𝐷 (4-2) 

where aF0,w is considered a base energy use that accounts, for example, for transport and appliances 

that are assumed not to vary with temperature but can vary with day of week (w) (i.e. work and non-

workdays as in Ward and Grimmond, 2017). As aF0,w is a constant, it is assumed that seasonal 

variations in transport mode choices, appliance use, temporality, etc. are negligible or compensating 

(Sailor and Lu, 2004). The heating degree day (HDD) or cooling degree day (CDD) are calculated 

from Tav relative to a regional base temperature (Tb) (e.g. Europe: JRC and EEA, 2019; UK: Day, 

2006; USA: Arguez et al., 2010; China: Beijing Construction Bureau, 2005). On an individual day 

either HDD or CDD may occur, hence the other is 0, so only one temperature dependent energy use 

response (aF1,w or aF2,w) is used.  

 

The V-scheme assumes a narrow thermal comfort range. It also allows unlimited heating or cooling 

with extreme temperatures, despite this being unlikely (Lindberg et al., 2013; Dong et al., 2017; Ao et 

al., 2018). Tb may be derived from outdoor human thermal comfort temperature (e.g. Järvi et al., 2011; 

Ward and Grimmond, 2017).  

 

The U-form allows a wider thermal comfort range (Th to Tc, Figure 4-1a) when no additional energy is 

used for heating or cooling in buildings (Ihara et al. 2008, Ao et al. 2018). In milder climates where air 

temperatures are most commonly between Th and Tc, a better estimate might be found using the U-

shaped scheme. The daily U-form is (Ao et al., 2018): 

𝑄𝐹,𝑑,𝑈 =  𝑏𝑏,𝑤 + 𝑙𝑐1𝐴𝑐,𝑤𝐶𝐷𝐷 + 𝑙ℎ1𝐴ℎ,𝑤HDD+ 𝑙ℎ2𝑏ℎ,𝑤 + 𝑙𝑐2𝑏𝑐,𝑤 (4-3) 

where bb,w is the energy consumption assumed independent of temperature.  Logic parameters (lc1, lh1 , 

set to 0 in a specified comfort temperature range) are used to activate heating or cooling as: 

(i) a heating response (Ah) when Tmin < Tav < Th, driven by HDD = |Th - Tav| (lh1 = 1) 

(ii) a cooling response (Ac) when Tmax > Tav > Tc, driven by CDD = |Tc - Tav| (lc1 = 1) 
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Logic parameters (lc2, lh2) are 0 except when at extreme temperatures (Fig 1a) when the maximum 

capacity plateaus are reached: 

(i) bh for heating if Tav < Tmin then lh2 = 1 and HDD = 0  

(ii) bc for cooling if Tav > Tmax, then lc2 = 1 and CDD = 0. 

 

Given different slopes and thresholds, the two schemes will provide different QF estimates at some 

temperatures (blue and red shading, Figure 4-1a). There are more coefficients and temperature 

thresholds needed (Ao et al., 2018) for the U-form (e.g. Th, Tc, Tmin, Tmax ) than the V-form (e.g. Tb). If 

the plateau limits of energy use (bh and bc) are not visible within the available range of temperature 

data, values could be limited at the minimum and maximum temperatures of the derivation data.  

 

Some parameters values will vary spatially. For example, Ward and Grimmond (2017) derived aF0 and 

aF2 values for each of London’s 33 boroughs or Local Authorities using data from GQF (Iamarino et 

al., 2012; Gabey et al., 2019). Following Zhang et al. (2013), in this study we use the total impervious 

land cover fraction (λi = λbuild + λpaved, the proportion of plan area covered by building and paved 

surfaces relative to the total area) as a proxy for spatial variation of the thermal response coefficients 

(eq. 4-2, 4-3), as anthropogenic heat emissions are predominately associated with buildings (QF,B) and 

transport (QF,T). Deriving parameters by land characteristics allows them to be applied to regions with 

similar energy behaviours and for different spatial scales. Although emissions also occur above some 

pervious areas (e.g. agriculture over rural land use), they are typically small or negligible above urban 

pervious areas (e.g. metabolic heat from people and animals) (Stewart and Kennedy, 2017).  

 

4.3 Methods 

This section describes the methods used for the operation and analysis of this study. Firstly, Section 

4.3.1 specifies the spatial and meteorological characteristics of the study area and period. Section 4.3.2 

provides an overview of the individual runs for the three approaches and describes the urban land 

surface model SUEWS, to which the three models will be coupled. The DASH configurations and 

SUEWS-DASH coupling are explained in Section 4.3.3, and Section 4.3.4 details the methods used to 

obtain parameters for the U- and V-schemes. Section 4.3.5 gives an overview of the analysis.  

 

4.3.1 Study area and period 

The study area is Greater London, where DASH has been evaluated (Chapter 3, Capel-Timms et al., 

2020b). DASH is applied at the highest resolution (Output Area, OA) for which the UK government 

publishes statistical data (Office for National Statistics (ONS), 2020). An OA has 40 to 125 
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households in an area of variable size (156 m2 to 12,265,743 m2, median: 33,528 m2), hence differ in 

population density (residential median: 10,174.7 cap km-2), land cover characteristics, and building 

stock. In Greater London, the 25,053 OA combine into 33 Local Authorities (LAs) (ONS, 2020).  

Variations in land cover (Chrysoulakis et al., 2018; Lindberg et al., 2020) and  population obtained at  

the OA scale (ONS, 2014, 2015) are used to characterise London (Figure 4-2). The relative land cover 

fraction with buildings ( 
𝜆𝑏𝑙𝑑𝑔

𝜆𝑖 /2
) and paved (

𝜆𝑝𝑎𝑣𝑒𝑑

𝜆𝑖 /2
) areas relative to the total impervious land cover 

fraction (λi) varies across the city (Figure 4-2b). As λi increases, the residential population density 

decreases relative to the workplace population density (Figure 4-2b, c). Areas with the highest 

building land cover are frequently in the central business district (CBD) areas, where there are more 

commercial buildings.  

To ensure that local-scale spatial units (Oke et al., 2017b) are modelled with SUEWS, small OA with 

large building land cover fraction need to be amalgamated to adjacent OA to create areas that are 

greater than 12000 m2. As SUEWS is run offline (i.e. without flow between spatial units), areas with 

high population density have very large QF values. This impacts the turbulent heat fluxes and hence 

large near surface air temperatures occur, with the resulting feedback impacting the QF. To resolve 

this, spatial unit characteristics (paved and building land cover fractions, population density, mean 

building height) were equated as a mean of the adjacent spatial units. 1475 OA were amalgamated 

overall. 

The one-year study period is defined to give complete winter and summer responses (2014/10/01 - 

2015/09/30, the latest time-use survey data used to inform activity and movement in DASH). In this 

period the monthly mean maximum and minimum temperatures are similar to the 1981-2010 Normal, 

with a mean difference of ±0.2 ℃ across the year (Met Office, 2020) (Figure K-1). However, the 

ERA5 data (Hersbach et al., 2020), used as meteorological forcing for this study (Appendix H), shows 

lower rainfall than Normal in March, April and June (48 - 57%), whilst July and August were wetter 

(166% of Normal). All three variables are similar to Normal on an annual basis so we do not see the 

full extremes of temperature responses (Figure 4-1).  
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Figure 4-2: Characteristics of London’s output areas stratified into 5% classes of impervious land 

cover (λi), including: (a)  
𝜆𝑏𝑙𝑑𝑔

𝜆𝑖 /2
  (brown) and 

𝜆𝑝𝑎𝑣𝑒𝑑

𝜆𝑖 /2
 (grey) ; (b) residential (red) and workday (blue) 

census populations (normalised by mean of residential + workplace populations for each class) and 

DASH dynamic total occupancy level across workdays (yellow) and non-workdays (purple) 

(normalised by mean of workday and non-workday occupancy levels for each class); and (c) 

median residential, workplace and total populations (left y axis) and annual median daily QF 

(solid), QF,B (dashed) and QF,T (dotted) (W m-2) (right y axis). Number of OA per class shown 

above (a) (a,b) Boxplots show the interquartile range, 5th and 95th percentiles (whiskers), median 

(orange line) and mean (green triangle). Data sources: see Section 4.3. 
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4.3.2 Model runs  

Two DASH model runs are undertaken, hereafter referred to as D1 (DASH v1.0) and D2 (DASH v1.1) 

(Table 4-1). The only difference between the two DASH versions is that v1.1 includes a coupling with 

SUEWS (Section 4.3.3.2). D1 output is mined to calculate the values of coefficients for the U and V-

schemes (Section 4.3.4). D1 is equivalent to model run 7 at the original OA resolution of in Capel-

Timms et al. (2020b) (Table 3-6). D2 is used for the evaluation of the V- and U-schemes. ERA5 

(Hersbach et al., 2020) meteorological data are adjusted by neighbourhood building morphology to 

force D2 (Appendix H), whereas D1 used meteorological observations from one central London site 

(KSSW) for all areas of Greater London (Table 4-1). The KSSW 5 min air temperatures, observed at 

50.3 m above ground level, are gap filled prior to the daily means being determined (Section 3.3.1).  

 

Runs V1 and U1 use the two computationally fast, temperature responsive V- (eq. 4-2) and U-schemes 

(eq. 4-3) (resp., Section 4.2). The two runs will be compared with both each other and D2 in Section 

4.5. Comparison of the fast schemes allows for the differences in magnitude and diurnal profile to be 

observed, whilst comparison with D2 will show which method is best suited to estimating behavioural 

QF.   

 

 

Table 4-1: Model runs undertaken use U, V (Section 4.2) and DASH coupled (C) to SUEWS (Section 

4.3.2) or standalone (S), with different population density data and meteorological forcing (KSSW 

- central London observations (Kotthaus and Grimmond, 2014); ERA5 1 h, 0.125° x 0.125° 

reanalysis data (Hersbach et al., 2020) with 22 grids across Greater London (Appendix H), WG17 -

Ward and Grimmond (2017), CT20 - Capel-Timms et al. (2020) 

Run  U1 V1 D1 D2 

Type C C S C 

Meteorological ERA5  ERA5  KSSW  ERA5  

QF parameters Section 4.3.4 Section 4.3.4 CT20 CT20 

Population 

density 

D1 daily mean D1 daily 

mean  

dynamic  dynamic 

Diurnal profile Section 4.3.4.2 WG17 dynamic  dynamic 

 

 

 

 

 



 

 

 

83 

4.3.2.1 SUEWS 

For this study, DASH is coupled to SUEWS for run D2 (Table 4-1, Section 4.3.3.2) to enable DASH 

to be driven by spatially varying local meteorology and in turn impact the local meteorological and 

hydrological variables. Of the many land surface models to which the QF methods can be coupled (e.g. 

Grimmond et al., 2009; Best and Grimmond, 2015; Lipson et al., 2018; Salamanca et al., 2018), we 

use SUEWS (Järvi et al., 2011) (v2020b) via the python wrapper to SUEWS, SuPy v2020.8.9 (Sun 

and Grimmond, 2019). Meteorological forcing and land cover data are required to simulate energy and 

radiation balance fluxes. SUEWS can also simulate water and CO2 exchanges (Järvi et al., 2019). In 

SUEWS, an area has some mix of seven land cover types: paved, building, evergreen and deciduous 

trees, grass, bare soil and water. QF can either be provided from an external model or calculated within 

a SUEWS option (Sun et al., 2020a). 

 

The U-scheme has been added (alongside the existing V-scheme) directly into SUEWS as a further QF 

emissions method option for this study (Sun et al., 2020a). Previous users of the U-scheme with 

SUEWS (e.g. Ao et al. 2018) used the option to supply values with the meteorological input (Sun et 

al., 2020a).  

 

For all the SUEWS coupled runs (C, Table 4-1) the model requires sufficient spin-up (one year before 

study period) to obtain the appropriate initial state of the environment (e.g. leaf area index, soil 

moisture deficit) for the run period. In this application, a complete spatial run is then done for the 

entire study period (one year, Section 4.3.1). All the SUEWS inputs (Sun et al., 2020b) are provided at 

OA scale (Section 4.3.1). All differences between the model runs are associated with the QF related 

parameters (Table 4-1). All other parameters are consistent between schemes. For the U- and V-

schemes, the required daily mean Tav is calculated from the previous day. Hence, for these schemes QF 

alters all other variables at each time step but the change in current day outdoor temperature is altering 

the HDD and CDD that is used in the next day QF calculations. The diurnal pattern of the QF is for that 

actual day. Unlike for the SUEWS-DASH coupling (Section 4.3.3.2), no feedbacks occur between the 

U and V schemes. This may cause further differences between D2 and V1, U1 as the DASH and the 

faster schemes will respond to different temperatures (though using the same forcing data). 
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4.3.3 DASH 

4.3.3.1 DASH model runs 

The building thermal properties for both D1 and D2 differ based on building age (pre/post 1965) 

(Capel-Timms et al., 2020b). 1965 is when UK building regulations were introduced, including 

standards that governed thermal efficiency (UK Statutory Instruments, 1965). Buildings older than 

1965 did not typically have wall cavities or insulation when built (Oikonomou et al., 2012, 

appendices). Wall insulation is a strong determinant of energy consumption for space thermal control 

(Guerra Santin et al., 2009; Mavrogianni et al., 2012; Hamilton et al., 2013), hence these properties 

have a critical influence on the spatial heterogeneity of heating requirements across London. This 

assumes no retrofitting has taken place; spatially resolved data of such changes were not available at 

the needed resolution and extent. The key properties that vary between building ages are the effective 

conductivity, density, specific heat capacity and thickness of construction component (walls, windows, 

ground floor, Table 3-3, Appendix G). Five population cohorts (by age: 0-4, 5-10, 11-18, 19-64 and 

65+) are used to identify different profiles and choices (agency) in activities undertaken in time and 

space (e.g. work, home, school, recreation; Capel-Timms et al., 2020b, Section 3.4). Note in both the 

D1and D2 runs space cooling is not permitted. 

 

4.3.3.2 SUEWS-DASH coupling 

The building model STEBBS within DASH (Section 3.2.4.3) uses air temperature (Tair), wind speed 

(U), and downwelling shortwave radiation (K↓) to simulate heat exchanges between internal and 

external environments through the building fabric. For the D1 model run, observations above the 

urban canopy (KSSW, Table 4-1) are used. The ERA5 data are used to force SUEWS for the D2 

model run. The SUEWS-DASH coupling passes the following meteorological forcing variables for 

each spatial unit: 

(i) downwelling shortwave radiation (K↓): in this version neither sky view factor nor facet 

fraction are considered. Hence, these data are effectively passed directly through from their 

source.  

(ii) air temperature and wind speed (𝑇0.5𝑧𝐻 , 𝑈0.5𝑧𝐻): using the SUEWS ability to model the 

atmospheric profile (Sun et al., 2020c) as described in Tang et al. (2020), we select the 

variables to pass to SUEWS from the SUEWS output at half mean building height (0.5zH). 

The zH and mean spacing parameters for each model spatial unit are passed SUEWS → DASH 

to ensure consistency upon initialisation. By using the meteorological variables at 0.5zH to 

force DASH, variations with building types are possible but not as computationally intensive 

as complete profiles (Tang et al., 2021).  
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(iii) bulk surface temperature: using the SUEWS Tsurf output (Sun et al., 2020b) as described in 

Omidvar et al. (2020). 

 

In the D2 run, the time steps for SUEWS (5 min) and DASH (10 min) differ (Figure 4-3). The DASH 

provided QF is used for the next two SUEWS time steps. SUEWS provides DASH with 

meteorological forcing at each DASH time step. This results in a feedback between DASH and 

SUEWS (Figure 4-3a). As a consequence, DASH QF is able to respond to QF-induced changes in the 

local meteorology (Section 2.1.3).  

 

 
Figure 4-3: Coupling of DASH to SUEWS (a) Time step sequence (SUEWS operates at 5 min time 

steps, whilst DASH operates at 10 min time steps after one-year spin-up of SUEWS. SUEWS 

provides meteorological forcing variables (met) including: TOA - air temperature at ½ the mean 

building height in OA (°C); Tsurf - bulk surface temperature (°C); K↓ - downwelling shortwave 

radiation (W m-2); ws - wind speed (m s-1) (b) Forcing feedbacks (solid line: implemented, dashed 

line: not implemented) between DASH and SUEWS, where TOA is air temperature (°C) at ½ the 

mean building height in OA 

 

4.3.4 U- and V-scheme parameters  

4.3.4.1 Thermal response parameters 

Daily data from D1 (Table 4-1) are analysed to obtain the parameters applied to the U- and V-schemes 

(Section 4.2). Three day-types (non-school weekday, school weekday, weekends) inform the 

movement of the five age groups, resulting in the largest ρpop differences. Hence, the diurnal mean 

DASH calculated ρpop by day type are used to determine 𝑄𝐹,𝑑  𝜌𝑝𝑜𝑝
−1  for each OA. Population density 

considers only the residential and workplace populations in both cases. It is assumed that energy users 

do not include people visiting a commercial area for retail or leisure, i.e. residents and workers are the 

only populations actively using energy, with energy use in retail and leisure attributed to workers only.  

 

The coefficients for both schemes (V: aF,0 and aF,2, U: Ah and bb) are each derived for workdays and 

non-workdays (non-school weekdays included as workdays and public holidays included as non-
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workdays). Thus, for each day the coefficients are able to produce 𝑄𝐹,𝑑  𝜌𝑝𝑜𝑝
−1  flux values per OA. The 

relation of thermal response parameters to λi was assessed in 1% bands (except for the lowest band λi 

≤ 3%, ensuring 20 or more OA in each band) using linear regression with Python scikit-learn (v. 

0.21.3, Pedregosa et al., 2011). As cooling was not permitted in the D1 (Section 4.3.3.1), cooling 

responses aF1 and Ac will not be found (Section 4.4.1). The heating responses are the linear regression 

slope coefficients:  

- aF2 when Tav < Tb  

- Ah when Tav < Th  

and the base values the intercept: 

- aF0 when Tav > Tb 

- bb when Tav > Th 

The temperature balance points are found differently for the two methods. For the U-scheme, a single 

Th value is used for setting parameter values (Ah, bb) through a two-stage procedure. The first stage 

finds the optimum Th value within a range of 12.5 - 15.5 ℃ around the observed temperature turning 

point (Figure 4-1b) for each λi and day type. Optimum Th will minimise mean absolute error (MAE) 

between the regression lines and D1 𝑄𝐹,𝑑  𝜌𝑝𝑜𝑝
−1   values (i.e. across Ah and bb arms, Figure 4-1) 

(Willmott et al., 2017). The second stage calculates the single city-wide Th by taking the weighted 

average (by number of OA and day type frequency) of optimised Th for each λi class. Th is dependent 

on the setpoints used in STEBBS (Section 3.2.4.3). Setpoints are consistent between runs D1 and D2, 

so U1 and D2 are comparable.  

 

Calculating Tb (and hence aF0, aF2 V-scheme) using the same method would result in the same 

response coefficients in the case of no space cooling response (i.e. aF2=Ah, aF0=bb). To challenge the 

assumptions made by the V-scheme, i.e. no thermal comfort range between heating and cooling, and 

quantify any improvements provided by the U-scheme, Tb is determined from similar studies 

undertaken in London. If space cooling were widespread in London, it is assumed that differences in 

the cooling responses of the two schemes would be similar to those seen during the heating response. 

That is, as Tb lies between Th and Tc, V-scheme estimations would be greater than the U-scheme at 

higher temperatures (red regions, Figure 4-1a). It may also be assumed that similar differences occur 

between schemes at lower temperatures in cities that widely use both heating and cooling. The use of 

both heating and cooling is frequently seen in cities across the world, e.g. North America (Sailor and 

Vasireddy, 2006; Allen et al., 2011; Järvi et al., 2011; Lindberg et al., 2013; Dong et al., 2017) and 

East Asia (Ihara et al., 2008; Ao et al., 2018). aF1 will still be set to zero for the London case as 

cooling is negligible across Greater London and therefore not accounted for in D1.  
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There are a variety of methods for finding Tb (Section 2.2.4). Although no evidence of cooling in 

London was found for the study, Ward and Grimmond (2017) used a value of 18.2 ℃. This study also 

used the V-scheme coupled with SUEWS for Greater London but used a non-native Tb. The value was 

instead taken from a US-based study and sourced from energy modelling standards (Sailor and 

Vasireddy, 2006), assuming the presence of heating and cooling. Other studies using the V-scheme to 

estimate energy consumption in London or the UK have used Tb values of 20 ℃ (UK: Hor et al., 2005; 

London: Dong et al., 2017) and 16 ℃ (Psiloglou et al., 2009). CIBSE (Day, 2006) suggests a Tb of 

15.5 ˚C, though this appears to be based on space heating only. The UK Met Office suggests base 

degree-day temperatures of 15.5 ℃ (HDD) and 22 ℃ (CDD) (Met Office, 2009 via Azevedo et al., 

2015 - original source not found). As 18.2 ℃ lies between these values, the Ward and Grimmond 

(2017) value is deemed an appropriate benchmark for Tb. This a priori method of choosing the value 

of Tb will affect results when comparing the V scheme to either U or DASH, but is necessary for 

investigating the differences in response for the schemes, especially in a city with negligible cooling 

demand.  

 

4.3.4.2 Diurnal QF profiles 

A diurnal profile of QF (Ed, eq. 4-1) is required to obtain sub-daily (hourly resolution) QF estimates for 

each area. Different profiles are used for the two schemes (Section 4.4.3). The V-scheme uses diurnal 

profiles that vary by day type (workday, non-workday) only (Ward and Grimmond 2017). By 

restricting the V-scheme variability to day type, a comparison to using behaviourally responsive 

profiles (i.e. the U-scheme) can be given. 

For the U-scheme, the DASH D1 data are analysed to capture the influence of both behavioural 

patterns (e.g. occupancy levels, habits of appliance use) and environmental factors (e.g. outdoor 

temperature influence on heating needs) on diurnal QF profiles. Initially, the data are split into two 

seasons based on daylight savings dates (UTC: 25th October 2014, UTC + 1: 29th March 2015) to 

capture the behavioural patterns that change with the British Summer Time hour change. Profiles of 

mean-normalised fluxes (eq. 4-4) derived from D1 data (i.e. all days, all OA) (Ew,OA) are stratified by 

five-day moving average temperature (Tav,5) and by five λi (20%) classes. This stratification allows the 

profiles to reflect the spatial variety in QF behaviours across the city (Section 2.3.2.2) and the seasonal 

pattern changes seen due to heating needs (Section 2.3.2.1). Using Tav,5 and broad λi groups mitigates 

the contribution of anomalous areas and temperature days. Temperature ranges are chosen using 

quartiles of Tav,5 to define the range boundaries for each of the two time zone seasons (T1 and T2, 

Figure K-3). Ranges are then collapsed between the time zones given similarities in shape and 
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magnitude. The profiles for each day type, land cover class, temperature range (𝐸𝑤,𝜆𝑖,𝑇𝑎𝑣,5) are the 

fluxes of all corresponding OA normalised by the mean (i.e. the resultant profile is relative to 1): 

𝐸𝑤,𝜆𝑖,𝑇𝑎𝑣,5 = 
∑𝐸𝑤,𝑂𝐴(𝜆𝑖, 𝑇𝑎𝑣,5)

∑𝐸𝑤,𝑂𝐴(𝜆𝑖, 𝑇𝑎𝑣,5)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 (4-4) 

These profiles are smoothed using LOWESS regression (Seabold and Perktold, 2010) to create 10 min 

time interval Ed profiles, maintaining a mean of 1 across all time steps of the diurnal profile.  

4.3.5 Analysis of results 

The results are analysed in two sections that consider two different spatial extents of London. In 

Section 4.4, the U- and V-schemes parameters are derived using the D1 (Table 4-1) results across 

Greater London (Section 4.3.1) and analysed across λi rather than real areas. 

 

In Section 4.5, analysis focuses on all of the OAs within two of the ERA5 0.125° × 0.125° grids 

located in (i) the centre (hereafter referred to as Central, midpoint 51°30' N 0°07.5' W) and (ii) west 

(West, midpoint 51°30' N 0°22.5' W) of London. Amalgamated areas are omitted from all results as 

D2 ρpop in these areas would be different to that used for U1 and V1. 

 

The SUEWS (Section 4.3.3.2) coupled model runs (Table 4-1, C) use the different anthropogenic heat 

flux models (D2, U1 and V1). The results allow analysis of the SEB fluxes and feedbacks on the 

forcing meteorology. The effects on the turbulent heat fluxes are analysed for the midday (11:00 – 

14:00 UTC) period using the median (MM). The variables analysed include the turbulent sensible 

(QH,MM) and latent (QE,MM) heat fluxes, and 2 m air temperature (T2m). The QF forcing is dependent on 

the ERA5 data (Appendix H). 

 

Firstly, the differences in QF,d between D2, V1 and U1 are compared to assess if it is appropriate to 

derive coefficients for the fast schemes from DASH, and if so, which fast scheme performs best 

compared to DASH (Section 4.5.1). Secondly (Section 4.5.2), the D2, V1 and U1 runs are compared 

both between each other and relative to previous SUEWS observation based evaluation (Ward et al., 

2016). The QF influence on midday turbulent heat fluxes and temperature are compared in Section 

4.5.3. Section 4.5.4 assesses the changes in response temperature T2m between the three methods, and 

Section 4.5.5 discusses the impact of the sub-daily diurnal QF patterns on QH and T2m. 

 

In Section 4.5.2 prior SUEWS evaluation results are used to evaluate the SUEWS-DASH and SUEWS 

model performance, using runs D2, V1 and U1. Ward et al. (2016) (hereon referred to as W16) 
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evaluated the SUEWS performance using radiation and eddy covariance observations during 2011-

2013 in central London (King’s College, KcW16) and residential Swindon (SwW16). Two OAs from the 

current study (KcOA, SwOA) with similar characteristics (i.e. land cover, roughness element heights and 

population) to the eddy covariance footprint areas for KcW16 and SwW16 are chosen for comparison of 

fluxes (Table 4-2). The areas are not the same and hence differences will occur due to surface 

characteristics. Daytime (K↓ > 5 W m-2) median (DM) values are determined for each flux, which are 

averaged by the median over each month. ΔQS is not compared as this is modelled. The energy 

partitions βDM (QH,DM / QE,DM), QH,DM / Q*DM and QE,DM / Q*DM are calculated to account for differences 

in QF and meteorology. 

 

Table 4-2: Characteristics of specific output areas analysed including two with observations 

(W16 - Ward et al., 2016, KcW16 and SwW16) and OA selected to be similar (KcOA and SwOA, 

Section 4.3.5). KcW16 and SwW16 ρpop values workday and non-workday values not 

distinguished but the QF estimates in Ward et al. (2016) differ between the two day types. zH: 

mean building height, ztr: mean tree height, zm: measurement height. 

 KcW16 KcOA SwW16 SwOA 

Output area (OA) - E00004229 - E00018409 

F
ra

ct
io

n
  

  
 

 

Paved 0.43 0.39 0.33 0.35 

Buildings 0.38 0.47 0.16 0.15 

Evergreen trees/shrubs 0.00 0.00 0.01 0.0 

Deciduous trees/shrubs 0.02 0.01 0.08 0.12 

Grass 0.03 0.02 0.36 0.38 

Bare soil 0.00 0.00 0.06 0.00 

Water 0.14 0.11 0.00 0.00 

ρpop (cap ha-1) WD 204.58 238.1 47.63 61.3 

ρpop (cap ha-1) WE 204.58 126.3 47.63 68.0 

zH (m) 22.0 14.7 4.2 5.6 

ztr (m) 3.1 5.3 6.2 5.3 

zm (m) 49.6 57.3 10.6 75.5 

Centre location 
5130’ N  

007’ W 

5132’ N 

 008’ W 

5135’ N  

148’ W 

5136’ N  

002’ E 

 

As W16 is for a different period, we use the Frobenius norm (Harris et al., 2020) for each day (1 

October 2014 - 30 September 2015) to select the “closest” meteorological day from W16 to the 

meteorological forcing for this study (Figure K-4Figure K-1: Comparison of ERA5 data (Hersbach et 

al., 2020) to 1981-2010 climate Normals from Hampstead, Greater London (Met Office, 2020) and 

differences (ERA5 - Normal) for monthly mean maximum temperature (℃), monthly mean minimum 

temperature (℃) and monthly rainfall (mm).). Given the daytime turbulent heat fluxes are to be 

compared, daily mean K↓ (W m-2), daily range in soil moisture deficit (SMD) normalised by the period 

range in SMD, rainfall (mm) and air temperature (℃) are chosen as the metrics to identify days that 

best ensure similar representation of fluxes (Best and Grimmond, 2014). In W16 QF fluxes are 
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calculated top-down, using GQF (Section 2.3) for KcW16 and directly from energy consumption 

statistics (Ward et al., 2013) for SwW16.  

 

4.4 Spatial characteristics of QF and variability of U and V-scheme parameters  

Analysis of the DASH D1 (Table 4-1) model run with land cover characteristics (Figure 4-2) provides 

an indication of how QF varies across λi. DASH does not directly use land cover fractions to estimate 

the component fluxes, rather it uses occupancy and activity in spaces across the region. From the 

DASH simulations the changing population densities in the different areas are determined. 

4.4.1 Spatial variation and QF characteristics  

As the proportion of building to paved land cover fraction increases with increasing λi (Figure 4-2a), 

QF becomes larger (Figure 4-2c), caused by QF,B emissions (Figure 4-2c). Transport related emissions 

are proportionally more important at lower λi (Figure 4-2c). However, the transport relation is more 

complex as the magnitude of QF,T  depends on the traffic flow, which varies (e.g. with road type) and is 

more substantial when considered by road area instead of spatial unit area (e.g. Figure 3-10c.ii). 

Population densities and land cover medians are similar between λi,25-75 (Figure 4-2b). Residential 

populations are much larger than workplace in this range. In these suburban areas, domestic QF,B is the 

dominant source, with day of week (workday vs non-workday) causing differences in occupancy level. 

Median QF increases steadily with increasing λi despite little change in population size until λi,70. The 

U and V-scheme parameters would ideally capture this variability of controls on anthropogenic heat 

emission as the relative roles of QF,B  and QF,T change across the city.  

 

Assessment of whether the critical temperatures are spatially variable or fixed for the region suggests 

(from analysis of D1 data) that Th may vary with land cover fraction (not shown). However, as only 

one forcing temperature is used (Table 4-1) it is assumed that Th is a regional, rather than 

neighbourhood, characteristic (Section 4.3.4) for ease of application. With more detailed building 

stock information and a wider range of climate conditions modelled, Th could vary (e.g. λi, day-type) 

but for wider applicability for both across the city and for other study areas, that variability is 

removed. Hence, in this study it is assumed that only land cover influences the base coefficients (i.e. 

af0, eq. 4-2; bb, eq. 4-3). In future work this could be explored further using D2 type model runs with 

atmospheric feedback. 

 

From analysis of the D1 daily OA median QF and mean occupancy results, space heating starts when 

the mean daily air temperature (Tav) goes below ~13.5°C (Figure 4-1b, i.e. Th Figure 4-1a). At cooler 
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temperatures, the clear slope shows the expected general space heating response to temperature (Fig 

Figure 4-1b, i.e. Ah, aF2 Figure 4-1). In D1 air conditioning is not implemented. Although Choudhary 

(2012) suggest 35% to 47% of non-domestic buildings in Greater London have cooling systems fitted, 

no evidence of QF temperature dependency at higher temperatures has been found through analysis as 

to indicate widespread use of space cooling (Hamilton et al., 2009; Iamarino et al., 2012; Kotthaus and 

Grimmond, 2014; Dong et al., 2017; Ward and Grimmond, 2017). Coefficients Ac, bc (U-scheme) and 

aF,1 (V-scheme) are therefore set to 0. With no evidence of the mean diurnal temperatures going below 

Tmin (Figure 4-1b) it is not possible to determine bh. Future work using more extreme conditions could 

assess this, but this would require application of DASH to another city with these conditions. 

Work/non-workdays have different baseline (bb, aF,0 Figure 4-1a, b) values when a comfortable 

outdoor air temperature is reached (Figure 4-1b). The non-workday baseline values are lower. This is 

explained by greater intensity of both commercial QF,B and higher intra-city travel on workdays, as 

typically seen in the QF literature (Section 2.3.1). 

 

4.4.2 Parameters influencing daily per capita anthropogenic heat flux 

Parameters are derived for each λi class using linear regression between QF pop
-1 and Tav (Section 

4.3.4.1) for the two day types. For the U-scheme, Th is set to 13.4 °C based on the lowest overall MAE 

for QF pop
-1 from the 97 classes of Ah and bb combinations and day type weighting. With Th set, the Ah 

and bb parameters by λi class (1% and 5% resolution) are determined (Figure 4-4). For the V-scheme 

we retain Tb = 18.2 C, consistent with the Ward and Grimmond (2017) parameters (Section 4.3.4.1). 

Given the difference in the two temperature balance points, the impact of using these can be assessed. 

Again, for consistency (between U and V), we use the same population density data for the U and V-

schemes so that output differences between the two schemes are only due to the energy coefficients 

used. 

To facilitate application of the appropriate parameters, lookup tables created from the 5% values (blue 

points, Figure 4-4) are used to find the parameters for each spatial unit when the U and V-schemes are 

coupled to SUEWS. Values are interpolated between 5% points to 1% values (cyan line, Figure 4-4). 

This smooths the erratic nature of the 1% points (red points, Figure 4-4) at extreme λi. Using the 1% 

values directly would be suitable for this study area as they would be used for the areas from which 

they were derived, but the values then may be less appropriate for use in another study area. 5% 

resolution values still maintain the dominant trends seen in the 1% classes, giving good spatial 

variability at low and high λi without reflecting the large differences between consecutive λi in these 

areas. Hence, interpolation between the 5% values is used for greater applicability and smoothing. 
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The base values for workdays, aF0 (Figure 4-4b.i, V-scheme) and bb (Figure 4-4a.i, U-scheme) have a 

similar pattern but aF0 is ~ 0.012 W m-2 cap-1 ha-1 less than bb throughout, indicating a lower base (i.e. 

temperature independent) QF. A similar average difference of ~ 0.017 W m-2 cap-1 ha-1 occurs for the 

non-workday values. bb and aF0 increase for both (1% and 5%) λi class intervals and both day types 

when λi > 65% (Figure 4-4a.i,iv,b.i,iv), indicating greater energy emission per capita. These areas are 

densely populated during the workday (Figure 4-2b, c), hence associated with non-domestic energy 

use with typically more intense building emissions (per m2) than residential areas (Section 2.3.1), 

and/or higher traffic flow around the city centre.  

The responses to decreasing air temperatures, aF2 (Figure 4-4b.ii, V) and Ah (Figure 4-4a.ii, U) (i.e. QF 

pop
-1 T-1 gradients) are also similar by day type, with aF2 gradients shallower than the respective Ah 

gradients for all λi, indicating a slower response to temperature. However, some differences occur at 

higher λi. Non-workday values have a slightly broader range, as the Ah and aF2 patterns (Figure 4-4a.v, 

b.v) are like their respective workday patterns (Figure 4-4a.ii, b.ii) until λi,60 after which values 

become more negative, whilst workday values become less negative after λ60. Non-merchant 

workplaces are typically fully or partially closed during non-workdays, whilst shops remain open with 

a greater energy intensity per worker. This causes a greater QF pop
-1 in more commercial areas. On the 

other hand, the workday response above λi,60 implies better energy efficiency as λi increases, as the 

denser population are using less space heating per capita. Non-workday aF2 values (Figure 4-4b.v) 

show a lower range at higher λi cf. Ah (Figure 4-4a.v); i.e. smaller changes with temperature (λi,60→93: 

ΔAh = 0.0053, cf. ΔaF2 = 0.0042 W m-2 cap-1 ha K-1). For both day types Ah values decrease slightly at 

λi,15-20 (both 1% and 5% classes). The only apparent distinctive characteristic for these areas is a 

smaller difference between the mean and median residential population (Figure 4-2b). Domestic 

buildings in DASH are more responsive to immediate environmental forcing due to the differences in 

heating setpoint temperature control, which may result in steeper Ah slopes.  

The QF pop
-1 MAE (Figure 4-4.iii, v.i) when using both class parameters for the V-scheme (Figure 

4-4b) is about twice that for U-scheme (Figure 4-4a) for both day types but less than 0.01 W m-2 cap-1 

ha. This is due to the value of Tb, which was chosen from past studies and not to fit the training data 

(Section 4.3.4.1). Therefore, the V-scheme is expected to deviate more in the coupled model 

evaluation (Section 4.5). The slightly higher MAE on non-workdays for both schemes may be caused 

by their lower frequency throughout the year. λi classes with fewer OA (Figure 4-4c) have both larger 

MAE (Figure 4-4a.vi,b.vi) and less consistent 1% λi class Ah and bb values at both low and high λi. 

Given the linear nature of the U and V-schemes, the use of different critical temperatures and 

parameter values will cause the schemes to over/under-estimate relative to each other with Tav (Figure 
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4-1a, shading). Figure 4-5 shows the resultant linear relations (offline) for the U and V-schemes for 

three selected λi. For all λi shown, the Ah and aF2 lines cross when Tav is below 5 C, and at ~17 C aF2 

intersects bb (Figure 4-5). Between these temperatures QF will be greater when estimated by the V 

than by the U-scheme, and outside of this range the U scheme will produce larger values (red and blue 

zones, resp., Figure 4-1a). The greatest disparities between the two schemes occur when Tav is at 13.4 

℃, e.g. 0.022 and 0.032 W m-2 cap-1 ha for workday and non-workday λ99 (resp.) and 0.031 W m-2 

cap-1 ha for workday λ33 (similar for non-workday). Areas of high λi will likely have a very high ρpop 

(residential and/or workplace, depending on day type), resulting in a large difference in total QF,d. 

Given a peak frequency of temperatures at ~13.4 C (Figure 4-5), these large differences will occur 

frequently. On a few warm days (> ~17 ℃) the U scheme exceeds the V-scheme, though bb and aF0 

lines are of similar magnitude (Figure 4-5), so this will have only a small effect (though for total QF 

this is also dependent on ρpop). Temperatures below 5 C are more common, so the intersections 

around 5 C could impact, but as they are linked to the λi extremes they are spatially less common 

(Figure 4-4c). As expected, λ99 non-workday Ah and bb lines are greater than the maximum workday 

lines.  
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Figure 4-4: Parameters (and assessment) derived for (i-iii) workdays and (iv-vi) non-workdays for the 

(a) U- and (b) V-schemes for impervious land cover (λi) classes (1% red, 5% blue) with lookup 

values interpolated from 5% classes (cyan line), (c) number of OA per λi 1% (note there are no OA 

with < 3% λi). The assessment is the (iii, vi) total mean absolute error (MAE) for QF rpop
-1 (W m-2 

cap-1 ha-1) (note: y-axis scales differ between a and b). The parameters for (a) U scheme are: (i,iv) 

bb, (ii,v) Ah with Th = 13.4°C; and for (b) V scheme: (i,iv) aF0, (ii,v) aF2 with Tb = 18.2°C; see 

Section 4.2 for equations. 
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Figure 4-5: Difference in U (green) and V (purple) scheme QF pop
-1 (W m-2 cap-1 ha) with Tav (C) 

relation for workdays (solid lines) and non-workdays days (dashed lines) for three impervious land 

cover fractions (λi,33, λi,66, λi,99, chosen to represent spread across all land covers whilst showing 

differences between coefficients, Figure 4-4), with frequency of forcing Tav (blue) during the year 

across all 22 ERA5 grids (Table 4-1 C model runs) and measurement heights used within OA (i.e. 

not weighted for number of neighbourhoods for heights used).  

 

4.4.3 Diurnal profiles 

For many applications (e.g. NWP) sub-daily values of QF are needed (eq. 4-1). For the V-scheme, we 

use the Ward and Grimmond (2017) profiles that vary with day type (work-, non-work-day) but not 

with land cover or forcing temperature (Figure 4-6a.i,b.i). 

For the U-scheme, the diurnal profiles are derived from the D1 data (Section 4.3.4.2). Independent of 

λi and Tav, all profiles have a morning peak as people wake up and use appliances, heating (during 

cooler temperatures) and transport (Figure 4-6). A second peak occurs around 15:00 as transport use 

increases again, non-domestic power demand changes (notably in OA with λi,80-100), and domestic 

appliance and heating use increase. The sharp decline in workday QF around 18:00 in OA with higher 

λi (Figure 4-6a.v) is associated with heating and appliance use decreasing as people leave workplaces.  
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At colder temperatures, the diurnal profiles vary less as heating needs dominate. At warmer 

temperatures, peaks associated with appliance use are evident. The V-scheme profiles are lower 

overnight than all the U-scheme values and higher after noon. These differences could go on to impact 

some variables (e.g. atmospheric stability) as periods with low QH will be impacted even by small 

differences in QF as it is always a positive flux (e.g. cf. QF schemes) as QF,d causes differences across 

the day. For example (assuming the same daily mean QF), U-scheme QF values will be greater 

overnight, enhancing QH and therefore outdoor air temperature (cf. V-scheme). In the afternoon, V-

scheme QF values will be greater than U-scheme values.  

 

Figure 4-6: Normalised daily QF profiles (all adjusted for UTC) for V (grey, 1 hr time steps, Ward and 

Grimmond, 2017) and U-scheme (rest, 10 min time steps, Section 4.4.3) for (a) non-workdays and 

(b) workdays for the U scheme five λi classes: (i) 0 - 20%, (ii) 20 - 40 %, (iii) 40 - 60%, (iv) 60 - 

80%, (v) 80 - 100%; and five temperature ranges (colours). See Figure K-3 for temperature ranges 

described in Section 4.3.4.2. 

 

4.5 SEB fluxes of the coupled models  

4.5.1 Variation of QF between the three schemes 

Comparison of the three schemes to each other uses the following metrics: mean, median, interquartile 

range (IQR), and mean bias error (MBE). The three comparisons are defined as: 

(i) VD = V1-D2 

(ii) UD = U1-D2 

(iii) UV = U1-V1 

As discussed, U1 and V1 are expected to under/over-estimate compared to D2 given the 

simplifications made (Figure 4-1, Section 4.3).  
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4.5.1.1 QF across Greater London 

The annual mean 30 min areally weighted QF for Greater London for the coupled DASH (D2) run (8.4 

W m-2) is 30 % greater than the equivalent uncoupled DASH QF (D1) (Table 4-3) results. As no other 

configurations were altered between D1 and D2, this is due to the differences in meteorological 

forcing between the two runs (Figure K-2). The meteorological forcing data include the influence of 

urban effects (e.g. QF, ΔQS, surface roughness) as KSSW data are from observations and ERA5 data 

are urbanised within SUEWS (to multiple levels from 𝑇4.6−6.8𝑧𝐻on average in the Central and West 

regions, Appendix H, Section 4.3.3.2). Figure K-2 compares the forcing provided by the two sources. 

The KSSW observed temperatures (used in D1, 𝑇~3𝑧𝐻) are warmer than the median monthly mean 

SUEWS/ERA5 𝑇0.5𝑧𝐻  values across the year in both regions, as is the annual mean (of the median for 

ERA5 C and W: KSSW- C = +1.24 K, KSSW-W= +1.70 K). The two ERA5 areas have similar mean 

forcing air temperature (urbanised difference of 0.1 K (W - C)). Hence, the D2 results differ from D1 

(e.g. via STEBBS conduction). The KSSW wind speeds are greater for SUEWS/ERA5 𝑈0.5𝑧𝐻 , again 

impacting STEBBS (e.g. convective heat exchange, Appendix B). K↓ values are similar to KSSW. The 

two runs have very similar frequency distributions of annual mean OA data (Figure 4-7), both in shape 

and magnitude.  

 

The U1 and V1 annual areally weighted QF means across Greater London (GL) are smaller than the 

D2 mean, but medians and IQRs across individual spatial units are larger (Table 4-3). The frequency 

distributions for U1 and V1 annual average OA values are skewed towards higher values cf. D2 

(Figure 4-7, Table 4-3), associated with a general overestimation of the fast schemes. Whereas the D2 

GL mean and OA median are quite similar (0.11 W m-2, 1% difference, Table 4-3), the medians for U1 

and V1 are both 48% larger than their own means. Overall, the U1 results are more similar to D2 than 

the V1 results (Table 4-3). Differences are expected between the three runs, as the U1 and V1 

coefficients will not capture the extreme QF values across λi and Tav (Section 4.4.2). For example, the 

U1 and V1 areally weighted annual means across the Central region (where QF is most intense: Figure 

3-13) are smaller than D2. One possible reason for these differences is that the meteorological 

response is only to Tav for the U and V schemes, whilst DASH QF,B also responds to wind speed (i.e. 

convective heat exchanges between the external wall and outdoor environment, Appendix B) and 

radiation (Section 4.3.3.2, 4.3.4.1).  
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Table 4-3: Annual (1 October 2014 - 30 September 2015) Greater London (GL), output area (OA), 

central (C) and west (W) ERA5 region mean (areally weighted by OA area, N= 25053), median 

and interquartile range (for OA, not weighted) of QF (W m-2) for model runs D1, D2, V1 and U1 

(Table 4-1). Note, some areas are amalgamated in runs D2, V1 and U1 (Section 4.3.1). 

 GL OA  C W 

 Mean 25th 50th 75th Mean Mean 

D1 6.43 5.71 8.54 13.03 18.13 5.98 

D2 8.37 5.73 8.48 12.75 22.98 6.17 

V1 7.44 7.22 11.03 16.70 18.90 5.94 

U1 6.68 6.46 9.89 14.99 17.00 5.32 

 

 

 

Figure 4-7: Frequency distributions (100 bins) of annual (1 October 2014 - 30 September 2015) 

average QF at OA resolution for runs D1, D2, V1, and U1 for all OA in Greater London (QF capped 

at 100 W m-2 to remove large outliers for visualisation). 

 

4.5.1.2 QF MBE for VD, UD and UV 

All areas and comparisons have a narrow IQR of MBE considered across all temperatures (Figure 

4-8a, b, d, e). The IQR for both VD and UD are mostly within positive values (VD: 91 - 95% of IQR; 

UD: 75 - 95 % of IQR), indicating a slight bias towards V1 and U1, though there is no overwhelming 

bias according to the p1 and p99 lines (Figure 4-8a.ii, b.ii, d.ii, e.ii; Table I-1). IQR positive bias is 

slightly less for UD in Central (75%), suggesting that U1 performs better than V1 in this region 

(Figure 4-8b). Median MBE values are close to zero for both regions for the VD and UD comparisons 

(Figure 4-8a.i, b.i, d.i, e.i; Table I-1). In areas with low λi (green, Fig 6) MBE are closer to zero than 

for areas with mid (brown) and high (grey) λi (Figure 4-9a.ii,b.ii). For the VD comparison, 98% of 

QF,d values lie within ±33 W m-2 of D2 values for the Central region (Figure 4-8a, b), and ±16 W m-2 
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for the West region (Figure 4-8d, e). For UD 98% of values lie within ± 29 W m-2 for Central and ± 14 

W m-2 for West. 

 

Given the larger QF emissions in the city centre associated with the larger ρpop and higher λi, the 

Central region has a greater range (Table I-2) of values (Figure 4-8a.ii,b.ii) than the lower West 

(Figure 4-8d.ii, e.ii). The largest positive outlying values for both VD and UD for the West region are 

attributed to a single area with a high population density (651 - 704 cap ha-1). For this area the V1 and 

U1 schemes overestimate QF,d (MBE up to 150 W m-2) during colder and milder temperatures (MBE 

~40 W m-2). As this in turn impacts the other SEB fluxes and street level temperature, these schemes 

(or parameter values) may not be appropriate in areas with high population density with λi the only 

characteristic considered (Appendix J). As the amalgamation of areas was minimal this may be 

improved by a more systematic approach, for example using a consistent grid size.  

 

The VD MBE varies more (cf. UD) with forcing temperature (Figure 4-8a.i, b.i). QF,d is more biased 

towards the V1 scheme than D2 during colder temperatures for the Central region (Figure 4-8a.i). VD 

Central median MBE reduces when Tav > 13 C, reaching 0 W m-2 at 19 ℃ (Figure 4-8a.i). The U1 

results do not show these trends (median MBE 1 to 2.5 W m-2 when Tav > 6 C, Figure 4-8b.i). Median 

MBE varies for both comparisons at low (Tav < 5 ℃) and warm (Tav > 20 ℃) temperature extremes, 

likely related to small samples. In the West region, VD median MBE decreases slightly with 

increasing temperature (Figure 4-8d.i), whilst UD median MBE lack a trend (Figure 4-8e.i), with 

values very close to 0 W m-2 once Tav. > 8 C.  

 

Comparison UV of the two fast schemes across the forcing temperatures (Figure 4-8c, f), shows U1 

values exceed V1 at low and high temperatures, as expected (Figure 4-5). Median MBE patterns do 

not indicate a large exceedance of U1 at lower temperatures (Figure 4-8c.i, f.i), despite U1 exceeding 

V1 from below 7 C in some high λi OA. The U1 values generally are greater than V1 values for Tav > 

18 C in both areas (Figure 4-8c.i, f.i), which is approximately where aF2 intersects bb (Figure 4-5). 

The U1 exceedances have little impact across all λi and Tav, (e.g.  negative skew of the 1st and 99th 

percentiles in both regions). The V1 bias occurs at milder temperatures, with maximum difference 

occurring between 9 - 14 C (Figure 4-8c.i, f.i) consistent (Figure 4-8c.ii, f.ii) with the MBE 

increasing with λi. Although mostly biased towards V1, the difference between the two schemes is 

quite low across all temperatures (e.g. density of points, Figure 4-8c.iii, f.iii) and percentile lines. 
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Figure 4-8: MBE of QF,d for all areas in (a-c) Central and (d-f) West for (a, d) VD, (b, e) UD and (c, f) 

UV. Subplots consist of (i) median MBE with Tav in 100 ∆T bins, (ii) all MBE (log scale) against 

Tav shaded by λi (increasing 10% classes), (iii) frequency of MBE across all Tav (both axes log 

scale). (ii, iii) MBE percentiles across all Tav: p1 and p99 (blue); p5 and p95 (red); p25 and p75 

(yellow); and median (black) (Table I-1). Y-scale is the same for ii and iii for VD, UD, likewise for 

UV. 

 

As expected from the earlier results, comparison of the VD and UD MBE across all λi shows VD to be 

biased towards V1, whereas UD shows more of a bias towards D2 (Figure 4-9). When both fast 

schemes simultaneously show positive (negative) MBE, i.e. are both biased towards themselves (D2), 

VD values are larger than the equivalent UD values. This is consistent with the greater spread of V1 

values and the overwhelming bias of UV towards V1 (Figure 4-8c, f). This occurs across all λi, though 

low λi areas lie closer to the 1:1 line (Figure 4-9). For both comparisons and both regions, mean MAE 

increases with λi (Figure 4-9a.ii, b.ii). This is expected as in high λi areas increased ρpop amplifies the 

error between the calculated coefficients and true values (Section 4.4.2) in total QF. 



 

 

 

101 

 

Figure 4-9: VD (V1 - D2) average daily QF MBE vs. UD (U1 - D2) QF,d MBE (both axes log scale) for 

(a) Central and (b) West regions shaded by λi (increasing 10% classes: green → brown → grey). 

White dashed line shows 1:1. The directions of the biases towards each of the three schemes are 

given along the axes. 

 

4.5.1.3 Annual daily IQR of QF  

QF,d clearly varies with temperature for all three schemes, which each follow similar seasonal patterns 

(Figure 4-10). Larger values occur in the winter as buildings respond to heating needs (Section 2.3.2.1, 

Figure 3-12). Summer values are smaller as no space temperature control is implemented. U1 and V1 

are clearly sensitive to Tav, displaying similar daily peaks and troughs to D2. 

 

Autumn and winter (2014/10/01 - 2015/02/28) U1 and V1 values exceed D2 in most areas, especially 

in λi,30-70 (Figure 4-10a.iv-vii, b.iv-vii). For the Central region, U1 median values averaged over this 

period and λi categories are greater than D2, whilst V1 values are even more so (Table 4-4). This also 

occurs in the West region. In summer (2015/06/01 - 2015/08/31) U1 and V1 still tend to exceed D2, 

but overall differences are smaller (Table 4-4).  
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Table 4-4: Seasonal differences in average median QF,d (Figure 4-10) between V1 & U1 and D2 (%: 

V1÷D2, U1÷D2; Magnitude, W m-2: V1 - D2, U1 - D2) for areas λi,30-70. 

Period Temp 

range (℃) 

Region V1 U1 

%  Magnitude (W m-2) % Magnitude (W m-2) 

Oct 2014 - 

Feb 2015 

-0.8 - 17.3 C 23 - 28 2.8 - 4.5 12 - 17 1.4 - 2.7 

W 10 - 46 1.3 - 3.5 0 - 32 0.1 - 2.4 

June - Aug 

2015 

10.2 - 26.0 C 16 - 25 1.4 - 2.1 6 - 16 0.6 - 1.3 

W 2 - 47 0.1 - 1.7 -7 - 38 -5.8 - 1.38 

 

 

Across the year, QF.d for both U1 and V1 are more similar to D2 at λi,70-100 (Figure 4-10a.viii-x, b.ix-x). 

This is however dependent on the spatial units sampled. For example, at Central λi,70-80 areas QF,d 

values for the fast schemes are similar to D2 (Figure 4-10a.viii) but at West λi,70-80, U1 and V1 

underestimate D2 throughout the year (Figure 4-10b.viii). Such disparities also occur between regions 

at λi,0-20 (Figure 4-10a.i-ii,b.i-ii). This is due to the profile of spatial units specific to the Central/West 

regions within λi. Under-/overestimation will occur if specific sampled OA U1 and V1 parameter 

values lie above/below the 5% interpolated values (Section 4.4.2). Furthermore, these 5% interpolated 

values are derived from highly variable, low sampled data at extreme λi (Figure 4-4). 

 

QF,d from V1 model runs exceeds U1, except for the warmest (July - August) and coldest (midwinter) 

temperatures across all λi, when U1 medians equal or exceed V1. This reflects expectations from 

Figure 4-5, and results shown in Figure 4-8, though the occurrences of temperatures where U1 exceeds 

V1 are seldom (Figure 4-5). Consistent with offline (Figure 4-5) and MBE analysis (Figure 4-8) 

results, the greatest differences occur during mid-range temperatures.  
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Figure 4-10: D2 (orange), U1 (green), and V1 (purple) (Table 4-1) model results for (a) Central and 

(b) West, stratified in to 10 λi classes (i-x) daily median (line) and IQR (shaded) QF,d and (xi) 

forcing Tav (℃) for each region (median across measurement heights). N denotes number of OA in 

each λi class. Note Y-axes differ between i-ii, iii-v, vi-viii and ix-x. 
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4.5.2 Comparison with previous SUEWS results 

KcOA and SwOA monthly diurnal fluxes are compared to modelled and observed values for KcW16 and 

SwW16 to determine SUEWS-DASH and SUEWS model performance with regards to the QF schemes 

used. Similar forcing conditions between comparisons are ensured (Section 4.3.5).   

 

QF values at KcW16 (W16 obs, Section 4.3.5) are much greater than those at KcOA for runs U1, V1, D2 

(Figure 4-11a) as different models were used to estimate QF between the two studies. W16 QF values 

are derived from GQF (Gabey et al., 2019) and were adjusted for energy balance closure against 

observations of other fluxes at the site (Kotthaus and Grimmond, 2014; Ward et al., 2016). GQF itself 

has also been shown to produce higher QF values than DASH (Section 3.5, Capel-Timms et al., 

2020b). This results in higher QH values at KcW16 as the additional available energy is partitioned. At 

Sw, the magnitudes of QF are more similar across the year (Figure 4-11a). Summer values are higher 

for W16 obs, though there is less annual variation. V1 is generally higher than U1 and D2, following 

trends seen in Figure 4-8 and 4-9. 

 

As QF contributes mostly towards sensible heat across a city, QH is analysed first. KcW16 QH,DM / Q*DM 

generally follows a similar pattern to U1 and V1 though at a higher magnitude (Figure 4-11b). This is 

likely due to the higher QF providing more available energy to QH. All results show elevated winter 

values compared to the rest of the year. This is due to the common phenomenon of QF  > Q* in mid-

high latitude cities during low temperatures. In Sw, QH,DM / Q*DM has a narrower range due to the 

higher fraction of vegetated land cover (Figure 4-11b). QH will be less dependent on QF, as values are 

smaller in the suburban area. Results modelled for this study (U1, V1, D2) show a decrease for May 

followed by much higher values for June and July. In May there is a steep increase in leaf area index, 

which would lead to more evapotranspiration and therefore a greater proportion of available energy 

partitioned into QE, though leaf area index does not decrease in June or July to cause an increase in 

QH,DM / Q*DM. There is also a greater increase in Q* during this month, accounting for smaller QH,DM / 

Q*DM. Though it is difficult to compare due to differences in forcing meteorology, results for W16 

over 2012-2013 (not adjusted for similar meteorology) also show a decrease followed by a sharp 

increase around a similar time, though this is less extreme.  

 

The magnitudes of Kc winter QE,DM / Q*DM for W16 observations are more similar to values simulated 

for U1, V1 and D2 than those simulated by SUEWS for W16, though over summer W16 values are 

closer to U1, V1 and D2. All results show a gradual decrease from late winter to spring. Sw results for 

U1, V1 and D2 show more erratic results from May to July, in tandem with values seen for QH,DM / 

Q*DM. The dominance of QE in May is again likely due to the sudden increase in leaf area index (and 
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therefore evapotranspiration) in this month. The sudden decrease from May to June is also shown in 

W16 2012-2013 simulated actual results from June to July.  

 

 

Figure 4-11: Fluxes and flux partitioning at Kc and Sw (Section 4.3.5) for monthly daytime (K↓ > 5 W 

m-2) medians of (a) QF,DM (W m-2), (b) QH,DM / Q*DM, (c) QE,DM / Q*DM and (d) βDM. W16 refers to 

values simulated within SUEWS, whilst W16 obs refers to eddy covariance observation values 

(Ward et al., 2016). Both W16 and W16 obs are arranged for equivalent forcing meteorology to 

2014/10/01 - 2015/09/30 ERA5 forcing for Greater London (Section 4.3.5), whilst W16 11-12, 

W16 12-13 are direct Oct. - Sept. values for 2011-2012 and 2012-2013 resp.. W16 obs QF is used 

for surface energy balance calculations in Ward et al. (2016) and taken from GQF (Kc, adjusted 

values) or energy consumption statistics (Sw), whilst W16 QF (also reflected in W16 11-12, W16 

12-13) is simulated via the integrated SUEWS population-based V-scheme but not used for other 

fluxes. 
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Bowen ratios are greater in Kc than in Sw across the year for all models (Figure 4-10d) despite a 

higher water land cover fraction at this site. This is likely due to the constant presence of much higher 

QF values, especially in winter, providing energy to QH. No models reflect the monthly alternating 

pattern of W16 obs values in Kc between March and August, though this is due to small fluctuations 

in QH and QE (Figure 4-11b, c). W16 simulated results are generally greater than U1, V1 and D2, with 

more annual variation. At Sw, the patterns in summer QH,DM and QE,DM for U1, V1 and D2 are 

reflected.  

 

4.5.3 Influence of QF on the turbulent heat fluxes  

As QF influences the turbulent heat fluxes, the resultant errors of each scheme for midday (1100-1400) 

median sensible (QH,MM) and latent (QE,MM) heat fluxes are investigated. These two fluxes are key to 

understanding the implications of the three QF methods to changes in the urban meteorology, 

particularly with regard to the development of the urban heat island and boundary layer stability (not 

explored here) (Section 2.1.3). 

 

4.5.3.1 QH,MM MBE for VD, UD and UV 

The IQR of the MBE density across all comparisons and areas remains narrow for QH,MM  (Figure 

4-12a, b, d, e; Table I-1). UD MBE IQR is narrower than for VD by 31% for the Central region and 

40% for the West. Furthermore, the IQRs for VD are entirely biased towards V1, whilst UD IQRs 

span biases for U1 and D2 (73 - 90% towards U1), with medians closer to zero by 2.39 - 4.56 W m-2 

(Figure 4-12a, b, d, e; Table I-1). This implies that U1 provides closer estimations than V1 across the 

Central and West regions. This is expected as QF is also slightly overestimated by the two fast 

schemes in most areas (Figure 4-8) and QF contributes to QH. The biases become less substantial for 

p99, p95, p5 and p1 for both UD and VD (Figure 4-12a.ii, b.ii, d.ii, e.ii; Table I-1). The spread of MBE 

values increases with λi, similar to the patterns seen for QF (Section 4.5.1.2). This is confirmed by the 

positive median MBE in all cases. 

 

Figure 4-12c, f show that U1 QH,MM is generally lower than that of V1 for both areas, confirming the 

expectation that higher QF estimation leads to higher QH. Nevertheless, the breadth and position of the 

UV IQR of MBE values implies that this may not greatly affect QH values in the terms of the diurnal 

QH magnitude. As U1 diurnal profiles are derived from D1 and change with temperature range, it is 

expected that U1 QH,MM is closer to D2 than V1, which uses default SUEWS profiles not derived from 

the study area (Section 4.4.3). 
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There is little relation between median MBE and Tav for the UD comparison (Figure 4-12b.i, e.i); the 

majority of values are between 0 and 2.5 W m-2 for both regions. VD shows a clear relation, as median 

MBE decreases as Tav increases, ranging from 0-10 W m-2 for the Central region (Figure 4-12a.i) and 0 

– 8 W m-2 for the West region (Figure 4-12d.i). VD QF median MBE shows a decreasing relation 

when Tav > 13 °C (Figure 4-8a.i, d.i), though differences in QH,MM  could also be symptomatic of the 

diurnal profiles used for QF (Section 4.4.3), as a greater proportion for daily QF is shared across 

midday for V1 (Figure 4-6a.i, b.i).  

 

A particular feature of QH,MM MBE is a sudden increase at mild temperatures (10 - 18°C) in some 

areas, indicating overestimation by U1 and V1 (Figure 4-12a.ii, b.ii, d.ii, e.ii), and contributing to the 

high magnitude of  p99 values. These areas were found to predominantly be those with a high ρpop but 

relatively low λi which produce erroneously large QF,d results (Appendix J.2). Whilst this pattern is not 

directly reflected in the QF,d results (Figure 4-8), this appears to have a substantial effect on QH,MM. As 

QF,d overestimation in these areas will occur at all temperatures (particularly during colder seasons) 

this may be due to the diurnal profiles used for both U1 and V1 (Section 4.4.3). There is also the 

possibility that these areas are too small for SUEWS to physically resolve the resultant high QF. This 

highlights a possible need for the U and V schemes to be implemented at a lower spatial resolution.  
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Figure 4-12: MBE of average daily QH,MM for all areas in (a-c) Central and (d-f) West for (a, d) VD, 

(b, e) UD and (c, f) UV. Subplots consist of (i) median MBE against Tav in 100 ∆T bins, (ii) MBE 

(log scale) against Tav, coloured by λi (increasing 10% classes), (iii) frequency of MBE across all 

Tav (both axes log scale). (ii, iii) MBE percentiles across all Tav: p1 and p99 (blue); p5 and p95 (red); 

p25 and p75 (yellow); and median (black) (Table I-1). Y-scale is the same for ii and iii for VD, UD, 

likewise for UV. 

 

4.5.3.2 QE,MM MBE for VD, UD and UV 

QE,MM MBE have narrower IQRs than QH,MM (Table I-1). This is partly due to most areas in the city 

having low vegetated or water land cover, resulting in less opportunity for evaporation. Extreme 

negative MBE (Figure 4-13a.ii, b.ii, d.ii, e.ii), indicating underestimation of QE,MM in U1 and V1, 

occurs at the same temperatures and λi as the overestimation of QH,MM by the fast schemes (Figure 

4-12aii, bii, cii, dii). Median MBE therefore shows a relation with temperature, with an apparent move 

towards a D2 bias for both fast schemes when Tav > 12 °C (Figure 4-12a.i, b.i, d.i, e.i). The IQR 

(Central: 1.4 W m-2, West: 1.1 W m-2) and p5-95 (Central: 6.5 W m-2, West: 4.8 W m-2) point densities 

for the UV comparisons are narrow, (Figure 4-13c.ii,iii, f.ii,iii; Table I-1), implying little difference 

between the two fast schemes in most areas, though the p25, p75 and median lines show a slight bias 

towards V1. U1 shows greater QE,MM at milder temperatures for a few areas with medium to low λi. 
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Figure 4-13: MBE of average daily QE,MM for all areas in (a-c) Central and (d-f) West for (a, d) VD, 

(b, e) UD and (c, f) UV. Subplots consist of (i) median MBE against Tav in 100 ∆T bins, (ii) MBE 

(log scale) against Tav, coloured by λi (increasing 10% classes), (iii) frequency of MBE across all 

Tav (both axes log scale). (ii, iii) MBE percentiles across all Tav: p1 and p99 (blue); p5 and p95 (red); 

p25 and p75 (yellow); and median (black) (Table I-1). Y-scale is the same for ii and iii for VD, UD, 

likewise for UV. 

 

4.5.4 T2m MBE for comparisons VD, UD and UV 

Under or overestimation of QF may lead to changes in air temperature, as QF contributes to the 

warming of the outdoor environment and outgoing longwave radiation (Section 2.1.3.2). These 

changes in QF and T2m must be accounted for and mitigated if using the schemes in applications such 

as urban weather forecasting and heat stress studies. Again, all IQR and p values reference Table I-1.  

 

Both VD and UD comparisons show extremely narrow MBE IQRs in both regions (< 0.055 ℃ in all 

cases), with MBE medians very close to zero (< ± 0.012 ℃) (Figure 4-14a,b,d,e; Table I-1). For the 

Central region, both V1 and U1 estimate daily average T2m to within ±0.87 °C of D2 values for at least 

98 % of values (Figure 4-14a,b). p1-99 spread is broader for the West region, and slightly broader for 

UD than for VD (Central: by 3%, West: 11%) (Figure 4-14d.ii,iii, e.ii,iii). p1-99 values indicate that V1 

has a very slight tendency to underestimate T2m (52 - 60% values are biased to D2) (Figure 4-14a.i, d.i) 

whilst U1 only very slightly overestimates T2m (55 - 58 % biased to U1) (Figure 4-14b.ii, e.ii). Central 
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median MBE does not show a strong pattern but varies more when Tav < ~8 ℃ (Figure 4-14a.i,b.i). 

This implies that U1 and V1 QF,d deviate more from D2 (Figure 4-8a,b,d,e) as the fast schemes 

become more sensitive to temperature (Figure 4-1a) and errors relative to the training data (Section 

4.4.2) accumulate. 

 

The comparison UV shows that U1 simulates a higher T2m than V1, though the IQR is below 0.06 °C 

for both the Central and West regions and centred narrowly around zero (Figure 4-14c, e). Median 

MBE again shows a trend with Tav, becoming biased towards U1 when Tav < ~8 ℃ (Figure 4-14c.i, 

f.i), though in some areas U1 bias occurs when Tav < 12 ℃ (Figure 4-14cii, fii). This reflects the MBE 

biases towards D2 and U1 for the VD and UD comparisons resp.. This is likely due to greater 

proportions of QF,d distributed during low temperature night times in the U-scheme cf. the V scheme 

by the Ed profiles. Overnight, V-scheme Ed reaches as low as 0.4, whilst U-scheme Ed only goes as 

low as 0.75 for the highest λi category (Figure 4-6a.i, b.i).  

 

 

Figure 4-14: MBE of average daily T2m for all areas in (a-c) Central and (d-f) West, for (a, d) VD, (b, 

e) UD and (c, f) UV. Subplots consist of (i) median MBE with Tav in 100 ∆T bins, (ii) MBE against 

Tav, coloured by λi (increasing 10% classes), (iii) frequency (x-axis log scale) of MBE across all 

Tav. (ii, iii) MBE percentiles across all Tav: p1 and p99 (blue); p5 and p95 (red); p25 and p75 (yellow); 

and median (black) (Table I-1). Y-scale is the same for ii and iii for VD, UD, likewise for UV. 
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4.5.5 Impact of diurnal profiles on T2m and QH  

The diurnal QF profile of any scheme alters the responses of outdoor air temperature (here two-metre 

air temperature T2m, which in SUEWS responds to QF forcing) and the turbulent heat fluxes. To 

demonstrate the importance of Ed for U1 and V1, Figure 15 shows the IQR diurnal profiles of QF 

across the Central and West regions, alongside the differences ΔQH and ΔT2m (℃) between the three 

schemes. Days are classified across three Tav ranges (from the temperatures used for U1 Ed, Figure 

4-6, Section 4.3.4.2), to determine relations between Tav, Ed shape and resultant T2m MBE.  

 

QF emissions are most intense when Tav ≤ 6.9 ℃ due to the heating response (Figure 4-15a.i, d.i), and 

hence diminish as Tav increases (Figure 4-15b.i, c.i, e.i, f.i). This is reflected in the decreasing ΔQH and 

ΔT2m with Tav. The diurnal QF patterns for U1 and D2 are similar, though U1 values are slightly greater 

than D2 in most cases. This is expected from previous results (Figure 4-7, 4-8). Across the three Tav 

ranges, the diurnal mean of median U1 QF values are 12 - 14% greater cf. D2 in the Central region, 

and 25 - 30% greater in the West region. V1 values are lower than U1 and D2 overnight, but much 

greater in the daytime. Overall diurnal values are greater than D2. V1 diurnal mean median values are 

20 - 29% greater than D2 in the Central region, and 36 - 49% greater in the West region. 

 

ΔT2m,UV is consistently greater and positive (biased to U1) during the night as U1 QF is greater than V1 

QF. In the daytime, ΔT2m,UV is zero, or slightly negative when the two peaks in V1 occur (07:00, 17:00, 

Figure 4-6a,bi). Greater magnitudes in ΔT2m,UV occur overnight (median values up to 0.7 ℃) because 

QF has a greater proportional effect when K↓ is zero and the depth of the boundary layer is shallower 

(Section 2.1.3.2). K↓ is stronger at higher Tav, so QF will have less of an influence on T2m in these 

temperature ranges. Hence, the T2m MBE for the UV comparison is more sensitive at lower Tav, and 

negligible elsewhere (Figure 4-14c, f). This pattern is not reflected in the comparisons of QF,d (Figure 

4-8) and the turbulent fluxes (Figure 4-12, 4-13) as they are averaged across the whole day and 

midday, resp.. Differences in surface characteristics and building morphology (e.g. zH in Central is 4.7 

m greater than in West area) cause the differences in ΔT2m,UV between the two grids (e.g. Figure 

4-15a.iii,d.iii). Due to the similarities between U1 and D1 QF, ΔT2m,VD patterns are similar to ΔT2m,UV.  

 

ΔQH patterns follow ΔT2m overnight but are more responsive to QF in the daytime. This is most 

noticeable in the patterns for ΔQH,VD, ΔQH,UV where distinctions between QF schemes are greater. ΔT2m 

is less affected by QF in the daytime for the inverse of the night-time reasons stated above. 

UD ΔT2m and ΔQH show better performance cf. VD. This is partly due to U1 providing closer QF,d 

estimates (Figure 4-7, 4-8, 4-9), but also shows the importance of maintaining similar sub-daily 
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profiles as values are close to zero throughout the ΔT2m,UD and ΔQH,UD profiles. Median values for 

ΔQH,UD range from -0.32 to 3.25 W m-2 and -0.026  to 0.20 ℃ for ΔT2m,UD.  

 

 

Figure 4-15: Medians (solid line) and IQRs (shading) of (i) QF estimations, (ii) ΔQH (UD: U1-D2, VD: 

V1 - D2, UV: U1 - V1), (iii) response temperature ΔT2m (℃; UD, VD, UV) for all days (01 

October 2014 - 30 September 2015) categorised by forcing temperature (℃) (a, d) Tav < 6.9 ℃, (b, 

e) 6.9 < Tav < 9.6 ℃, (c, f) 9.6 ℃ < Tav (determined from Figure 4-6 ranges) for all spatial units in 

the (a, b, c) Central and (d, e, f) West regions. Results at 30 min time steps. 

 

4.6 Conclusions 

Parameters for two computationally fast (Table F-1) anthropogenic heat flux estimation methods are 

derived using a more complex model (DASH), that reacts directly to environmental forcing, 

behaviours and characteristics of the study area. The V-scheme (eq. 4-2) uses a single temperature 

balance point based on human thermal comfort temperatures. The U-scheme (eq. 4-3) considers a 

range of temperatures for which QF is independent from outdoor air temperature, using parameters that 

can be found from analysis of energy consumption data or established QF estimations. Diurnal profiles 

for the U-scheme are derived from the complex model and vary both spatially and by temperature. 

Coefficients are distributed by fraction of impervious land cover for both schemes, as this showed 

variability in populations and QF intensities. This allowed for a spatially diverse allocation of 

parameters. All three runs showed similar magnitudes in monthly mean fluxes when compared to 

established results, though whilst attempts were made to mitigate differences in forcing meteorology, 

it was difficult to compare seasonal patterns. 
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Comparisons between the two fast schemes and DASH have shown that both the U- and V-schemes 

have a tendency to overestimate QF, especially during colder temperatures. Annual median QF across 

all spatial units from the V-scheme exceeded DASH estimates by 30%, whilst the U-scheme values 

exceeded DASH by 16%. Across the autumn and winter period, V-scheme seasonally averaged 

median daily QF in areas of 30-70% impervious land cover were up to 46% greater than for DASH. 

Though overall difference in QF magnitude was small, the U-scheme overestimated DASH by up to 

only 32% across the same areas and period. Mean bias error in QF between DASH and the fast 

schemes was found to increase with impervious land cover, though this was expected given the related 

increase in population density and therefore error amplification. Errors were biased towards the fast 

schemes, though more so for the V-scheme than the U-scheme, which showed less spread in daily 

error at the highest spatial resolution.  

 

The schemes were also analysed for other elements of the surface energy balance and urban 

meteorology. Midday QH and QE MBEs between DASH and U, V showed general biases towards the 

fast schemes due to the overestimations in QF, though these were small for the majority of areas. The 

V-scheme again showed greater error than the U-scheme, but this could partly be due to midday 

differences in the QF diurnal profiles. 

 

Hence, the U-scheme was found to perform better across most temperature ranges and spatial 

distributions. This is due to better representation of the QF response to forcing temperature, as the 

temperature balance point was chosen based on analysis of training data as opposed to assumptions on 

heating/cooling use and a lack of a human thermal comfort range (as seen in previous literature). 

Through challenging this a priori method of temperature balance point selection, it can be assumed 

that the V-scheme would show similar overestimations (cf. the U-scheme) at higher temperatures 

within the thermal comfort range of cities that widely use both heating and cooling.  

 

Comparisons of the diurnal QH and response temperature patterns highlighted a need for sub-daily QF 

profiles to be derived from the behavioural characteristics of the study area. The U-scheme estimations 

benefitted from using dynamic QF diurnal profiles derived from the behavioural characteristics of QF, 

particularly at lower forcing temperatures. Diurnal profiles are estimated across ranges of Tav and λi 

and therefore miss some fine-resolution characteristics (e.g. differences in energy use due to 

demographics of a specific area, Section 3.4) but results show low differences in median sub-daily 

values across all areas and temperature ranges. The V-scheme profiles were not tailored to the study 

area and showed large differences in response temperature during night-time (median up to 0.7 ℃), as 

well as greatly varying QH patterns (though median magnitudes were small) throughout the day when 
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compared to DASH and U. This would have implications for use in forecasting or, for example, heat 

stress studies.  

 

By distributing coefficients via land cover characteristics, the fast schemes could be adaptable to other 

cities, without the need for re-estimation. The training and study areas would need to have similar 

energy use patterns, such as energy intensity per capita (or building volume), diurnal profiles 

(behavioural characteristics) and thermal comfort ranges. However, using the current method QF is 

overestimated by both fast schemes in spatial units with a small area and dense population. This has 

consequences for other fluxes. This issue could be resolved by using different metrics to better 

represent spatial variation of behavioural dynamics. For example, spatial units could be classified as a 

function of both population density and impervious land cover, instead of solely impervious land 

cover. It may also be beneficial to lower the spatial resolution of all schemes when coupling with an 

urban land surface model, allowing for other fluxes to be better resolved. Results have shown that 

careful analysis into QH, QE and air temperature results will need to be undertaken before 

implementing either scheme into other aspects of urban climate modelling or forecasting. Nonetheless, 

both schemes are suitable for providing efficient QF estimations.  

 

Deriving parameters from DASH for simpler schemes has allowed for spatial (relation with land cover 

characteristics, dynamic population densities) and temporal (diurnal profiles that vary by behaviour 

according to land cover and forcing temperature) variability to be included within more efficient 

models. The spatial and temporal aspects of QF behaviour and its implications are therefore reflected. 

The multiple temperature responses of the U-scheme require more pre-analysis and parameters, but 

their inclusion benefits estimations at a range of temporal resolutions cf. the V-scheme. The U-scheme 

also shows smaller errors when compared to DASH and is therefore preferred to the V-scheme. The 

feasibility and efficiency of the U and V-schemes provides a solution to the lack of high resolution QF 

in numerical weather prediction models and some urban SEB studies. If the schemes were to be used 

extensively in urban climate modelling and weather forecasting, such high spatial resolutions as 

demonstrated in this study may not be required, likely removing some of the error seen across the 

SEB. In this case areas would need to be analysed to find a suitable scale that provides enough 

information without loss of the representation of behavioural characteristics.  
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Chapter 5 Conclusions, contributions and recommendations 

Detailed knowledge of urban meteorology is critical for the wellbeing of city inhabitants, especially as 

populations continue to increase and urban effects become more prominent. Previous studies of urban 

meteorology demonstrate that QF can affect the near-surface air temperatures and atmospheric 

stability, with implications for heat stress, air pollution and weather prediction. Despite these impacts 

on urban meteorology, high resolution anthropogenic heat flux is underrepresented in many NWP-

ULSMs; values currently used for urban areas neither respond to immediate forcing nor account for 

aspects of human activity beyond population density and/or static diurnal profiles. Current modelling 

techniques could be used to supply estimates, but they are not able to adapt to scenarios on a city-wide 

scale, so unexpected consequences of changes in behaviour cannot be determined. 

 

As human behavioural practices and actions are fundamental to QF, any changes can have major 

impacts on heat emissions. These can occur on diurnal, weekly, seasonal or yearly time scales, 

affecting emissions from local areas to the entire urban extent (Chapter 2). It is therefore essential that 

these processes are properly represented in QF modelling in order to account for future changes.  

 

This thesis contributes a novel dynamic approach for modelling anthropogenic heat fluxes that 

considers human practices and actions at its foundation. This will allow scenarios to be investigated in 

response to the activity and needs of a city’s population, and, given the availability of the required 

data, will be adaptable to multiple cities. Multiple influences on QF were identified and have been 

incorporated into the model to demonstrate the spatial and temporal variability of QF. The 

development and evaluation of the model is demonstrated, as well as its application to more efficient 

schemes that are appropriate for integration with NWP-ULSMs. 

 

5.1 Main conclusions and contributions 

5.1.1 Application of human behaviour to QF modelling 

The Dynamic Anthropogenic activitieS impacting Heat emissions (DASH) agent-based model 

simulates the heat emissions of an entire city with regards to human behaviour, involving many 

processes at individual, cohort (age group, household size), building, city and societal levels. Low-

level activities such as building occupancy, use of appliances and thermal interaction with the outdoor 

environment were used to represent agent response. These activities were used to define the level of 

detail necessary for each process involved directly in QF. Secondary influencing factors were then 

determined, and processes were modelled from the bottom up. For example, energy consumption is a 
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direct source of QF. Secondary influencing factors include the energy subsector (e.g. domestic or 

workplace), time of activities and appliances involved. Further influences include the household size. 

Broader processes governing agent interaction were modelled using large-scale statistics, in particular 

the movement of occupants across the city. Aspects of current modelling approaches motivated the 

inclusion of behaviours. For example, the use of static populations with only user-defined transitions 

gave rise to the needs in modelling the dynamics of movement. The fine-scale details found in 

traditional bottom-up models motivated the inclusion of building energy models and occupant 

activities. 

 

DASH (Chapter 3) addresses the need for a local-scale anthropogenic heat model that reacts to human 

behaviour. Incorporated transport and building energy models are used to reflect all three QF sectors.  

Using a bottom-up, agent-based framework DASH allows for QF patterns to evolve through 

interactions and responses between heterogeneous agents, including: 

• movement patterns of city inhabitants across the urban extent depending on diurnal human 

activity patterns, city populations within various building use types, age groups and transport 

needs. This is the agent-agent interaction.  

• QF,T emission, driven by exchange of occupants during agent-agent interaction. DASH 

simulates its own traffic flows in accordance with the movement of inhabitants, with vehicles 

distributed across the transport network. Journey times are a function of vehicle mode, speed 

and road capacity.  

• the inclusion of low-level activities and appliance characteristics in QF,B. This forms part of 

the agent response. In the domestic sub-sector, activities attributed to appliance use (assumed 

to be temperature independent) depend on the occupancy levels of households within an area 

agent. This is similar for non-domestic energy consumption, but energy demand by floor area 

of non-domestic type is used instead of individual activities. This adopts methods used within 

bottom-up modelling, but allows for dynamic occupancy levels instead of static profiles and 

scaling. Contributions from different end uses can be recorded as output (Appendix E) as 

opposed to bulk at sub-sector as seen in top-down inventory models. 

• the building energy model STEBBS, which allows for response of QF,B to local meteorology 

(temperature, solar irradiance, wind speed). The building stock is represented by multiple 

archetypes which vary by age and dwelling type to account for the thermal properties of 

buildings across the city.  

• QF,M of inhabitants. This varies with activity (currently awake/sleeping) and or transport mode 

chosen (when travelling). 
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These account for secondary effects and behaviours, such as: 

• occupancy levels within a variety of building uses. The dynamic movement of city inhabitants 

successfully emulates expected building occupancy levels when compared against population 

data across building uses. Top-down inventory approaches use static residential and 

workplace populations with subjective transitions across the study extent. This fails to account 

for any city-scale variability in movement due to work shift or commutes, or movement to 

other building use types such as school and leisure. Bottom-up simulation approaches use 

occupancy profiles depending on building use, improving simulations at the building scale but 

not varying across the city. DASH allows for movement between building uses at all times, 

constrained only by time use data. 

• local-scale area occupancy variation by demographic. Areas with different dominant resident 

age groups are shown to have very different diurnal occupancy profiles, which would have 

consequences for QF,B via active and heating/cooling energy demand.  

• the influence of road capacity and route choice on travel journey times. Part of the movement 

allows for the time between origin and destination to vary depending on road capacity. This 

allows for some of the spatial variation in the occupancies of building use types 

(domestic/non-domestic) across the urban extent.  

 

The evaluation of DASH was undertaken at a range of spatial and temporal scales against GQF 

(Gabey et al., 2018) (an established top-down inventory model), energy consumption data and 

population data. DASH reproduced characteristics of diurnal QF patterns seen in GQF, for example 

morning and evening peaks, though had more variation due to high-resolution response to 

meteorological forcing. The model compares well at a range of scales, though there is some 

underestimation in annual mean QF across Greater London compared to GQF: DASH - 6.43 W m-2, 

GQF - 7.97 W m-2. This was mostly due to differences in QF,B. Seasonal patterns observed in DASH, 

such as heating responses, reflect those seen in national energy consumption statistics, as the model is 

able to respond to forcing at each time step. Further analysis could address differences seen during 

warmer months. Expected spatial patterns of energy consumption can be observed across the city, for 

example QF increases towards the centre of the city as population densities increase. When compared 

to energy consumption statistics, non-domestic QF is frequently overestimated by DASH in areas 

outside of the city centre, though this may be partly due to low overall non-domestic activity in these 

areas, as energy consumption compares well in the city centre where commercial activity is greater. 

The spatial variation of non-domestic energy consumption agrees well for the majority of areas. 

Domestic values tend to be underestimated by DASH, though they are more accurate than for non-

domestic.  
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5.1.2 Adaptation for use in NWP-ULSM 

Urban land surface models and numerical weather predictions currently lack high resolution QF 

estimations. Values used currently do not respond to immediate forcing nor account for aspects of 

human activity beyond population density and/or static diurnal profiles. As demonstrated, DASH 

accounts for human activity in estimations of QF but the model is computationally expensive and 

requires a lot of input data, making it unsuitable for coupling with large scale climate models. DASH 

was therefore used to derive parameters for two efficient schemes, the V-scheme and the U-scheme, 

which both produce QF estimates based on average daily temperature and population density. The U-

scheme was previously introduced for QF estimation (Ao et al., 2018), but this thesis provides the first 

case study analysing it in comparison with the more established V-scheme (Sailor and Vasireddy, 

2006), or adapting it to include detailed aspects of variation attributed to human behaviour.  

 

These approaches are computationally inexpensive and therefore more suitable for model integration. 

Behavioural variation is spatially accounted for as coefficients are derived by fraction of impervious 

land cover, λi. This is also the case for the sub-daily normalised QF profiles in the U-scheme, which 

also vary by forcing temperature to allow for changes in profile due to heating/cooling. Population 

density is calculated using the dynamic occupancy levels simulated by DASH for each spatial unit, as 

opposed to static population data across coarse resolutions as seen in previous studies.    

 

Both DASH and the fast schemes were coupled with the urban land surface model SUEWS, allowing 

for the urbanisation of meteorological forcing and the inclusion of the interaction of QF with the 

turbulent heat fluxes and outdoor temperature response (U, V, DASH), and related feedbacks (DASH 

only). The QF-temperature feedbacks between DASH and SUEWS allow QF-induced changes in 

outdoor temperature to affect heating and cooling needs within the STEBBS model, providing more 

realistic interactions with the outdoor environment.  

 

Both schemes generally overestimated QF when compared to the coupled DASH run across all λi. 

Whilst the annual mean for the entire city was highest for the DASH run (due to large outliers), 

median annual average values across spatial units were 2.55 W m-2 greater for the V-scheme and 1.48 

W m-2 greater for the U-scheme. Lower QF values were less common for the U and V schemes, and 

large outliers seen in the DASH run were not present. Spatially averaged (for areas within two 

analysed regions) mean absolute error of daily mean QF increased by fraction of impervious land 

cover: 0.50 (U) and 0.56 (V) for λi,0-10, and 13.88 (U) and 13.95 (V) for λi,90-100. Seasonal and daily 

mean QF patterns compared well, though overestimation by the two fast schemes persisted. The U-
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scheme performed best across all compared fluxes, showing lower mean bias errors for QF, midday 

turbulent heat fluxes and response temperature. Errors in the U-scheme were also less dependent on 

forcing temperature than those for the V-scheme. Excess QF overestimation had consequences for the 

turbulent fluxes, which would have implications for atmospheric stability when coupled with a 

boundary layer model.   

 

The two fast schemes are able to replicate temperature responses for both heating and cooling. Only 

the heating response was explored as there was no cooling implemented in the DASH run used to 

derive models, with previous studies showing negligible to zero cooling demand in London. Due to 

the symmetry of the fast schemes, it may be assumed that similar errors may occur when cooling 

demand is present.  

 

Variability in diurnal profiles (across ranges of Tav and λi , estimated from DASH results) for the U-

scheme was shown to produce changes in response to outdoor air temperature by up to 0.7 ℃ (peak 

night-time difference between medians at cold forcing temperature) when compared to the static 

profile used for the V-scheme. This effect was strongest at colder forcing temperatures due to the 

dominance of anthropogenic emissions as a heat source (stronger space heating, less warming by solar 

irradiance). This demonstrates the importance of including high spatial resolution human activity at 

sub-daily time scales when estimating QF, and the consequences on urban meteorology. Differences 

also manifested in the diurnal patterns of QH. For both QH and response temperature, U showed the 

lowest differences across the diurnal patterns when compared to DASH. This demonstrates the 

advantages over using diurnal QF patterns based on national statistics of energy consumption sectors at 

local scale, a method frequently employed by top-down inventory approaches.  

 

The U-scheme, which allows for a range in forcing temperature during which there is no heating 

response, provided QF estimates closer to DASH than the V-scheme. This, along with its efficiency 

and the inclusion of spatially variable behaviours, makes a DASH derived U-scheme approach 

suitable for inclusion in NWP-ULSMs. 

 

5.2 Recommendations for future work 

5.2.1 Further development of DASH 

Further development could resolve some of the limitations and assumptions within the current 

evaluation of DASH. For example, the representation of building stock could be enhanced by 

including more archetypes with a wider range of thermal properties. When refining a model, it is 
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important to consider which components are worthy of development. A sensitivity analysis could be 

conducted to aid efficiency in development and provide more insight into the model’s functionality, as 

this would allow  for the investigation of multiple factors and their interactions (Saltelli et al., 2009). 

A sensitivity analysis of DASH in particular would challenge the assumptions that were made when 

building DASH and STEBBS, and further establish confidence in the model’s validity beyond the 

existing evaluation. It would provide worthwhile information about the interactions within the model 

that would otherwise not necessarily arise, specifically the association between input and output. 

Uncertainties within parameters could be quantified, and parameters of little influence could be 

identified and rejected/generalised if they are shown to have negligible or no influence. Furthermore, a 

sensitivity analysis would aid understanding into which factors of human activity most influence 

resultant QF, especially with regards to low-level processes. 

 

As DASH is a complex model with multiple modules and associations, it would be best analysed in 

separate parts, for example:  

• STEBBS (Section 3.2.4.3, Appendix B): to investigate the sensitivity of HVAC needs to each 

building input variables and component parameters. This would require testing under a variety 

of meteorological scenarios and could be completed using multiple building archetypes. 

Results would provide some insight into the amount of variation in building parameters (i.e. 

archetypes) needed to thoroughly represent building stock and find a balance between 

research needs and accuracy of output. Sensitivity analyses are commonly carried out for 

BEMs using traditional methods (Tian, 2013).  

• Transport and travel agency behaviour (Section 3.2.4.2): this component of DASH is more 

complex as it includes more second-order (and beyond) effects. As traffic volume is so closely 

governed by road length, a less systematic analysis could involve altering road length over a 

reduced study area, e.g. a few boroughs. Changes in route could be investigated across large 

spatial extents to investigate wider effects across a city (e.g. road capacity). Changing 

parameters such as fuel consumption and heat of combustion will only display a linear change 

in QF. A sensitivity analysis of travel agency behaviour would involve alteration of Markov 

transition matrices at each time step. Unlike STEBBS and most aspects of the transport 

component, structure of the travel agency behaviour does not use parameters that can be 

individually altered, but Markov matrices and other socio-physical input factors. This would 

require very complex analysis. 

• Household occupant behaviour (Section 3.2.4.3): Like the travel agency behaviour 

component, household occupant behaviour (i.e. energy activity profiles) is dependent on 
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weightings. Factors that influence the time of activities, such as household size and occupancy 

levels, may be investigated by standard sensitivity analysis methods.  

 

To provide further areas of study, DASH agent-agent interaction could be modified to include 

feedbacks between local weather and human behaviour. For example, local weather might alter 

patterns of movement between activity subareas, or modes used (e.g. Cools et al., 2010; Saneinejad et 

al., 2012; Tsapakis et al., 2013).  

 

In the current iteration of DASH the agent-based interaction is focused on the movement of city 

inhabitants. Low-level processes, such as activities within buildings and transport mode choice, have 

been included in detail in order to allow for scenario development. Some low-level behavioural 

practices and actions have been modelled using ABM (Section 2.4.1), for example evolution of 

building stock and introduction of electric vehicles. ABM sub-models could therefore be used within 

these to investigate the development of trends across long time periods.  

 

5.2.2 Future study 

DASH could be used for multiple purposes. DASH and STEBBS output data include the energy 

consumption of different building types and end uses (Appendix E), which could find use in the 

investigation of city-scale energy consumption as a response to activity and movement patterns.  

 

Using the DASH-SUEWS coupling, the benefits of including meteorological feedbacks could be 

explored in more detail, such as the differences seen in SEB fluxes and outdoor air temperature 

between coupled and uncoupled runs under the same initial and forcing conditions. This could also be 

used to address the impacts of including highly detailed QF in ULSMs. This has been investigated 

using monthly mean values (Best and Grimmond, 2016), but it was noted that better temporal and 

spatial resolutions could be used, such that human behaviour and local meteorological forcing could 

be taken into account. This could be particularly critical for ULSM performance in areas of greater QF 

intensity and under conditions where QF contributes more to the SEB (Hertwig et al., 2020). This 

could then be used to promote better representation of QF in NWP-ULSMs.  

 

The DASH-SUEWS coupling (Chapter 4) could also be used for heat stress studies to explore the 

effects of local temperature increase due to QF on human health. Such studies do exist, but DASH 

would be able to provide simulation at fine spatial and temporal scales across a city to better highlight 

local inequalities and hotspots. 
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The flexibility of agent-based modelling provides many opportunities to study different QF scenarios. 

It is particularly important that scenarios are evaluated when large-scale change is likely to occur, for 

example population growth or climate change. Scenario development and analysis could support or 

drive mitigations for any adverse effects that may be found. It could also be used to measure the value 

of any policy changes that could occur and highlight any unwanted responses in meteorology.  

 

Ward and Grimmond (2017) provide some examples which DASH will be able to re-examine in more 

detail with the advantage of behavioural response and the inclusion of secondary effects. The 

functionality of DASH allows for detailed investigation into the impact of scenarios on QF beyond 

first-order effects. Scenarios could be designed to investigate: 

• population change, and its implications for building land cover/volume, demographics and 

households. As DASH simulated residential occupancy profiles have shown variation by age 

demographic, the type of population increase would need to be considered, e.g. aging 

population, increased birth rate or equal proportion across all ages. This would affect 

movement across the city (transport capacity), housing needs and workplace densities.  

• replenishment of building stock. The location of buildings and their thermal properties should 

be considered. For example, whether existing buildings replaced/retrofitted, or if land use 

changes. 

• road closure, with impacts seen across the transport network at different scales.  

• evolution of technology, e.g. change of transport fleet to include more electric vehicles. 

Potential changes to consider include power demand, loss/gain of human activities, changes to 

journey times, technology uptake.   

 

Overall, the modelling approaches presented in this thesis provide the ability to capture behaviourally 

motivated anthropogenic heat fluxes at a range of scales. This is achieved through a complex, agent-

based model which considers the movement of populations across a city and the subsequent response 

of energy consumption. Interactions with the environment are included. The application of 

computationally efficient approaches to the output from the fine resolution, behaviourally responsive 

QF from DASH allows for integration into broader urban studies and weather models. It is hoped that 

the original and derived models will be used in ways that benefit urban modelling, both for the sake of 

progressing forecasting methods and driving studies that improve the wellbeing of city inhabitants.  
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Appendix A Creation of Markov chains 

A Markov transition matrix (Hermanns, 2003; Sericola, 2013) is built from the probabilities of 

transition from one state to another in the next time step, with n states forming an 𝑛 × 𝑛 Markov 

transition matrix (Table A-1a). Entries are the probabilities p of transitioning from one state at time 

step t (row) to another at time step t + 1 (column) (e.g. Table A-1b,c). Stationary distribution for state 

1:  

𝜋(𝑡)  =  [𝑝(𝑡)1,1, 𝑝(𝑡)1,2, 𝑝(𝑡)1,3, 𝑝(𝑡)1,4,  𝑝(𝑡)1,5,  𝑝(𝑡)1,6] (A-1) 

The transition matrices created for this model are time inhomogeneous, reflecting a realistic diurnal 

profile with changes in likelihood state through the day. If state transition n, n is chosen, the state does 

not change. Markov transition matrices may exclude entry to particular states by setting the column 

and row of a restricted state to zero.  

 

As there is no way to determine the states prior to the start of a model run and to ensure no spin-up is 

required, the stationary distribution for the first-time step in the run is given by the diagonal of the 

matrix (e.g. based on Table A-1 six states): 

𝜋(𝑡)  =  [𝑝(𝑡)1,1, 𝑝(𝑡)2,2, 𝑝(𝑡)3,3, 𝑝(𝑡)4,4,  𝑝(𝑡)5,5,  𝑝(𝑡)6,6] (A-2) 

This represents the distribution across states that are not in transition during the previous or the current 

time step.  

 

For travel (Section 3.2.4.2) at t=1, OC are distributed using a weighted choice with the diagonal of the 

transition matrix (eq. A-2) for that time step and age group as the weight distribution. At each 

subsequent time step, the origin AN has a choice to keep each OC or release them into another 𝑎𝑆
𝑁, 

according to weighted choice using the transition probabilities dictated by the origin 𝑎𝑆
𝑁’s stationary 

distribution (eq. A-1) at t as ω. The AN destination depends on the destination 𝑎𝑆
𝑁 selected. If 𝑎𝑆

𝑁 for 

the next time step is the same as the previous time step, the AN does not release the OC. 
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Table A-1: Markov transition matrix (a) general for six states (rows and columns) (b) data for a single 

time step and (c) transition probabilities for the data in (b) (Gershuny and Sullivan, 2017) 

a) 1 2 3 4 5 6 

1 p(t)1,1 p(t)1,2 p(t)1,3 p(t)1,4 p(t)1,5 p(t)1,6 

2 p(t)2,1 p(t)2,2 p(t)2,3 p(t)2,4 p(t)2,5 p(t)2,6 

3 p(t)3,1 p(t)3,2 p(t)3,3 p(t)3,4 p(t)3,5 p(t)3,6 

4 p(t)4,1 p(t)4,2 p(t)4,3 p(t)4,4 p(t)4,5 p(t)4,6 

5 p(t)5,1 p(t)5,2 p(t)5,3 p(t)5,4 p(t)5,5 p(t)5,6 

6 p(t)6,1 p(t)6,2 p(t)6,3 p(t)6,4 p(t)6,5 p(t)6,6 

 

 

  

b) Domestic Workplace Shops Other  c) Domestic Workplace Shops Other 

Domestic 270 46 2 4  Domestic 270/320 46/320 2/320 4/320 

Workplace 1 170 0 1  Workplace 1/172 170/172 0 1/172 

Shops 0 0 5 0  Shops 0 0 1 0 

Other 0 1 1 18  Other 0 1/20 1/20 18/20 
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Appendix B Heat exchange within STEBBS 

STEBBS employs a nodal approach (Foucquier et al., 2013) as found in commonly used simulation 

tools such as TrnSys (Klein et al., 2017) and EnergyPlus (Crawley et al., 2000). Each node represents 

a homogeneous layer within a specified component of the building, with heat transfer equations solved 

between each node (Figure B-1). STEBBS’ eight nodes are 2-layers for wall-roof, ground floor and 

windows; plus a bulk air node and an all internal mass node (calculated as a percentage of total 

volume). Additionally, there are six nodes associated with the domestic hot water (DHW) system. 

There are 2-layers for the hot water tank walls and a bulk DHW distribution system, plus a bulk water 

node for the storage and a distribution node. Effective thermal properties are applied to each 

component (i.e. a wall cavity and insulation layers are not modelled separately). As this is 

computationally cheap, it allows multiple instances for each AN at high temporal resolution. The only 

latent heat consideration is that of people from metabolic processes (Section 3.2.4.1). 

 

The STEBBS considers heat exchanges by convection, conduction, and radiation, and heat gain from 

solar insolation and casual heat sources (Figure B-1). The convective flux, qcv, between a fluid f and a 

surface s (Bergman et al., 2017) is: 

 𝑞𝑐𝑣  = ℎ 𝐴(𝑇𝑓  −  𝑇𝑠) (B-1) 

where Tf and Ts are the temperatures of the fluid (f) and surface (s), respectively, and A the surface 

area of the building. Convective fluxes occur between indoor (outdoor) air and internal (external) 

wall/window/floor surface as well as the internal mass surface. For DHW, eq. B-1 calculates 

convective flux between water and hot water tank/vessel walls. Forced convection h is experienced on 

external walls as a function of wind speed ws (m s-1) at roof height, so is variable whilst internal values 

are held constant (Cole and Sturrock, 1977): 

ℎ = 5.8 + 4.1𝑤𝑠                          (B-2) 

Conduction between internal and external surfaces of a component (i.e. wall, window, floor, hot water 

tank/vessel, and ground floor to ground) is: 

𝑞𝑐𝑑 = 𝑘𝑒 𝐴  
𝑇𝑠𝑖− 𝑇𝑠𝑜

𝐿
                          (B-3) 

where ke is the effective conductivity of a building component with 1 to n layers of thickness Ln (sum 

to L) and conductivity kn: 

𝑘𝑒 = 
𝐿

𝐿1
𝑘1
+ 
𝐿2
𝑘2
+⋯+ 

𝐿𝑛
𝑘𝑛

                          
(B-4) 

and Tsi, Tso are the component’s inside and outside surface temperatures, respectively. This is 

calculated for inside surfaces of a wall, ceiling, window, floor, hot water tank and hot water vessel 
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components and their respective outside surfaces, as well as the point of contact between the ground 

floor and the external ground.  

 

Shortwave insolation (K↓) is considered on building walls/roof and windows, with transmitted 

proportion through windows added to internal heat gain and absorbed proportion contributing to 

wall/roof/window gains (Underwood and Yik, 2004). Windows have an effective shortwave 

transmissivity (τ) and albedo (Θ), whereas walls/roof depend only on their albedo. Solar internal heat 

gain (qsi) as: 

𝑞𝑠𝑖 = 𝜏 ∙ 𝐾↓                           (B-5) 

and solar gain to external wall (𝑞𝑠𝑒
𝑎 ) and window (𝑞𝑠𝑒

𝑖 ) as: 

𝑞𝑠𝑒
𝑎 = (1 − Θ) 𝐾↓  and  𝑞𝑠𝑒

𝑖 = (1 − 𝜏 − Θ) 𝐾↓                          (B-6) 

The net longwave radiation (𝑄𝐿∗) exchange between building surfaces (walls or windows) and 

surfaces (including sky) in their view is found using Bergman et al. (2017):  

𝑄𝐿∗  = 𝐴∑ [𝛹𝑖  σ 𝜀 (𝑇𝑠𝑜
4 − 𝑇𝑠,𝑖

4)]𝑛
𝑖=1                           (B-7) 

where σ is the Stefan-Boltzmann constant (5.67 × 10-8 W m-2 K-4),  is the wall/window emissivity and 

surface temperature. Ts,i is the temperature of the surface (i) in view.  

 

The three view factors (i) for external wall/window surfaces (sky s, buildings b, and ground g) 

will sum to 1. Currently, neither short nor longwave radiation are   accounted for (i.e. uniform 

temperature is assumed). This could be improved when coupled with more detailed morphology data 

and urban meteorology as  varies across a city with height (building facet) and density of buildings 

(Grimmond et al., 2001). Internal wall radiative exchanges are currently not considered. 

 

Energy for heating (cooling) is controlled by setpoint temperature with energy added (removed) 

directly from the indoor air node that is controlled according to a maximum power rating and set 

system efficiency. The temperature setpoints can change at each timestep allowing both automated 

and human control to be accounted for. The level of heating (cooling) is further controlled by the 

difference between indoor air and setpoint temperatures. Internal gains are accounted for as a bulk 

gain to the indoor air node. 
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The BESTEST Case 600 single zone building case is used with EnergyPlus (v.9.3.0). to evaluate 

STEBBS5. The EnergyPlus BESTEST model downloaded from the EnergyPlus helpserve website 

(EnergyPlus, 2020) is modified to run with v9.3.0. Observed London weather data for 2012 (Kotthaus 

and Grimmond, 2014) are generated using SuPy (Sun and Grimmond, 2019) at an hourly resolution 

for EnergyPlus and STEBBS. Although EnergyPlus indicates it interpolates sub-hourly weather data 

for consistency we use both with a 1-hour timestep. 

 

Following EnergyPlus Engineering Reference, the STEBBS external convection coefficient is changed 

to the DOE-2 method (U.S. Department of Energy, 2020) for consistency between the models. Note, 

this is found to have little impact on the results. The internal mass and DHW in STEBBS are reduced 

in volume to ensure they have negligible impact on results (see 

https://doi.org/10.5281/zenodo.3745523 for BESTEST setup). The bulk building thermal properties in 

STEBBS are calculated using the BESTEST Case 600 values as presented in ASHRAE 140 

(ASHRAE, 2017). Building dimensions for STEBBS are set to give consistent total indoor volume, 

wall-roof surface area, window area, and floor area. As STEBBS has only one pair of nodes (i.e. 2-

layer wall, Figure B-1), building geometry and orientation are not represented in STEBBS. 

 

The EnergyPlus annual and inter-day heating and cooling dynamics are captured in STEBBS (Figure 

B-2). Both models control the indoor air temperature to within the setpoint limits of 20 (heating) and 

27 (cooling). EnergyPlus simulates a higher heating and cooling load with more times when the indoor 

temperature is between (rather than at) the setpoint temperatures. EnergyPlus also simulates a cooling 

requirement during the heating season, which STEBBS does not.  

 

The modal hourly heating/cooling load differences between the two models are relatively small 

(Figure B-2). Although the distribution range is large, the differences are perhaps best attributed to a 

difference in load control. The EnergyPlus BESTEST case uses the maximum heating (cooling) 

capacity to add (remove) thermal energy to (from) the building that is likely to result in the observed 

indoor temperature overshoots, the higher frequency of switching (on-off) for heating and cooling, and 

need for cooling during heating season as heating and cooling power are set high (100 kW). Whereas 

to prevent this type of behaviour, STEBBS uses the difference between air and setpoint temperature to 

help control the heating and cooling power. 

 

 

 

5 This analysis was undertaken by co-author Stefán Smith for Capel-Timms et al., 2020b 

https://doi.org/10.5281/zenodo.3745523
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Figure B-1: STEBBS 1-D model simulates building facets/nodes (dots), casual heat sources and heat 

exchanges. Longwave radiation is absorbed by building facets from the outdoor environment, and 

shortwave radiation from direct, diffuse and reflected sources. 
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Figure B-2: BESTEST Case 600 is used with London weather data to evaluate STEBBS relative to 

EnergyPlus at an hourly time scale for 2012 (a) heating and (b) cooling loads (J), (c) indoor air 

temperature (d) frequency distribution of hourly differences between EnergyPlus and STEBBS for 

heating and cooling loads, (e) inter quartile range of hourly differences in winter (Jan, Feb, Mar, 

Oct, Nov, Dec) and summer (May, Jun, Jul, Aug) loads, and indoor temperatures (whiskers 1% and 

99%). 
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Appendix C DASH building energy parameter values 

Table C-1: Appliances used in domestic and workplace subareas and their attributes. Usage 

categories: Active only (AO) consume energy as a results of user activities; Active with standby 

(AS) consume less when not in active use (standby); Continuous (C) have constant power 

consumption independent of human activity (cycling appliance power converted to continuous). 

See Table 3-3 for references. 

Appliance Attributed 

activity 

Usage  

category 

Power 

rating 

(W) 

Standby 

power 

rating (W) 

Proportion 

on standby 

Market 

permeation 

Domestic appliances 

Oven Food 

preparation 

AO 2125 - - 0.616 

TV Watching TV AS 124 3 1 0.977 

Desktop Computer use AS 100 20 1 0.35 

Laptop Computer use AS 70 10 1 0.71 

Iron Ironing AO 1000 - - 0.9 

Washing machine Laundry AS 792 1 0.5 0.93 

Chest fridge - C 38 - - 1 

Small appliance (generic) - C 2 - -  

Lighting (single bulb) Active AO 43 - - - 

Workplace appliances 

Office “desk” At work AS 250 25 0.5 per worker 

Office background (e.g. 

IT equipment) 

- C 230 - - per worker  

Lighting At work AS 120 120 0.5 per worker 
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Table C-2: Properties used in STEBBS vary by property age (<1965, > 1965), type (HB - house & 

bungalow; flat), component (roof etc) for (a) building fabric, (b) DHW and (c) external ground.  L: 

thickness (m); ε: emissivity; τ: effective transmissivity; Θ: surface albedo; ke: effective thermal 

conductivity (W m-1 K-1); ⍴: density (kg m-3); cp: specific heat capacity (J kg-1 K-1) (Internal Air 

1005); h: convection coefficient (Int: internal, Ext: external) (W m-2 K-1); VFR: volumetric flow rate 

of DHW per water user (dom: domestic, n-dom: non-domestic) (10-3 m3 s-1); VR: ventilation rate 

(10-3 m3 s-1); VT: DHW tank volume (m3); WWR: window-to-wall ratio (0.4). Vessels: all other 

storage of DHW. For data sources refer to Table 3-3. a varies with wind speed. b per water user. 

(a)  Building 

fabric 

Roof & wall Window Ground 

Floor 

Internal 

Mass HB Flat 

L < 1965 0.241 0.327 0.005 0.5 - 

> 1965 0.373 0.373 0.02 0.5 - 

ke  < 1965 0.835 0.837 1.05 0.752 0.121 

> 1965 0.104 0.104 0.041 0.690 0.121 

 < 1965 1690 1692 2500  1540 873.7 

> 1965 1076 1076 1000.7 1470 873.7 

cp  < 1965 804.1 803.1 840 1012.8  967.9 

> 1965 865.9 865.9 902.4 1016 967.9 

h  Int. 3 3 3 2.8 3 

Ext. vara vara vara - - 

Θ 0.4 0.4 0.05 - 0 

 0.9 0.9 0.88 - 0.91 

 τ 0 0 0.9 - 0 

VR  600 

 

(b) DHW Tank Vessel People 
 residence-1 

VT  
(m3) 

L (m) 0.055 0.0047 1 0.115 

 0.9 0.91 2 0.115 

ke  0.0275 0.16 3 0.125 

  745.55 1380 4 0.148 

cp  1380 1380 5 0.17 

h Int. 243 243 6 0.18 

Ext. 3 3 (c)  Ground 

VFR
b dom 0.183 0.1372  L  2 

n-dom  0.15  0.1125 ke  1.28 
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Appendix D Code availability/Data availability 

All code and data are deposited at https://doi.org/10.5281/zenodo.3745523. 

 

Table D-1: Data examples. More details (example structure, units, raw data source, location in 

repository and location of use in code) can be found at https://doi.org/10.5281/zenodo.3745523. 

Filename File 

type 

Definition 

(i) Population 

a age_groups csv Population of each age group in each AN 

b allworkers csv Residential and workplace spatial unit relation 

c area_hierarchy csv List of AN in the larger, containing, spatial unit (B)  

d daytype csv Dates used by run and corresponding day of year 

and day type 

e SchoolWorkShopcap csv School and workplace populations and shops and 

'other' subarea capacities for each AN 

(ii) Transport 

a SpatialUnitRoadLengths csv Lr in each B 

b average_passengers csv Average number of people in a single m vehicle 

c distance_freqs csv Journey distance categories and their respective 

mode weightings  

d fuel_consumption csv Average urban fuel consumption for urban roads 

for vehicle stock (g km-1) 

e fuel_ratio csv Proportions of each m using each f 

f IntraBorDist/xmatrix csv Distance matrix for distance between AN centroids 

in B 

g IndivBor/xh_wsorted csv Proportions of people using each mode to travel 

from home to work 

h IndivBor/xw_hsorted csv Proportions of people using each mode to travel 

from work to home 

i MeanSpeedLimits csv Mean vr,lim for each r in each B 

j RoadAADTMeansLengthWeighted csv AADT means of each r, mode for each B 

k routes_distances csv List of route segment distances for each spatial 

unit traversed for each route 

l routes_int csv List of routes between each start-destination pair, 

including the spatial units traversed for each route 

m route_reference_matrix csv Reference matrix for route numbers 

n ShopsGravity csv Gravity weightings (eq. 3-3) for travel to shops 

and other subareas  

o speed_fuel_ratio_func pickle Functions of normalised speed - fuel consumption 

relation for each m 

p traveltime_functions pickle Functions relating distance to time travelled for 

each mode 

q vehicle_length (in settings.nml)  - Length of representative vehicle 

(iii) Area 

a env_vars csv Environmental variables used for each time step  

b IndustrialOAs csv Location of industrial land use around the study 

area 

https://doi.org/10.5281/zenodo.3745523
https://doi.org/10.5281/zenodo.3745523
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c OA_area_details csv Population, road length, building stock and 

dimensions, floor plan area data for each AN 

(iv) Buildings 

a CommBuildingArchetype  nml Multiple .nml lists for each commercial building 

archetype and their STEBBS parameters 

b CommTypes nml Multiple .nml lists for each school/shops/other 

land use type and their parameters 

c DomApplianceList nml Multiple .nml lists for appliances used by 

occupants in domestic buildings, and their 

parameters 

d DomBuildingArchetype nml Multiple .nml lists for each commercial building 

archetype and their STEBBS parameters 

e domlighting nml Parameters for domestic lighting 

f WorkApplianceList nml Multiple .nml lists for appliances used by 

occupants in commercial buildings, and their 

parameters 

g xpersonactiveweekend/day csv Proportions of people active (awake and present) 

in households with x people present at each time 

step 

h xpersonweekend/day csv Proportions of people who belong to household of 

size x present in household at each time step, 

given that someone is present  
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Appendix E DASH output files 

Table E-1: Output files generated by a DASH run for the movementtravel and energyQfcalcs DASH 

components (Appendix F). Some files are for each day of year (DOY) or date (YYYY-MM-DD) 

Filename File 

type 

Definition 

(i) Movement and travel 

a {DOY}results.pkl pkl Number of people in each AN and 𝑎𝑆
𝑁 (two-level 

index, rows) at each time step (columns) for DOY. 

b {DOY}travel.pkl csv Dictionary of number of passengers. Keys are mode 

names, values are number of passengers using such 

mode for each spatial unit (row) and time step 

(columns) for DOY. 

c {DOY}density.pkl csv Matrix of vehicle density (veh km-1) for each spatial 

unit (rows) and time step (columns) for DOY. 

(ii) QF estimation 

a <YYYY-MM-DD>results.nc netcdf4 (primarily) QF results. Variables are detailed in 

Table E-2 

b nhood_list csv Order of AN IDs used for run in QF output (Table 

E-2.iia) 

c run_settings nml Copy of the input setting file  
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Table E-2: Variables within the main output file (Table E-1.iia). 

Variable Units Definition 

(i) Movement and travel 

a qfb_dom_air W m-2 QF,B through domestic building fabric to the outdoor 

air 

b qfb_dom_gr W m-2 QF,B through domestic building fabric to the ground 

c qfb_dom_tot W m-2 Total QF,B through domestic building fabric to the 

outdoor environment 

d qfm_dom W m-2 QF,M within domestic buildings 

e qfb_work_air W m-2 QF,B through non-domestic building fabric to the 

outdoor air 

f qfb_work_gr W m-2 QF,B through non-domestic building fabric to the 

ground 

g qfb_work_tot W m-2 Total QF,B through non-domestic building fabric to 

the outdoor environment 

h qfm_work W m-2 QF,M within non-domestic buildings 

i qft W m-2 Total QF,T  

j qfmt W m-2 QF,M from passengers in transport 

k dom_energy W Power demand of appliances and lighting in 

domestic buildings 

l work_energy W Power demand from appliances and lighting in non-

domestic buildings 

m qheat_dom W Heating power demand in domestic buildings 

n qcool_dom W Cooling power demand in domestic buildings 

o qheat_work W Heating power demand in non-domestic buildings 

p qcool_work W Cooling power demand in non-domestic buildings 

q qfb_dhw W Power demand from hot water use in domestic 

buildings 

r qfb_work_hw W Power demand from hot water use in non-domestic 

buildings 
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Appendix F Flow diagrams of DASH operation 

The following diagrams demonstrate the operation of DASH for the implementations used in this 

thesis (Chapter 3). The model comprises four main components (Figure 3-2Figure 3-2): data 

processing (Figure F-1), which converts the appropriate raw data to input data for other components 

(1.dataprocessing); agent interaction (Section 3.2.2, 3.2.3, 3.2.4.2) through the exchange of OC across 

the city, as well as resultant travel (2.movementtravel, Figure 3-3a, F-2, F-5); agent response to 

occupancy levels (Section 3.2.4.2) through the energy use and its release (via STEBBS, Appendix B) 

to the outdoor environment (3.energyQfcalcs, Figure 3-3b, F-3, F-4, F-6); and visualisation of results 

(4.visualisation). The agent interaction and response components are separated in order to facilitate 

quicker running times.  

 

Table F-1: Simulation run times for DASH model components for runs involving 25053 agents 

across Greater London. Full simulation requires results from both components, which may be run 

separately so that results from 2.movementtravel can be used in multiple simulations for 

3.energyQfcalcs. Multiple cores should be used to run multiple days (DASH) or spatial units (U and 

V-schemes). 
Component Spin-up 

simulation days 

Simulated 

days 

Total simulated 

days 

Run time 

(HH:MM:SS) 

No. of spatial 

units 

2.movementtravel - 3  3  01:13:14 25053 

3.energyQfcalcs 1  2  3  03:11:04 25053  

SUEWS: U-scheme 365  365 730 00:06:00 1 

SUEWS: V-scheme 365 365 730 00:01:53 1 
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Figure F-1 continued next page 

 

Figure F-1: All data processed in the 1.dataprocessing component. Raw data information (left column) 

includes required format, description of data, and required and preferable data. Data pre-processing 

script (middle column) information includes the script name (within the 1.dataprocessing 

component) and definition of processes within. Processed data (right data) shows the filepath and 

name of processed data.  
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Figure F-2: Dependency diagram of scripts within the 2.movementtravel component, including 

description of script functionality, input data required by script and names of class objects within. 
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Figure F-3: Dependency diagram of scripts within the 3.energyQfcalcs component, including 

description of script functionality, input data required by script and names of class objects within. 



 

 

 

142 

 

Figure F-4: Flow diagram of the basic processes within a total run of the agent reaction component 

3.energyQfcalcs through N time steps and D days (DASH v1.1), including the coupling with 

SUEWS (Figure 4-3). This coupling provides feedbacks between QF and outdoor air temperature 

and wind speed, both at half building height (Section 4.3.3.2). Each process step is colour-coded by 

process type. 
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Figure F-5: Sequence diagram of processes in DASH (v1.0; Capel-Timms et al., 2020a) agent 

interaction component 2.movementtravel, detailing each function and interactions through N time 

steps and D days. Each process step is colour-coded by process type. 
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Figure F-6: Sequence diagram of processes in DASH (v1.0; Capel-Timms et al., 2020a) agent 

interaction component 3.energyQfcalcs, detailing each function and interactions through N time 

steps and D days. Each process step is colour-coded by process type. 
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Appendix G Construction of building components used in STEBBS 

Table G-1: Thermal properties of separate materials in composite building components used in 

STEBBS for DASH (v1.0, 1.1). For data sources and total values see Table 3-4 

Material Length (mm) Density (kg m-3) Effective 

conductivity  

(W m-1 K-1) 

Specific heat 

capacity  

(J kg-1 K-1) 

Pre-1965 house external wall 

Exposed brick 216 1700 0.84 800 

Lime plaster 25 1600 0.8 840 

Pre-1965 flat external wall  

Exposed brick 302 1700 0.84 800 

Lime plaster 25 1600 0.8 840 

Post-1965 external wall 

Exposed brick 105 1750 0.77 1000 

Air cavity 75 1.23 0.025 1004 

Concrete medium 

weight block 

180 1150 0.40 840 

Gypsum plaster 13 1200 0.51 960 

Ground floor pre-1965 

Carpet & underlay 10 200 0.6 1300 

Screed 75 1200 0.46 1000 

Cast concrete 150 1800 1.13 1000 

Ground floor pre-1965 

Carpet & underlay 10 200 0.6 1300 

Screed 75 1200 0.46 1000 

Cast concrete 100 1800 1.13 1000 

Internal wall 

Plaster 22 720 0.23 840 

Aggregate block 175 600 0.2 840 

Internal floor 

Carpet 4 200 0.6 1300 

Screed 60 1200 0.46 1000 

Insulation 140 12 0.042 1030 

Concrete 180 1760 0.66 840 

Acoustic tile 20 290 0.057 1340 

Single glazed window (pre -1965) 
Soda lime glass 5 2500 1.05 840 

Double glazed window (post -1965) 

Soda lime glass 8 2500 1.05 840 

Air 12 1.23 0.025 1004 

Domestic hot water tank 

Steel 5 8000 16 840 

Polyurethane 

foam 

50 30 0.025 1470 
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Appendix H Meteorological data used to force SUEWS 

ERA5 data (Hersbach et al., 2020) are available at multiple vertical levels (user-defined) at 0.125  

0.125 (~8.6 km × ~13.8 km in London) horizontal resolution and 1 h temporal resolution (Hersbach 

et al., 2020). These are downscaled to 5 min by SuPy using linear interpolation between the 1 h values 

for all variables except rainfall, for which the hourly value is evenly distributed across the 5 min 

timesteps for that hour. After linear interpolation of K↓, values are checked to ensure energy is 

conserved.  

 

As SUEWS is a local scale urban land surface model, the forcing data need to be provided at a forcing 

height zm above the roughness sublayer (RSL), which extends from ground level to 2–5zH (where zH is 

mean building height) and is characterised by the turbulent flow caused by roughness elements (e.g. 

buildings and trees). Above the RSL (at blending height zr), and within the inertial sublayer (ISL), 

measurements are considered spatially averaged (Oke, 1988). zm must be found for each spatial unit 

(zm,s.u.) to account for spatial differences in height. 

 

Both the ground elevation and building height vary across London, so it is inappropriate to use a 

single height above the surface. To estimate where the model forcing should be, one could use 

estimations via roughness element heights (such as 2–5zH), but this is unreasonable for changing 

building densities (Raupach et al., 1991; Claussen, 1995). Therefore this spacing is taken into account 

(Raupach et al., 1980): 

𝑧𝑟 = 𝑧𝐻  + 1.5( 𝐷𝑥̅̅̅̅ −  𝐿𝑥̅̅ ̅ )              (m) (H-1) 

 

where zr is the height of the RSL, zH is the mean building height, and, for number of buildings nbldg, 

area of spatial unit A and building land cover fraction λp: 

𝐷𝑥 = √
𝐴

𝑛𝑏𝑙𝑑𝑔
  𝑎𝑛𝑑  𝐿𝑥  =   √λp ∙

𝐴

𝑛𝑏𝑙𝑑𝑔
 (H-2) 

 

Figure H-1 shows that this scheme fails for some building densities (plotted as a function of λp and 

building frontal area index λf). This typically when p is below 0.13, as the flow regime changes from 

isolated to wake interference flow (Hussain and Lee, 1980; Grimmond and Oke, 1999a). Hence, two 

schemes are used with the condition:   

𝑧𝑚,𝑠.𝑢. (m) = {
3𝑧𝐻 + 𝑧𝑠 𝑤ℎ𝑒𝑛 λ𝑝 ≤ 0.13 

𝑧𝑟(𝑒𝑞.A−1) + 𝑧𝑠 𝑤ℎ𝑒𝑛 λ𝑝 > 0.13
 (H-3) 
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where zs is the height of the spatial unit above sea level. 3zH is a “rule of thumb” value for zr. 

Additionally, zm is capped at the maximum zm for grids where zH is greater than 40 m (red points, 

Figure H-1): 

𝐸𝑅𝐴5𝑑𝑖𝑎𝑔 = 𝑧𝑚,𝑠.𝑢. + 𝑧𝑠 (H-4) 

Each ERA5 grid is diagnosed at multiple heights. The closest diagnosis height above the estimated 

RSL height is chosen for each SUEWS grid.  

 

Figure H-1: Comparison of two zm estimation methods using eq. H-3. 
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Appendix I MBE density percentiles and IQRs between comparisons VD, UD and UV 

 

The tables in this appendix relate to the percentile lines of MBE density in Figure 4-8 (QF,d), 4-11 

(QH,MM), 4-12 (QE,MM and 4-13 (T2m). 

 

Table I-1: MBE density percentiles (p:1st, 5th, 25th, 75th, 95th and 99th), medians and IQRs for QF (W  

m-2, Figure 4-8), QH,MM (W m-2, Figure 4-12), QE,MM (W m-2, Figure 4-13), T2m (℃, Figure 4-14) 

across comparisons VD, UD and UV in the Central (C) and West (W) regions. 

QF p1 p99 p5 p95 p25 p75 Median IQR 

VD  C -26.5 33.0 -12.7 18.9 -0.366 7.48 3.18 7.84 

W -13.3 15.6 -4.74 9.27 0.416 4.34 2.18 3.92 

UD  C -28.7 29.1 -14.6 15.6 -1.72 5.18 1.63 6.90 

W -14.0 13.7 -5.36 7.65 -0.140 3.01 1.32 3.15 

UV C -7.31 1.04 -4.87 0.166 -2.77 -0.844 -1.73 1.93 

W -3.56 0.649 -2.46 0.138 -1.49 -0.394 -0.920 1.10 

QH,MM p1 p99 p5 p95 p25 p75 Median IQR 

VD  C -35.1 52.2 -14.9 30.4 1.13 13.0 6.32 11.9 

W -17.0 28.6 -5.02 15.6 1.00 7.14 3.62 6.14 

UD  C -41.8 34.2 -20.9 18.2 -2.17 6.05 1.76 8.22 

W -19.9 17.1 -7.00 8.58 -0.341 3.36 1.23 3.70 

UV C -21.4 -0.211 -14.0 -1.07 -7.91 -3.24 -5.30 4.66 

W -13.0 0.191 -7.49 -0.260 -4.16 -1.35 -2.64 2.81 

QE,MM p1 p99 p5 p95 p25 p75 Median IQR 

VD  C -20.2 12.2 -6.08 6.76 -0.365 2.45 0.803 2.81 

W -15.8 9.32 -4.02 5.47 -0.0623 2.33 0.980 2.39 

UD  C -13.7 9.00 -4.79  4.15 -0.647 1.15 0.177 1.79 

W -9.58 6.61 -2.98  3.28 -0.322 1.17 0.330 1.49 

UV C -5.64 9.62 -3.55  2.94 -1.57 -0.140 -0.722 1.43 

W -4.25 8.27 -2.74  2.09 -1.31 -0.177 -0.667 1.13 

T2m p1 p99 p5 p95 p25 p75 Median IQR 

VD  C 0.867 0.577 -0.408 0.196 -0.0236 0.0274 0.00538 0.0510 

W -0.882 0.796 -0.350 0.368 -0.00957 0.0484 0.0116 0.0580 

UD  C -0.663 0.836 -0.198 0.326 -0.0112 0.0321 0.0433 0.0058 

W -0.785 1.08 -0.226 0.542 -0.00407 0.0564 0.0122 0.0605 

UV C -0.0614 0.555 -0.0243 0.336 -0.00711 0.0161 -0.0016 0.0232 

W -0.112 0.556 -0.0335 0.303 -0.00940 0.0454 -0.0008 0.0548 

 

 

Table I-2: Ranges of QF,d MBE for comparisons VD and UD across Central and West regions. Also 

included is West region omitting the anomalous area (Section 4.5.1, 4.5.3) 

 VD UD 

Central  261.7 259.4 

West 199.4 195.3 

West, omitting anomaly 91.1 88.7 
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Appendix J Monthly IQR of diurnal fluxes in individual spatial units for runs D2, V1 

and U1 

J.1 Monthly diurnal patterns of QF and turbulent heat fluxes at KcOA and SwOA 

Figure J-1 compares monthly diurnal IQR flux profiles for U1, V1 and D2 at KcOA and SwOA (Section 

4.3.5, Table 2-1) to judge the impacts that differences in the QF profiles (Section 4.4.3, Figure 4-6) 

have on the diurnal profiles of the turbulent heat fluxes.  

 

KcOA and SwOA diurnal QF profiles differ between the three approaches. At KcOA, V1 daytime QF is 

greater than U1 and D2 throughout winter and spring (Figure J-1a Nov-Apr), with median V1 QF up to 

20 W m-2 greater than D2 (Figure J-1a Feb). During summer and autumn, V1 values are slightly closer 

to D2 than U1 values (Figure J-1a Oct, May-Sep). These elevated QF values may be the cause of a 

slight increase in V1 QH over the other two schemes (Figure J-1b). QE patterns between the three 

schemes are almost identical (Figure J-1c). It is expected that QF is partitioned more into QH than QE. 

U1 QF values are close to D2 throughout the year, though underestimations occur during summer 

months (Figure J-1a). The U1 diurnal pattern tends to be close to D2 until early evening, after which it 

does not decline as quickly.  

 

In SwOA, U1 QF is much more similar to D2 than V1 throughout the year (Figure J-1d). Unlike at 

KcOA, V1 QF remains higher than the other two schemes regardless of time of year. This may in part 

be explained by Figure 4-5, which shows that areas with lower λi have a broader range of temperatures 

during which V QF estimates are greater than U, as would be the case when comparing SwOA and 

KcOA. The turbulent heat fluxes between the three schemes show very similar patterns (Figure J-1e, f). 

There are however differences in the partitioning of QH and QE between the two areas. Due to the 

greater vegetated land cover at SwOA, QE is much higher throughout the year than at KcOA (Figure 

J-1c, f). The greatest QE values at SwOA occur in May (Figure J-1f), reflecting the patterns seen in 

Figure 4-11b, c. U1 patterns in both areas can be seen to change throughout the year as they respond to 

temperature, as per the changing Ed profiles. 
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Figure J-1: Monthly diurnal median (lines) and interquartile range (IQR) (shaded) (a, d) QF, (b, e) QH, 

(c, f) QE, for (a-c) KcOA and (d-f) SwOA for runs D2 (orange), V1 (purple), U1 (green). 

 

J.2 Densely populated areas with low λi 

Some spatial units may show anomalous values due to the method used to find U and V scheme 

coefficients (Section 4.3.4), as median values of QF pop
-1

 are used to find the coefficients across λi. 

This method excludes extreme areas, for example areas with a low λi but high ρpop as would be seen in 

areas with high rise buildings and urban green spaces. These are likely to produce U1 and V1 QF 

values much greater than those estimated in run D2, as the coefficients are not calibrated for high ρpop 

with lower QF pop
-1 (e.g. buildings with a high population density are expected to be more thermally 

efficient due to low exposed wall to volume ratio). The IQR of QF for each scheme is presented to 

analyse the seasonal responses between each approach and to provide visual comparison (Figure J-2). 

VegOA (Table J-1) is an example of such an area, with workday ρpop 340.5 cap ha-1 and λi 0.39, with 

low paved land cover fraction (0.04), representative of an area with high density housing surrounded 

by green areas. In run D2, median QF peaks at around 40 W m-2 during winter months (Figure J-2a 

Feb), yet for the V1 and U1 runs median values reach 100 and 80 W m-2 at the same time of day. This 

has consequences for the QH in this area (Figure J-2b), as U1 and V1 QH values are elevated compared 

to D2 throughout the year. This would have implications for boundary layer stability and height 

estimation if used for numerical weather prediction or boundary layer modelling.  
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Table J-1: Characteristics of a highly vegetated and densely populated OA, VegOA. zH: mean building 

height, ztr: mean tree height, zm: measurement height, z0: roughness length, zd: displacement height. 

 VegOA 

Output area (OA) E00166758 

F
ra

ct
io

n
  

  
 

 

Paved 0.04 

Buildings 0.35 

Evergreen 

trees/shrubs 

0.0 

Deciduous 

trees/shrubs 

0.27 

Grass 0.33 

Bare soil 0.0 

Water 0.01 

ρpop (cap ha-1) WD 340.5 

ρpop (cap ha-1) WE 378.8 

𝑧𝐻(m) 24.0 

𝑧𝑡𝑟 (m) 8.0 

zm (m) 75.5 

Centre location 5131’ N  

006’ W 

 

 

Figure J-2: Monthly diurnal median (solid lines) and IQR (filled areas) of (a) QF, (b) QH, (c) QE at 

VegOA (Table J-1) for runs D2 (orange), V1 (purple), (iii) U1 (green). 
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Appendix K Chapter 4 supplementary material 

 

 

Figure K-1: Comparison of ERA5 data (Hersbach et al., 2020) to 1981-2010 climate Normals from 

Hampstead, Greater London (Met Office, 2020) and differences (ERA5 - Normal) for monthly 

mean maximum temperature (℃), monthly mean minimum temperature (℃) and monthly rainfall 

(mm). 

 

 
Figure K-2: Monthly mean forcing meteorology for: KSSW, used for D1; ERA5 urb., spatial IQRs of 

monthly mean ERA5 urbanised by SUEWS for the Central (C) and West (W) regions, i.e. 𝑇0.5𝑧𝐻 , 

𝑈0.5𝑧𝐻  (Section 4.3.5) that provide forcing to STEBBS in run D2. Meteorological variables shown 

are those that are used for input into the STEBBS submodel, and therefore directly affect QF,B. 
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Figure K-3: Normalised QF profiles, averaged for T1 (dashed, 26 October 2014 - 28 March 2015), T2 (dot-

dashed, plotted as UTC, 1 October 2014 - 25 October 2014 and 29 March 2015 - 30 September 2015) and T3 

(solid, temperature ranges used as T1 and T2 combined) for a-c workdays and d-f non-workdays for five λi 

classes: (i) 0 - 20%, (ii) 20 - 40 %, (iii) 40 - 60%, (iv) 60 - 80%, (v) 80 - 100%; and three temperature ranges:  

(a,d) 0.28 ≤ Ta5 < 9.6 ℃, (b,e) 9.6 ≤ Ta5 < 15.6 ℃, (c,f) 14.5 ≤ Ta5 < 22.0 ℃. See text for definitions. 
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Figure K-4: Differences between forcing data (1 Oct 2014 - 30 Sept 2015 ERA5) and chosen W16 

days (section 3.5) at (a) Kc and (b) Sw for metrics: (i) K↓, (ii) daily (d) range in soil moisture 

deficit (SMD) normalised by the whole period (p) SMD range [
𝑆𝑀𝐷𝑚𝑎𝑥,𝑑  − 𝑆𝑀𝐷𝑚𝑖𝑛,𝑑

𝑆𝑀𝐷𝑚𝑎𝑥,𝑝−𝑆𝑀𝐷𝑚𝑖𝑛,𝑝
], (iii) rainfall 

and (v) daily mean air temperature (Tav). The annual mean annual error (MAE) between the ERA5 

and the observed data selected determined for the daily data is given in the lower right corner (units 

are as for each variable). 
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