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Abstract We present a simple smoother designed for smooth data adjustments in sequentially generated reanalysis products by utilizing knowledge of future assimilation increments. A decay time parameter is applied to the smoother increments to account for memory decay timescales in the ocean. The result is different from simply time smoothing the reanalysis itself as only the increments are smoothed so the reanalysis product can retain high frequency variability that is being internally generated by the model and the atmospheric forcing. The smoother is applied first to the Lorenz 1963 model and then to the daily Met Office GloSea5 Global ¼° ocean reanalysis during 2016. Results show significant improvement over the original reanalysis in the 3D temperature and salinity state and variability, as well as in the sea surface height (SSH) and ocean currents. Comparisons are made directly against temperature, salinity and SSH observations, as well as independent 15 m drifter velocities. The impact on the time variability of conservative quantities, particularly ocean heat and salt content, as well as kinetic energy and the Atlantic Meridional Overturning Circulation (AMOC), is also demonstrated.

Plain Language Summary The ocean observing system is sparse and ocean circulation is slow relative to the atmosphere, giving the system a longer memory of state properties. Therefore an ocean reanalysis could seek to use more “future data” to help produce the best historical ocean state reconstruction for a given day. Conventional sequential assimilation approaches used operationally make no use of “future” data outside the window of current data analyzed for forecasting. Here we introduce a new approach for application to large global ocean reanalysis systems that have only been run in “forward mode” (using past data), using the history of stored data increments to produce a more physically plausible time-evolving ocean state with smoother temporal adjustments toward the available observations.

1. Introduction

Ocean reanalysis products are now valuable sources for studying historical changes and variations in the ocean state and circulation (Balmaseda et al., 2015; Buizza et al., 2018; Jackson et al., 2016, 2019; Lea et al., 2006; Uotila et al., 2018). Reanalyses for both the atmosphere and oceans are normally produced using the same codes as are used for initializing short term numerical weather predictions (NWP) and ocean forecasts, or seasonal weather forecasts. Longer timescale decadal forecasts (e.g., Smith et al., 2007), have also been developed based on initializing with ocean reanalysis products. The sequential assimilation systems used for real-time forecasting regularly combine model output containing the history of previously assimilated data, together with recently acquired new observations to create a current ocean analysis from which new forecast computations can begin. In a reanalysis the “re-” reflects the production of a uniform sequence of analyses over a historic period, all performed with the same model and assimilation system, including uniformly reprocessed input data, boundary conditions, and forcing fields, which is not the case for the original analyses produced for real-time forecasts because of real-time data availability and the forecast systems themselves being regularly upgraded.

Such approaches work well for the atmosphere where observations are dense, both spatially and temporally, memory timescales are short and the daily analysis cycles used for numerical weather forecasts capture all the relevant information during a reanalysis. However the ocean observing system is more sparse, and only recently established, and the oceans may exhibit longer memory timescales than the atmosphere, especially below the surface. This means that an ocean reanalysis could seek to use more “future data,” especially from locations not observed in the recent past, to help produce the best state estimation on a given day. Conventional sequential assimilation approaches used for ocean forecasting are not making of these “future” data outside the forward
assimilation window, which could substantially improve the historical reconstructions. A second problem with sequential analysis systems is that they are sensitive to the sudden introduction of new data as it becomes available, especially for the inhomogeneous in situ observing system we have for the subsurface oceans. This can lead to discontinuous changes in analyzed properties such as ocean heat content, as data are assimilated. These sudden discontinuities may be problematic for using reanalysis timeseries for following climate signals in the oceans, and for trying to infer information about processes that are not being properly represented by the models.

One approach to overcome these problems is to use the 4DVar assimilation approach (e.g., Powell et al., 2008; Smith et al., 2015). However there are fundamental problems with running 4DVar over extended time periods for chaotic systems such as the oceans. The ECCO consortium has overcome many problems with sustained efforts (Forget et al., 2015; Heimbach et al., 2019; Wunsch et al., 2009). However there are also many technical challenges in developing 4DVar methods for large models, especially the need for an adjoint code which must be continuously updated along with the ocean model, and therefore very few working 4DVar systems exist for realistic global ocean models used for operational forecasting, although some 4DVar regional ocean systems do exist (e.g., Lee et al., 2018).

Alternatively, Kalman smoothers (Anderson & Moore, 1979; Carrassi et al., 2017; Fukumori, 2002; Menard & Daley, 1996), should be able to produce optimal 4D analyses for linear systems. Ensemble Kalman filtering (Evensen 1994, 2003), has been well explored for approximating optimal sequential filtering for nonlinear large systems and is already commonly used for large operational systems (Houtekamer et al., 2014; Miyoshi et al., 2010). These ideas have also been extended theoretically to Ensemble Kalman Smoothers (Bocquet & Sakov, 2014; Evensen, 2018; Evensen & van Leeuwen, 2000), however there has been far less work applying optimal smoothing for large nonlinear systems such as ocean reanalyses (Cosme et al., 2010, 2012; Evensen, 2018; Evensen et al., 2019).

Conventional Kalman smoothing algorithms seek to propagate data backwards in time using the dynamical system itself as a propagator. This can be done in a single step for all time for a linear system (e.g., Aravkin et al., 2017), or for a nonlinear system an iterative technique can be used as in the outer loop of a 4DVar algorithm (e.g., Fisher & Auvinen, 2011). These methods are computationally expensive and are not generally used in high resolution models such as those in operational oceanography. However the sparsity of the ocean observing system coupled with the slower evolution compared to the atmosphere (making geolocated data useful in situ for longer) combine to make it realistic to consider the simpler problem of bringing future increment information into use during a reanalysis without substantial modification from a dynamical propagation step.

In this paper we introduce a new approach to the smoother problem for application to large global ocean reanalysis systems. The aim is not necessarily an optimal reanalysis, but one that produces a more physically plausible time-evolving ocean state with smoother adjustments towards available observations. Section 2 describes a sequential data assimilation (DA) test system using the Lorenz 1963 model and also the ocean model and sequential DA problem we are seeking to smooth based on the current Met Office operational Forecasting Ocean Assimilation Model (FOAM). Section 3 describes the smoother algorithm along with a brief discussion of its relationship to more optimal Kalman smoothing approaches. Section 4 shows results of applying the approach to a twin experiment with the Lorenz 1963 model. Section 5 describes the results obtained from applying the smoother to the FOAM system, looking at both RMS errors of the smoother fields against observations and smoothed climate metrics. Section 6 describes the improvements in time evolution of ocean states. Section 7 discusses potential applications of such smoother results, and Section 8 gives a summary and conclusions.

2. The Model Frameworks

2.1. The Lorenz 1963 Twin

To test out our new smoother we have set up an identical twin experiment with the Lorenz (1963) model. The “truth” run is performed over a period of 2,000 timesteps with a timestep of 0.01, starting with values of 5 for the \( x \), \( y \), and \( z \) variables. Observations are taken with an \( x \) observation frequency of 20 timesteps and a \( y \) observation frequency of 100 timesteps (and no \( z \) observations). An observation error standard deviation of 2 is applied to all observations. A time window of 5 timesteps together is used as the assimilation window in which a 3DVar FGAT approach is applied (see Section 2.2) where static background error covariances between \( x \), \( y \), and \( z \) allow increments to be applied to non-observed variables. The separation between observations means there are windows
during which no current observations are available in the forward run, however the smoother will allow future observations to still be applied. A 100-member ensemble of such assimilation experiments are performed, each starting from different initial conditions.

2.2. The Met Office FOAM System

For the ocean we have worked with the Met Office FOAM version 14 used by the Met Office for Met Ocean predictions (Blockley et al., 2014), and for initializing the ocean component of coupled seasonal forecasts. The ocean model is the GO6 version of NEMO (Madec, 2008; Madec & the NEMO Team, 2012) at global ¼° resolution on the ORCA025 grid, as described in Storkey et al. (2018). The assimilation method is NEMOVAR which uses a sequential 3DVar FGAT (First Guess at Appropriate Time; e.g., Lorenc & Rawlins, 2005) approach, assimilating data on a daily basis (Mirouze et al., 2016; Waters et al., 2015). The observations assimilated include altimeter sea level anomaly data, in situ temperature and salinity profile data from Argo and other platforms, sea surface temperature data from satellite and in situ platforms, and satellite-derived sea ice concentration data (Waters et al., 2015).

The 3DVar FGAT approach as used at the Met Office involves a 1-day background run of the model without data assimilation, during which the model counterparts of the observations are calculated at the nearest model timestep to the observation times. The observation space discrepancies (called the innovations) are then fed into the NEMOVAR code which uses observation and background error covariance estimates to statistically derive a 3D distribution of assimilation increments in temperature (T), salinity (S), sea surface height (SSH), velocity (U and V) and sea ice concentration for that day. A second analysis run of the model is then performed while adding these increments equally distributed throughout the day, as an incremental analysis update (IAU; Bloom et al., 1996). We note that the 1-day time mean fields from this analysis run are archived which, as well as representing a 1 day smoothing, also means that only ½ the NEMOVAR increment has been added for each days’ analysis, which can be corrected for along with the smoothing operation.

The FOAM model is initialized daily for operational oceanography and is forced with atmospheric NWP model forecasts from the Met Office Unified Model in order to provide real-time predictions of the ocean state. In the experiments performed here the FOAM model is run in reanalysis mode although still using Unified Model NWP fluxes. For a full reanalysis an ERA atmospheric reanalysis can be used to drive the model at the surface more consistently over a long period.

The results reported here are based on the FOAM model analysis for the short period June–August 2016. During this period there are analyzed model fields of T, S, U, V, and SSH available as daily mean output data centered at 12:00 UTC. Also available are the assimilation increments that have been calculated by the NEMOVAR code and are added each day during the IAU run of the model which produces the final analysis. Thus each analyzed daily field contains information from the increments based on observations on all previous days but has no information about future increments. It is on this basis that the smoother algorithms described in the following section have been developed.

3. Smoother Algorithm

The reanalysis problem is similar to a fixed-interval smoother (Anderson & Moore, 1979). The Kalman smoother works with the innovations in observation space and attempts to calculate a set of smoother increments based on future innovations (e.g., Cosme et al., 2010, Equation 4b), by developing error covariances linking forecast (background) and analysis errors across time. An infrastructure for calculating full state space increments from innovations therefore needs to be in place to run a Kalman smoother, which requires further runs of the model and/or extensive storage of covariance distributions for projecting information between variables across space and time. Here we will develop a simpler smoothing approach based on using only the future sequential forward model increments, rather than future innovations, making the approach very much easier to run. The important difference with the Kalman smoother is that spatial and inter-variable error covariances are taken directly from model and observation errors available during the forward analysis cycle only, with a simple decay time used to reduce those covariances backwards in time. The main disadvantage is that there is no attempt to use the model, or a model adjoint, to project future innovations back into increments at earlier times based on the flow. However this smoother will still account very effectively for observations made in new regions which were not available
at all in the forward pass, and also where the system evolution is relatively slow so that error covariances do not evolve rapidly (Haines et al., 2006; Troccoli & Haines, 1999). This can be very useful in the ocean, especially below the surface, where in situ observations are sparse and inhomogeneously distributed in space and time. Here increments calculated by the sequential 3DVar code are brought backwards in time while reducing their amplitude based on their remoteness from the observation time.

We define $A_t$ to be the original forward analyzed field during analysis window $t$, and $I_t$ to be the increment field applied during this window used to produce $A_t$. We also define $\gamma < 1$ as the increment decay rate per assimilation window and note that this could be chosen to vary spatially or to be different for different variables if required. The smoother solution in window $t$ is denoted $S_t$. The basic smoother algorithm can then be written:

$$S_0 = A_0 + \gamma(I_1) + \gamma^2(I_2) + \gamma^3(I_3) + \gamma^4(I_4) + \ldots; \quad (1)$$

so that increments from future windows ($t > 0$) decay by a factor $\gamma$ per assimilation window in their influence on $S_0$. Similarly we can write:

$$S_1 = A_1 + \gamma(I_2) + \gamma^2(I_3) + \gamma^3(I_4) + \gamma^4(I_5) + \ldots; \quad (2)$$

and by rearrangement we can find

$$S_0 = A_0 + \gamma(S_1 - A_1 + I_1) = A_0 + SI_0, \quad (3)$$

and

$$SI_0 = \gamma(SI_1 + I_1). \quad (4)$$

where $SI_t = S_t - A_t$ is the “smoother increment.” This recursive relationship allows the smoother to be run backwards in time starting with the final analyzed time window $t_f$, and with $SI_{t_f} = 0$ (there being no future increments).

The decay timescale $\tau$ (in assimilation window units) associated with the smoothing can be defined by the relationship;

$$\gamma^\tau = \frac{1}{e} \quad \text{or} \quad \tau = -\frac{1}{\ln(\gamma)} \quad (5)$$

Another insightful quantity is the total number, $NS$, of whole future assimilation increments contributing to each smoother increment $SI$:

$$NS = \frac{\gamma}{1 - \gamma} \quad (6)$$

So for example $\gamma = 0.7$ corresponds to a decay timescale $\tau \sim 3$ windows, with $NS \sim 2.3$ future window increments contributing to each smoother increment, and $\gamma = 0.98$ would correspond to $\tau \sim 50$ windows and $NS = 49$ future window increments.

4. Smoother for the Lorenz 1963 System

The Lorenz (1963) system described in Section 2.1 was run over 20 time units to create the “truth” run. The 100-member analysis ensemble, each starting from different initial conditions, but otherwise with the model unchanged, was run with observations of $x$ and $y$, with their errors, assimilated and analysis increments stored. Then the smoother increments were calculated for each assimilation window, as described in Section 3, using a smoother parameter $\gamma = 0.7$. The success of the analysis and smoother results were assessed as RMSE against the truth.

Figures 1a, 1b, 1d and 1e show the $x$, $y$ timeseries and the applied increments for a single assimilation run. Notably the analysis increments (red, $b$, $e$) are confined to the windows where observations are made, only influencing the subsequent analysis, while the smoother increments (green) spread backward, with decay, over the windows between observation times. Note that the smoother increments are added offline on top of the original filter increments. Figures 1c and 1f show the $x$, $y$ RMSE against truth timeseries for the 100-member ensemble. The
substantial reductions in error between observation times for the smoother are clear, where these represent errors against independent data (no observations are available during these periods). This distinction will be useful for the later FOAM results. The $z$ timeseries are not shown as no significant impacts occur.

The time averaged RMSE for the smoother ensemble (Figure 1g) is clearly reduced compared with the analysis for both $x$ and $y$, with the largest reduction for the more sparsely observed $y$ variable. The smoother reduces the errors compared to the filter over a wide range of $\gamma$ values, with the largest reductions occurring with $\gamma = 0.7$, as used for the single member smoother (Figures 1a, 1b, 1d and 1e). These results clearly demonstrate the practical effectiveness of the simple smoother algorithm.

Figure 1. Lorenz 1963 truth, background (free run), analysis (filter) and smoother results. (a) $x$ timeseries for a single ensemble member, with dotted observations, (b) same member's $x$ increments for analysis (red) and the smoother ($SI_t$, green), (c) $x$ ensemble RMSE timeseries for analyses (red) and smoothers (green). Panels (d, e, and f) show the same for the $y$ variable. Panel (g) shows the average ensemble mean RMSE for $x$, $y$, $z$, and the sum, for the analysis and smoother, with variations in the smoothing parameter $\gamma$. 
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5. Smoother Results for the Met Office FOAM System

5.1. Implementation for FOAM

As noted in Section 2.2 the archived FOAM fields are averages over the IAU window and therefore only contain \(\frac{1}{2}\) the current increment, therefore to be consistent as we begin to add future increments, an additional \(\frac{1}{2}\) increment for the current timestep is added to the smoother fields described in Section 3.

The smoother parameter selected for the whole domain was \(\gamma = 0.7\) giving a decay timescale \(\tau \sim 3\) days with the 1 day assimilation windows used by FOAM. This is regarded as a very realistic timescale at the ocean surface (Tanimoto et al., 1993) and is around the timescale used during the analysis of satellite sea surface temperature data when it is being combined into an analyzed SST product (Roberts-Jones et al., 2016). We did experiments with much longer timescales for the subsurface ocean, for example, if \(\gamma = 0.98\) this corresponds to \(\tau \sim 50\) days, broadly consistent with correlation timescales for deep water properties (e.g., Johnson et al., 2015). However the number of whole assimilation increments then contributing to the smoother increment is \(NS = 49\) leading to problems of assimilation bias. If the increments are being even partially rejected by the ocean model in the sequential forward analysis run then the same or similar increments can appear again and again as the subsequent observations try to insert the same correction that the model will not retain. Such bias corrections may only be a minor inconvenience during the original forward analysis, but in the smoother algorithm used here such bias increments would reinforce \(NS\) times leading to large erroneous changes.

It may be possible to correct for bias in the recursive smoothing algorithm if the bias, \(b\), can be correctly identified (\(I \Rightarrow I-b\) in Equations 3 and 4) however this is not an easy thing to do with the inhomogeneous space-time observations available in the subsurface ocean. We performed a number of experiments using longer smoothing times in the ocean subsurface using different ways of determining bias however these results are left as further work. Here results are presented using the same short timescale based on \(\gamma = 0.7\), and on these short timescales bias correction is unnecessary nearly everywhere.

The smoother algorithm is only run on the \(T\) and \(S\) fields. The velocity and sea level field increments must satisfy closely geostrophic relationships with the density field increments and the smoothed versions of these can be found using balancing operators, as is performed in the normal course of assimilation (Mogensen et al., 2012). The thermal wind balance is applied directly to the smoothed density increments using a dynamic level of no motion change at 1,500 m depth, as is done for the forward run assimilation increments (Weaver et al., 2005). This results in a balanced smoother increment for the sea surface height and velocity fields which can be added to the original analysis fields.

5.2. Errors Against Observations

In what follows we mostly show error diagnostics of the \(T\), \(S\), SSH model fields against the observations, based on standard diagnostics output by the operational DA system. These are calculated in observation space and then averaged into \(5 \times 5^\circ\) boxes and over the top 2,000 m, for a single month, June 2016. Comparisons are made for the original analysis run in forward mode and for the smoother solution after the additional smoother increments have been incorporated. Each model product has been interpolated to the locations of the observations.

Figure 2 shows the mean temperature bias for June 2016, where Figure 2a is for the original analysis run after data assimilation. The observations being compared against have now been assimilated but the analysis fields still show differences based on the relative weights given to the background and the data. Figure 2b shows the smoother run results. Figures 2c and 2d are the equivalent temperature RMS differences against the observations for the top 2,000 m.

It can be seen that the smoother differences, for both mean error (or bias) and RMS, are substantially smaller than those of the analysis in virtually all regions, in the central ocean basins as well as in areas of strong currents near boundaries and even in the southern ocean. However the existence of the mean bias does indicate the places where potential problems start to arise as \(NS\) becomes large if longer smoothing timescales are implemented, as discussed above. Figures 3a–3d are the same set as Figures 2a–2d except that the bias and RMS differences are shown for salinity through the top 2,000 m. The RMS salinities are much larger than the bias now, but the
Figure 2. (a) Mean temperature (°C) difference of analysis against daily observations for top 2,000 m. (b) Mean temperature difference of smoother against daily observations. (c) RMS temperature difference of analysis against daily observations. (d) RMS temperature difference of smoother against daily observations. All error diagnostics are based on data in June 2016.

Figure 3. As in Figure 2 but for salinity (PSU) differences.
smoother results make an even more striking improvement. Again all regions are being improved to some extent by the smoother process.

Figures 4a and 4b show the global depth profiles of the temperature and salinity differences against observations, respectively. In this case each plot has 3 lines showing the background RMS differences based on the 1-day forward model run performed prior to data assimilation, the analysis differences and the smoother differences through the top 2,000 m. It is clear that the ocean smoother results have substantially lowered errors for both T and S in all depth ranges. The error reductions between analysis and smoother is similar to the reduction between background and analysis.

Figure 5a shows the RMS sea surface height errors for the analysis run on a 5 × 5° grid. As noted above the sea surface height smoother increments are based on a dynamic height calculation using the T and S smoother increments and the observations being compared with are the altimeter data. Figure 5b shows the percentage reduction in these RMS SSH errors for the smoother solution, defined as 100 × (Analysis RMS–Smoother RMS)/Analysis RMS. Again the smoother solution is seen to be considerably closer to observations than the analysis in all regions, as demonstrated by the reduction in RMS differences.

There is an important caveat to the above results. (a) The FOAM smoother results have added an additional ½ increment from the current data to account for the daily IAU run averaging used in the archived analysis. This means that the smoother solution is being directly moved toward the current observational data due to this component alone, irrespective of any future window data. (b) Being closer to the observational data each day is of course no guarantee of an overall improved product. This could be achieved in the forward model simply by increasing the background error, however this can lead to overfitting the observations, which will themselves have errors. A comparison against independent (unassimilated) observations would be preferable, as achieved for the Lorenz 1963 model in Figure 1.

To address point (a), Figure 5c shows the percentage reduction in SSH RMS errors for the smoother when the ½ increment from the current analysis time is not included. In this case the solution is only using the future smoother increments, Equations 3 and 4 to update the analysis. It can be seen that in the strong current regions where SSH and current variability is most rapid, for example, the Gulf Stream, Kuroshio and Southern Ocean, there are still substantial reductions in SSH errors based on smoothing in future data. Elsewhere the smoother impact is very small or slightly negative. If T and S RMS errors are examined in these same high variability regions they are also improved by future observations alone although results are noisy and harder to show as maps, and elsewhere the impacts are small or slightly negative as for the SSH.

Figure 4. (a) Global average RMS errors in temperature (°C) as a function of depth for the background (1-day forecast) fields (black), the analysis fields (blue), and the smoother fields (red). (b) As in (a) but for salinity (PSU).
To address point (b), Figure 5d shows near surface (15 m) U and V current RMS errors, compared against independent U, V data from drifters in observation space. We used the unfiltered estimates of the zonal and meridional velocities at 15 m depth measured by drifting buoys produced by the Copernicus Marine in situ TAC (2020) and compared these to the 15 m depth filter and smoother velocities. These drifter trajectory data have not been assimilated and are indeed in quite different time and space locations to the altimeter data, which provide most of the relevant information on near surface currents. The figure shows the percentage error reduction given by the smoother over the analysis, defined as $100 \times (\text{Analysis RMS} - \text{Smoother RMS}) / \text{Analysis RMS}$, averaged in 5 × 5° boxes for June 2016. It is clear that the smoother results represent a significant improvement over most of the ocean domain and particularly in areas of strong current variability.

These comparisons against observations strongly suggest that the application of the smoother increments is improving on the analyzed fields and that future data provide improvement especially in the regions of strong variability. These results, along with the idealized results in the Lorenz system (Figure 1), give some confidence that the smoother results constitute a significant improvement over the analysis. We believe this is especially the case in places where near future observations are present but past observations are not. An additional aim of the smoother is to improve the temporal evolution of the analysis by allowing the smoother introduction of observations which are significantly correlated in time. In the next section we will look at the temporal smoothing aspects of the solution, smoothing out some of the large adjustments to ocean state fields which are introduced through the daily sequential analysis.

6. Smoothed Ocean Time Series

6.1. Heat and Salt Content

The ocean heat content (OHC) 0–2,000 m from the original FOAM analysis in the subtropical region 26–45°N in the North Atlantic over the short period June-August 2016, is shown in the black line in Figure 6a. The strong...
high frequency variability has a comparatively large amplitude compared to the slow evolution of OHC on a monthly timescale, and is being driven by assimilation of data which is highly irregular in space and time. We do not have a truly free model run to demonstrate this, but we can generate an artificial free evolution using OHC 1-day tendencies from the background runs made during DA. The dashed blue line in Figure 6a is obtained by stringing together all the 1-day OHC background tendencies starting from the analysis initial conditions on June 1. It can be seen that these background run changes in OHC over this large area are small and smoothly varying each day, and therefore clearly all the high frequency changes taking place in the analysis run are coming directly from the DA. We can also rule out transport of heat as contributing to the higher analysis OHC variability, as analysis transports will also be present in the “free run.” These high frequency OHC variations can mask any lower frequency changes which might represent realistic information on OHC coming from the assimilated data.

The red line in Figure 6a shows the new smoothed reanalysis evolution based on Equation 3. The smoothing operation has removed some of the high frequency variability in the original analysis timeseries by bringing forward future increments. The smoother analysis and the background-based free model run are displaced with respect to each other mainly because the free run starts from the start of the analysis run, while the smoother starts from the end point of the analysis. The solid blue line shows the “free model” evolution displaced to match the first day of the smoother solution. The two solutions are now more similar although analysis over a longer time period may reveal realistic differences associated with assimilation of the data which may be harder to detect from the original analysis with its higher frequency variability. Figure 6b shows the ocean salt content (OSC) over the same region as Figure 6a, and the smoother evolution of the salt content is very clear.

Figures 7a and 7b show the original and smoother analyses for OHC for two additional regions, in the Equatorial Pacific (5°S–5°N, 170–120°W) and in the Antarctic Circumpolar Current (ACC, 50–60°S, 130–170°E) regions. Figures 7c and 7d show the OSC for these Equatorial and ACC regions. In the Equatorial Pacific, the daily variability in the analysis is relatively small and so the smoothed reanalysis shows a smaller effect on both OHC and
OSC than in the subtropics and ACC regions. The results in each of these different regions clearly show smoother and more realistic OHC and OSC time evolution than the original unsmoothed analysis.

6.2. Turbulent Kinetic Energy (TKE) and the AMOC

Figure 8 shows the original and smoother analyses for 0–1,000 m turbulent kinetic energy (TKE) for the 26–45°N Atlantic region. The smoothed TKE shows a very slight increase in mean TKE over the original analysis over the 3 months period, but significantly reduced high frequency variability and therefore a smoother evolution on weekly to monthly time scales. This shows that the time variability in the velocity field is also being smoothed and is likely to be more realistic, benefiting from assimilating future data over a wider domain. There will be an unbalanced (ageostrophic) component of the velocity field which is not being improved by the smoother, including inertial wave motions, some of which are excited by the data assimilation process itself (Blaker et al., 2021; Fox et al., 2000).

Figure 7. (a) Smoother (red line) and analysis (black line) 0–2,000 m OHC timeseries for Equatorial Pacific 5°S–5°N, 170–120°W for June–August 2016. (b) OHC timeseries for ACC region 50–60°S, 130–170°E. (c) OSC timeseries as in (a). (d) OSC timeseries as in (b).

Figure 8. (a) Smoother (orange line) and original analysis (blue line) time series of 0–1,000 m turbulent kinetic energy (TKE, in unit of petajoules) averaged over 26–45°N Atlantic Ocean for June-August 2016.
Figure 9 shows the Atlantic Meridional Overturning Circulation (AMOC) at 26°N for the original and smoother analyses. We show both as 10-day running means because higher frequency AMOC variability cannot in any case be monitored (McCarthy et al., 2015) and would be of little importance for heat transport or climate variability. The smoother result clearly shows reduced temporal variability with largest peak to peak changes reduced by 4 Sv compared with the analysis on week to month timescales. This indicates that the smoother does have a potentially detectable impact on important aspects of oceanic transports.

7. Discussion

The Lorenz model analysis allows additional tests to be made by varying observational sampling, observational error amplitudes, as well as different smoothing timescales (Figure 1g), although it cannot really replicate long memory timescales associated with conserved properties in the ocean. When the smoother solution is compared only with the truth at times when observations are assimilated, more similar to comparisons with observations in the FOAM system, then errors are improved considerably less than is shown in Figure 1, showing that it is the unobserved periods between observation times that benefit the most. We would expect the same to be the case in the ocean model.

It should also be noted that an optimal Kalman smoother should not need an externally defined smoothing timescale because the temporal smoothing of different signals should depend on physically modeled processes. However the specified smoothing timescales we use still makes physical sense when considered as a smoothing of data into the gaps between observation times. From this perspective the smoothing timescale of a few days fits reasonably well with the repeat timescale for altimeter observations or the surfacing cycle of Argo floats, both around 10 days (Rio et al., 2014).

Although the largest RMS error reductions against observations, compared with the daily average analyses, occur through completing the addition of the current data increment, we find that significant improvements in errors also occur through use of future increments in the areas of strong variability where the mesoscale signal is larger and arguably more dominant over any observational errors. These future increments are then independent of the current observations and therefore provide a strong test of the consistency and value of the smoothing. Perhaps most impressive is the improvements of the smoother against fully independent drifter U, V currents, again especially in areas of strong currents. This suggests that significant improvements to the mesoscale fields can be obtained by smoothing.

Turning to the timeseries, other approaches can be used to give smoother OHC signals such as simply temporally smoothing the original analysis but this leads to smoothing the model background as well as the increments, which is undesirable especially during events generated by high frequency forcing, for example, tropical storms. The in situ observations alone can be used to give a low frequency estimate of OHC variability (Abraham et al., 2013) but space-time interpolation scales are still required and no use is then being made of the dynamics captured by an ocean model to propagate past observations forward in time, or of the high quality atmospheric reanalysis data which can generate realistic ocean variability, in the reconstructions. Formally a full 4DVar approach with an
ocean model might be preferable but this is computationally expensive and hard to perform for high resolution state-of-the-art operational models (e.g., Lea et al., 2006). It is also interesting to consider whether instead of simply applying the smoother increments offline as here, the method could be iterated with further reanalysis forward passes performed while giving some weights to smoother increments from the previous iteration.

One possible application of this work would be a better assessment of the ocean heat and salt content of a region around which budget studies are to be performed. The strong sensitivity to the data assimilation makes it hard to distinguish realistic OHC change signals present in the original analysis. As for the OHC itself there is evidence that ocean volume and heat transports from standard sequential reanalyses have more variability than free running ocean or coupled models, and that much of this variability may represent noise introduced by data assimilation (Karspeck et al., 2017; Meinen et al., 2010; Zhu et al., 2012). Overall the simple smoother approach should provide more consistent OHC and OSC estimates based on observations using all available data and dynamical understanding. There is also every reason to expect that a smoother introduction of assimilated data, would reduce noise in ocean transports obtained from reanalyses, as seen from the smoother AMOC timeseries in Figure 9, and so allow for more reliable assessment of heat or freshwater transport variability for use in regional ocean budget studies.

8. Conclusions and Future Work

This paper has developed and tested a simple smoother algorithm that can be easily used with the most sophisticated operational ocean models. It takes advantage of the increment diagnostics that are regularly archived at operational oceanography centers such as the Met Office, Mercator Ocean and ECMWF, to perform the smoothing, as well as the “Class 4” observation space error diagnostics (Ryan et al., 2015), to demonstrate the performance of the smoother fields compared to observations.

The approach eschews the use of the model physical operator in bringing future observations back to influence earlier state estimates, and instead relies on a simple temporal decay time, which varies spatially, to generate the smoother increments. We first demonstrate the effectiveness of this simple approach using a Lorenz 1963 twin experiment and show that RMS errors against the known “truth” are reduced by the smoother, through adding increments in between observation times, based on the future observations coming more incrementally into the solution.

The smoother was then tested on a 3-month run of the Met Office global ¼°, 75-level FOAM operational ocean model, for diagnostics of ocean heat and salt content which are of great interest for understanding the global energy budget (von Schuckmann et al., 2018), as well as for regional heat and freshwater budget and transport studies (Douglass et al., 2010; Ganachaud & Wunsch, 2003). The smoothing is directly applied to ocean water properties of temperature and salinity, and smoother versions of the currents and SSH fields have been generated through geostrophic “balancing” adjustments. The smoother effectively removes high frequency variability in ocean heat and salt content in the reanalysis data that is generated by the sequential assimilation of sparse ocean observations, but without temporally smoothing the background ocean fields, giving a more realistic representation of the evolution of integrated ocean properties.

The smoothed fields were also compared directly to temperature and salinity profile data, and sea surface height data, with standard diagnostics used as part of the data assimilation process. The smoother results are additionally compared with entirely independent 15 m drifter velocities. It is found that the smoothed analyses are very significantly closer to the observations in both mean values and RMS errors at nearly all depth ranges and locations studied, including to the independent drifter results. The results presented here were obtained after only a limited amount of tuning of the smoothing timescales which were constrained to be short due to the presence of model bias in the operational analysis increments. Longer smoothing timescales could potentially be very useful in the pre-Argo period when in situ data are much more sparse. Further improvements could undoubtedly be obtained but this paper presents a first implementation of a new and very promising method that can easily be applied to ocean reanalyses from many operational centers using currently archived data, and which may improve their value for ocean and coupled process applications.
Data Availability Statement
Smoother reanalysis data for June 2016 are published at the CEDA Archive, http://dx.doi.org/10.5285/b0cf15a39647e4036bd35351274c5daa5f.
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