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Abstract
Multi-fluid models have recently been proposed as an approach to improv-
ing the representation of convection in weather and climate models. This is
an attractive framework as it is fundamentally dynamical, removing some of
the assumptions of mass-flux convection schemes which are invalid at current
model resolutions. However, it is still not understood how best to close the
multi-fluid equations for atmospheric convection. In this paper we develop a
simple two-fluid, single-column model with one rising and one falling fluid. No
further modelling of sub-filter variability is included. We then apply this model
to Rayleigh–Bénard convection, showing that, with minimal closures, the cor-
rect scaling of the heat flux (Nu) is predicted over six orders of magnitude of
buoyancy forcing (Ra). This suggests that even a very simple two-fluid model can
accurately capture the dominant coherent overturning structures of convection.
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1 INTRODUCTION

Despite being an important part of the global circulation
and local variability, atmospheric convection is one of the
weakest aspects of numerical weather prediction (NWP)
and climate models (Stephens et al., 2010; Sherwood et al.,
2014; Stein et al., 2015; Clark et al., 2016). These difficul-
ties are at least in part due to the “grey zone” problem:
the resolution of current models is such that a typical grid
spacing is neither much smaller, nor much larger, than a
typical convective scale (say (1 km) for shallow convec-
tion), meaning that neither traditional parametrizations
nor so-called “explicit convection” adequately represent

the flow (Wyngaard, 2004; Holloway et al., 2014; Zhou
et al., 2014; Clark et al., 2016).

If a separation of scales exists between the clouds
scale(s) and the grid spacing, simplifying assumptions may
be made to aid in parametrization of sub-grid processes.
The biggest assumption made by traditional closures is
that of horizontal homogeneity (i.e., horizontal transports,
gradients, etc. are explicitly ignored), meaning that tradi-
tional closures are fundamentally 1D: they work in a single
vertical column independently of those around. They are
therefore often tested in models containing a single verti-
cal column with externally specified forcing and no explicit
dynamics, giving rise to the term “single-column model”.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
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In addition, traditional closures have assumed some form
of balance between the large-scale forcing and the convec-
tive response, and that the area of a “grid box” taken up by
cloud is small (Arakawa and Schubert, 1974; Plant, 2010).
All of these assumptions break down in the grey zone of
current model resolutions, leading to unrealistic behaviour
of models with traditional parametrizations.

At the other end of the scale, for grid spacings much
smaller than the convective length-scale(s), techniques of
large-eddy simulation (LES) become applicable (Mason,
1994 gives a review). However, true LES requires very
high resolution – typically (10 m) for the dry convec-
tive boundary layer (Sullivan and Patton, 2011) – which
is beyond the computational capabilities of NWP and
climate models for the foreseeable future. Many current
operational forecasting models (e.g., the Met Office UKV
configuration of the MetUM, DWD’s ICON-D2 ) use “ex-
plicit” convection, where the convection scheme is turned
off. Some form of “turbulence” scheme is still required,
often an LES-like eddy viscosity/diffusivity scheme. While
these perform better at grey zone resolutions, there are
still undesirable effects, in particular the prediction of
incorrect length-scales (cloud size and inter-cloud spac-
ing) typically larger than observed scales, even in cases
where the model should be able to resolve the smaller
scale (Lean et al., 2008). There is thus both a need for
parametrization well into the future, and a need for new
parametrization approaches in the grey zone.

Multi-fluid modelling has recently been proposed as
an approach to representing convection in the grey zone
(Yano, 2014; Tan et al., 2018; Thuburn et al., 2018); similar
equation sets are used for the modelling of multi-phase
flows in engineering (e.g., Städtke, 2007). In the convection
context, this takes inspiration from traditional mass-flux
parametrizations in splitting the fluid into multiple com-
ponents, which may represent updraughts, environment,
downdraughts, etc. The split is applied directly to the
governing equations, which are then spatially filtered,
allowing a fully 3D and time-dependent framework to be
derived (Thuburn et al., 2018; Shipley, 2021, chapter 3).
Neither quasi-equilibrium nor small updraught frac-
tion are assumed in the derivation. Each “fluid” evolves
according to its own prognostic equations, interacting with
other fluids via the pressure gradient, and terms involving
the exchange of mass, momentum, energy, and tracers.
These exchange terms are the analogue of entrainment,
detrainment, and cloud-base mass-flux in traditional
models, and must be parametrized. Convection is inher-
ently a part of the dynamics in this framework: there is
no separate convection scheme which is called by the
dynamical core.

The skewness of (joint) probability distribution func-
tions of variables in convective flows is well known to be

important (Larson et al., 2002; Zhu and Zuidema, 2009)
and is often poorly treated in first- or second-order turbu-
lence closures; one approach to modelling this variability
is assuming bi-Gaussian joint probability distributions
in PDF-based convective closures (Larson et al., 2012;
Fitch, 2019). Each Gaussian can be thought of as a dif-
ferent component of the fluid. A potential advantage of
the multi-fluid approach is that even the simplest pos-
sible multi-fluid model, a two-fluid model, intrinsically
captures information about odd-order moments. It is
therefore possible that the multi-fluid method can provide
a better low-order approximation for flows with bimodal
distributions, or large skewness.

In order to build a multi-fluid model of atmospheric
convection, the multi-fluid equation set must be closed.
The form of these closures directly depends on the
definition of the fluid partitions (de Rooy et al., 2012;
Shipley, 2021, chapter 3). For example, the single-column
two-fluid model of Thuburn et al. (2019) contains entrain-
ment and detrainment closures designed to capture
coherent structures in the convective boundary layer,
whereas the closures in Cohen et al. (2020) are designed
to model a second fluid in the cloud layer only. Pertur-
bation pressure closures for the latter approach were
suggested in He et al. (2020). Entrainment and detrain-
ment closures based on velocity divergence, and a bulk
viscous parametrization for the perturbation pressure,
were proposed and tested in Weller et al. (2020), but the
test cases used for comparison were non-turbulent, unlike
the real atmosphere. All of these multi-fluid models have
been single-column, and used standard atmospheric test
cases (e.g., dry rising bubble, dry convective boundary
layer, oceanic and continental shallow cumulus, diurnal
deep convection) for verification. While prior work shows
the considerable promise of the multi-fluid method, little
work has been done in testing the response of a specific
multi-fluid scheme to a variety of forcings, or in sug-
gesting how the closure constants should scale with that
forcing. Such investigation could lead to more consis-
tent results compared to tuning a model to a handful of
test cases.

To gain a better understanding of the multi-fluid
equations, and how some of the new closure terms affect
the solution, we present a single-column model of dry
Rayleigh–Bénard convection (RBC) with one rising and
one falling fluid. RBC is the simplest relevant convec-
tion problem: the equations and boundary conditions
are as simple as possible while still allowing for a fully
turbulent convective solution. RBC has been extensively
studied, and a wealth of experimental, numerical, and
theoretical results make it a well-constrained starting
point (Chandrasekhar, 1961; Ahlers et al., 2009; Chillà
and Schumacher, 2012). In particular, the scaling of bulk
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buoyancy and momentum transport with the applied
buoyancy forcing is well understood over at least ten
orders of magnitude.

It is important to understand the response of the model
in a fully-parametrized equilibrium setting before moving
to the grey zone. This will help pin down the physics of
a multi-fluid model of convection, free of the complexi-
ties – especially microphysics and phase changes – of the
real atmosphere.

The paper begins with an overview of Rayleigh–Bénard
convection in Section 2, motivating its use as a reason-
able testbed for developing insights into “real-world” con-
vection. Results from 2D direct numerical simulations
(DNS) of dry RBC are presented, and shown to agree with
reference results. In Section 3 a multi-fluid Boussinesq
equation set is presented, along with a discussion of how
and why this equation set differs from previous papers
on multi-fluid convection parametrization. Closures for
one rising and one falling fluid which attempt to capture
the large-scale overturning circulation are presented in
Section 3.1, and a scaling argument is presented for the
magnitude of the pressure differences between the fluids.
The numerical method is then described in Section 4. In
Section 5, results of the two-fluid single-column model
(Section 3.1) are compared with horizontally averaged
results from the DNS (Section 2.1) over a range of buoy-
ancy forcing spanning seven orders of magnitude (103 ≤
Ra ≤ 1010), and the sensitivity of the model to its two
dimensionless closure constants is investigated. The paper
concludes with a summary of its results and their rele-
vance to convection parametrizations, and a discussion of
avenues for future research.

2 RAYLEIGH–BÉNARD
CONVECTION (RBC)

The Rayleigh–Bénard problem is the simplest fluid
dynamical model of convection. First studied experimen-
tally by Bénard (1900), the problem was given a theoretical
treatment by Rayleigh (1916) which has been the basis of
over a century of investigation. Rayleigh (1916) studied the
motion of a Boussinesq fluid confined between two per-
fectly conducting horizontal plates of infinite extent, each
held at a constant uniform temperature. For mathemati-
cal tractability, he considered stress-free velocity boundary
conditions at the plates; the no-slip case was tackled by
Jeffreys (1926; 1928). RBC has long been of interest to the
meteorological community, being the basis of the Lorenz
(1963) seminal discovery of deterministic chaos, and a key
component of our understanding of convective systems
(Emanuel, 1994, chapter 3). Moist extensions of the model
have been considered to gain insight into moist convection,

though far less work has been performed on moist ver-
sions of the problem than on the dry case (Bretherton,
1987; 1988; Pauluis and Schumacher, 2010; Weidauer and
Schumacher, 2012; Vallis et al., 2019). In this section, the
classical results relevant to this paper are collected. The
canonical text covering stability and the onset of con-
vection is Chandrasekhar (1961); recent reviews covering
fully turbulent convection are Ahlers et al. (2009) and
Chillà and Schumacher (2012).

The set-up of the dry Rayleigh–Bénard problem is
as follows. A Boussinesq fluid is confined between two
smooth, flat, horizontal plates, a fixed distance H apart.
Each of these is held at a fixed buoyancy, ±ΔB∕2, with
no-slip, no-normal flow velocity boundary conditions. For
both analytical and numerical simplicity we choose the
lateral boundaries to be periodic in all fields. The motion
of the fluid is described by the following Boussinesq
equations of motion:

Du
Dt

= bk − 𝛁P + 𝜈𝛁2u, (1)

Db
Dt

= 𝜅𝛁2b, (2)

𝛁 ⋅ u = 0. (3)

Here u denotes the velocity field of the fluid; b ≔ g(𝜌ref −
𝜌)∕𝜌ref its buoyancy1; P ≔ p∕𝜌ref its pressure potential; 𝜈
its kinematic viscosity; 𝜅 its buoyancy diffusivity; and k is
a unit vector antiparallel to gravity, defining the vertical
(z) direction. All variables are defined relative to a rest-
ing, uniformly constant-density, hydrostatically balanced
pressure reference state.

A diffusive non-dimensionalization of
Equations (1)–(3) by the external parameters, x̂ ≔
x∕H, b̂ ≔ b∕ΔB, t̂ ≔ t𝜅∕H2, û ≔ uH∕𝜅, P̂ ≔ H2∕𝜅𝜈
(as Chandrasekhar, 1961; Emanuel, 1994, but choosing a
diffusive rather than viscous time-scale), shows that two
dimensionless parameters govern the flow (the boundary
conditions are given for completeness):

Dû
D̂t

= Pr
(

Ra b̂k − �̂�P̂ + �̂�
2
û
)
, (4)

Db̂
D̂t

= �̂�
2
b̂, (5)

1For our desired application to atmospheric convection,
(𝜌ref − 𝜌)∕𝜌ref ≃ (𝜃 − 𝜃ref)∕𝜃ref, where 𝜃 is the potential temperature,
though much previous work on RBC is performed in terms of
temperature, using the approximation (𝜌ref − 𝜌)∕𝜌ref ≃ (T − Tref)∕Tref.
The equation set retains the same form.
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�̂� ⋅ û = 0, (6)

b̂(̂z = 0) = 1
2
, b̂(̂z = 1) = −1

2
, (7)

û(̂z = 0, 1) = 0. (8)

Non-dimensionalized variables are denoted by a hat, and
the dimensionless parameters are defined by:

Ra ≔ ΔB ⋅ H3

𝜅 𝜈
, Pr ≔ 𝜈

𝜅
. (9)

The Rayleigh number, Ra, is the ratio of buoyancy forc-
ing (ΔB) to viscous diffusion (𝜅𝜈∕H3); and the Prandtl
number, Pr, is the ratio of the diffusion of momentum
(𝜈) to the diffusion of buoyancy (𝜅). The former can
thus be seen as measure of the applied forcing in RBC,
whereas the latter is an intrinsic property of the fluid. This
non-dimensionalization shows that any two RBC systems
with the same Ra and Pr support the same solutions, that
is, are dynamically similar.2

It is worth noting that this non-dimensionalization
specifically singles out the diffusive regime as the
regime of interest, relevant for considerations of sta-
bility. For consideration of the convective solutions, a
non-dimensionalization based on the buoyancy forcing
is more useful. This “free fall” or “free convective” scal-
ing gives velocity and time-scales UB ≔ √

ΔB H,TB ≔√
H∕ΔB, and is ubiquitous in the convective boundary

layer (CBL) literature (where UB is denoted w∗, e.g., Garratt
(1994)). Such a scaling also gives an a priori estimate for
the Reynolds number3, Re ∝ Ra1∕2Pr−1∕2. This approxi-
mate Re(Ra) scaling is observed for the regimes applicable
to this paper.

The equation set (4)–(8) has a unique stationary
zero-flow solution, with a linear buoyancy gradient
between the plates and a quadratic pressure profile:

u = 0, b = 1
2
(1 − 2z), P = P0 +

z
2
(1 − z) . (10)

This solution is both linearly and nonlinearly unstable to
perturbations if and only if the Rayleigh number exceeds

2A third parameter, the aspect ratio of the domain, Γ ≔ L∕H, enters via
the lateral boundary conditions; however, the dependence upon the
aspect ratio is generally weak so long as Γ > 1 (Ahlers et al., 2009,
section 3E; also Johnston and Doering 2009; Bailon-Cuba et al., 2010;
Zhou et al., 2012) and the dependence is weaker for periodic boundaries
than for rigid boundaries.
3The a priori scaling for the Nusselt number that this predicts,
Nu ∝ Ra1∕2 – the so-called “ultimate scaling” – is steeper than observed
to date in experimental or numerical dry RBC, because the non-turbulent
surface layers next to the boundaries prevent a thermal shortcut.

a critical value, Rac; importantly, the stability does not
depend on the Prandtl number (e.g., Chandrasekhar, 1961;
Joseph, 1966; Lindsay and Straughan, 1990). Below Rac,
solutions are purely diffusive; above Rac, a circulation
develops which increases the heat transport. The precise
value of Rac depends on the velocity boundary conditions
at the top and bottom boundaries, but not on the dimen-
sionality of the domain; for our chosen no-slip conditions,
Rac ≈ 1708, and the wavelength of the most unstable
mode is 𝜆c ≈ 2.02H (Chandrasekhar, 1961, table 3). The
circulation which develops can be steady, periodic, quasi-
periodic, or turbulent, depending on the governing param-
eters (Ra,Pr), and on the dimensionality of the domain.

The domain- and time-averaged dimensionless buoy-
ancy flux is given by the Nusselt number:

Nu ≔ ⟨
k ⋅

(
ûb̂ − �̂�b̂

)⟩
V ,t

=

⟨
ŵb̂ − 𝜕b̂

𝜕ẑ

⟩
A,t

, (11)

which is the ratio of the actual buoyancy flux to the buoy-
ancy flux of the purely diffusive solution. Averaging the
buoyancy Equation 5 over a horizontal plane and over
time (denoted ⟨… ⟩ A,t) shows that the Nusselt number is
independent of height in a statistically stationary flow.

Exact results for the domain- and time-averaged
kinetic and thermal dissipation rates, 𝜀u and 𝜀b, are given
by the expressions (Chandrasekhar, 1994, appendix 1; Sig-
gia, 1994):

𝜀u ≔ ⟨𝛁u ∶ 𝛁u⟩V ,t = Ra(Nu − 1), (12)

𝜀b ≔ ⟨𝛁b ⋅ 𝛁b⟩V ,t = Nu. (13)

Here the “double dot product” denotes the complete
contraction of two rank-two tensors, following the
convention A ∶ B ≔ ∑

a,b AabBab. Thus the vertical buoy-
ancy flux is the only quantity that characterizes the
stationary-state global energetic response of the system to
the applied forcing (Ra,Pr)4. The statistically steady-state
Rayleigh–Bénard problem can then be framed as ask-
ing the question: if we apply a buoyancy forcing Ra to a
Boussinesq fluid characterized by Pr, what is the resulting
Nu? Scaling theories for Nu as a function of Ra and Pr are
well-developed, and there is good agreement between the
theory and numerical and experimental results until at
least Ra = 1011 for Pr = (1) (Ahlers et al., 2009; Chillà
and Schumacher, 2012). It is therefore a strong test of any

4It is worth noting that these results (12)–(13) are quite general; in
particular they do not rely on the plates being smooth and flat, and they
apply equally well also to the cases of stress-free velocity or constant
buoyancy flux boundary conditions.
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dynamical low-order model of RBC to reproduce these
scalings.

2.1 2D direct numerical simulation
of RBC

To provide a reference “truth” for later sections in the
paper, results from two-dimensional direct numerical sim-
ulations of RBC over a wide range of Ra are presented.
These simulations also serve to illustrate the phenomenol-
ogy of RBC, and to indirectly validate the numerical meth-
ods via comparison with reference results.

While the restriction to two dimensions may seem like
too great a simplification, global and large-scale results of
Rayleigh–Bénard convection in two and three dimensions
are remarkably similar so long as the Prandtl number is
not too small. The classical results regarding the critical
Rayleigh number, critical wavelength, and onset of con-
vection are unaffected (Chandrasekhar, 1961, chapter 2;
though not explicitly stated, the stability analysis does not
depend on the dimensionality of the domain). After the
onset of convection, for (1)Pr and greater, the scalings of
global parameters such as the Nusselt and Reynolds num-
bers, as well as the boundary-layer depths, are virtually
the same in 2D as in 3D (although the magnitudes differ
slightly; Schmalzl et al., 2004). Many theoretical analyses
of the problem have either included two dimensions as a
special case, or actually assumed only two dimensions, the
successful Grossmann and Lohse (2000) scaling theory for
the Nusselt and Rayleigh numbers being a prime example
of the latter. Therefore we choose to perform 2D simula-
tions, given the similarity between 2D and 3D results and
the vastly reduced computational requirements for 2D
calculations. It is worth noting, however, that for interme-
diate Rayleigh numbers 104 ≲ Ra ≲ 107, the nature of the
solution in 2D and 3D is phenomenologically different. For
Pr ≃ 1, 3D solutions exhibit a chaotic time-dependence,
whereas 2D solutions in the same regime exhibit lami-
nar rolls with at most small periodic time-dependence
(DeLuca et al., 1990; Siggia, 1994). Therefore in this paper
we restrict our attention to the global properties of the
solutions which are less dependent on the dimensionality
of the domain.

Our simulation suite runs from fully diffusive (Ra ≃
102) to well into the turbulent regime (Ra ≃ 1010). Rayleigh
numbers have been chosen such that there is at least one
simulation per factor of ten of Ra, with extra simulations
run in the vicinity of Rac. The Prandtl number is fixed
to be Pr = 0.707, the value for dry air at STP. Reviews of
RBC suggest that qualitative results remain similar so long
as the asymptotic range of Pr is the same, that is, Pr =
(1) rather than Pr → 0 or ∞ (Ahlers et al., 2009; Chillà

and Schumacher, 2012). In particular, the scaling exponent
Nu ∝ Ra𝛽 is not strongly Pr-dependent.

2.1.1 Choice of resolution

• By “resolution”, Δr , we mean the smallest length-scale
at which structures of the flow are well captured by the
model.

• By “filter scale”, Δf, we mean the length-scale(s) associ-
ated with any filter applied to the flow, whether to the
solutions or to the governing equations.

• By “grid scale” (alternatively, “grid length” or “grid
spacing”), Δg, we mean the actual distance between
points (or cell centres) within a discretized model.

A direct numerical simulation (DNS) of a fluid must
“resolve” all dynamically relevant scales of the fluid flow
in order to justify the assumption that no small-scale pro-
cesses need to be parametrized. But there are various met-
rics by which we can test whether a flow is “resolved”. To
fully resolve a turbulent flow, the grid spacing must resolve
at least a factor of ten into the viscous subrange (Kerr,
1985), which is very computationally expensive. However,
to get the majority of the statistics right, the requirements
are less extreme: the Kolmogorov dissipation length, 𝜂 ≔
H(Pr2∕𝜀u)1∕4, must be resolved (Grötzbach, 1983). Within
fully-developed turbulence in the bulk of the fluid, the
exact result for the global kinetic energy dissipation rate,
(12), may be used to estimate the smallest dynamically
relevant scale:

𝜂

H
=
(

Pr2

(Nu − 1)Ra

) 1
4

. (14)

Towards the boundaries, the kinetic and thermal
boundary layers must be resolved – dissipation is typically
higher in these regions, reducing the smallest dynamically
relevant length-scale. Shishkina et al. (2010) estimated
local dissipation lengths based on dissipation rates defined
within the boundary layers, using these to estimate the
minimum number of points Nu,Nb required within each
boundary layer (thickness 𝛿u, 𝛿b) in order to adequately
resolve the flow. This estimate is for 106 < Ra < 1010, so for
Ra ≤ 106 we use the values of Nu,Nb estimated for Ra =
106. Note that this extra resolution is only required in the
vertical direction.

At any point in the flow, the smallest of
{𝜂, 𝛿b∕Nb, 𝛿u∕Nu} must be resolved. Collecting the
results of Grötzbach (1983) and Shishkina et al.
(2010), the grid spacing is required to satisfy Δx𝜂 < 2𝜂,
Δxb < 𝛿b∕0.35Ra0.15, Δxu < 𝛿u∕0.31Ra0.15 to be adequate
to resolve each respective scale.
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T A B L E 1 Details of grid spacing, time-step size, and simulation time for the 2D DNS of RBC (Section 2.1)

Ra Ttot∕4TB 𝚫t∕4TB 𝚫zc∕H = 𝚫x∕H 𝚫zw∕H 𝜼∕H 𝜹u∕H

102 25 6.393 × 10−5 0.04 0.04 N/A N/A

103 25 1.599 × 10−3 0.04 0.04 N/A N/A

1.6 × 103 51 6.393 × 10−4 0.02 0.02 N/A N/A

1.7 × 103 51 6.393 × 10−4 0.02 0.02 N/A N/A

1.8 × 103 127 6.393 × 10−4 0.02 0.02 N/A N/A

2 × 103 38 7.992 × 10−4 0.02 0.02 1.410 × 10−1 8.459 × 10−2

104 25 1.598 × 10−3 0.02 0.01 7.494 × 10−2 5.656 × 10−2

5 × 104 25 1.998 × 10−3 0.02 0.01 4.240 × 10−2 3.783 × 10−2

105 38 1.598 × 10−3 0.02 0.01 3.346 × 10−2 3.181 × 10−2

5 × 105 25 9.990 × 10−4 0.02 7.067 × 10−3 1.951 × 10−2 2.127 × 10−2

106 25 9.990 × 10−4 0.02 5.963 × 10−3 1.551 × 10−2 1.789 × 10−2

5 × 106 38 9.990 × 10−4 1.797 × 10−2 2.990 × 10−3 9.151 × 10−3 1.196 × 10−2

107 60 5.115 × 10−4 1.454 × 10−2 2.515 × 10−3 7.300 × 10−3 1.006 × 10−2

2 × 107 51 3.996 × 10−4 1.165 × 10−2 2.114 × 10−3 5.827 × 10−3 8.459 × 10−3

108 38 3.197 × 10−4 6.729 × 10−4 1.130 × 10−3 3.459 × 10−3 5.657 × 10−3

109 22 (45) 1.279 × 10−4 4.543 × 10−4 4.544 × 10−4 1.645 × 10−3 3.181 × 10−3

1010 20 (76) 7.992 × 10−5 1.563 × 10−3 1.789 × 10−4 7.832 × 10−4 1.789 × 10−3

Note: Times are non-dimensionalized by the (approximate) eddy turnover time, Te ≈ 4TB = 4
√

H∕ΔB. The final two columns give the physical length-scales
used to estimate the required resolution, the (bulk) Kolmogorov dissipation length 𝜂∕H (Equation (14)) and the kinetic boundary-layer thickness,
𝛿u∕H ≈ 0.56 Ra−1∕4. The Ra = 109 and 1010 simulations were spun up on a coarser grid (the Ra = 108 grid), then after reaching equilibrium the grid was
refined. The simulation time on the finer grid is given, followed by, in parentheses, the total simulation time on both grids for that Rayleigh number.

To make use of the resolution requirements, the
boundary-layer thicknesses must be estimated. Since the
centre of the domain will be statistically well-mixed after
the onset of convection, we must have 𝛿b∕H∼1∕2Nu. For
the parameter regimes of this study, Nu∼Ra2∕7 and so
𝛿b∕H∼Ra−2∕7 (Castaing et al., 1989; Shraiman and Siggia,
1990; Ahlers et al., 2009). Prandtl–Blasius boundary-layer
theory suggests that the kinetic boundary-layer thickness
should scale as 𝛿u∕H∼Ra−1∕4, and 𝛿u < 𝛿b is expected
over the entire Rayleigh number range here considered
(Ahlers et al., 2009, figure 3). To estimate the prefactors, an
over-resolved simulation with Δx∕H = Δz∕H = 0.01 was
run at Ra = 105, finding 𝛿u ≈ 0.56 Ra−1∕4, 𝛿b ≈ 2.8 Ra−2∕7;
these prefactors do indeed ensure that 𝛿u < 𝛿b for the
Rayleigh number regime of the study.

For each Ra we construct an orthogonal, rectangu-
lar grid such that the grid spacing is always smaller than
the smallest of these length-scales. This grid consists of,
in the z-direction: a uniform grid with spacing Δz(0) =
Δxu for 0 ≤ ||z − zboundary|| ≤ 𝛿u; a uniform grid with spac-
ing Δz(1): Δxu < Δz(1) < Δxb for 𝛿u < ||z − zboundary|| ≤ 𝛿b; a
non-uniform grid expanding linearly from Δz(1) → Δz(2)
over the range 𝛿b < ||z − zboundary|| ≤ 2𝛿b; a uniform grid
with spacing Δz(2) = 2𝜂 for 2𝛿b < z < H − 2𝛿b.

In the horizontal direction, grid spacing is uniformly
equal to 2𝜂 throughout the domain. Details of the grid for
each simulation are given in Table 1.

In principle, we could directly check that the res-
olution is sufficient post hoc by refining the grid and
re-computing all of the statistics; if they do not change as
the resolution increases, then the lower resolution “fully
resolves” the flow. In practice, for this paper we note
that the grid spacings of our simulations are compara-
ble to those in similar DNS of 2D RBC (e.g., Johnston
and Doering, 2009). Details of the numerical method are
given in Section 4 as a special case of the multi-fluid
solver.

2.1.2 Calculation of Nu, Re, 𝛿b

The Nusselt number, Reynolds number, and
boundary-layer depths are calculated as follows:

Nu: The most direct way of calculating Nu is to integrate
the (dimensionless) heat flux over the entire domain,
then take a time average: Nu = ⟨wb − 𝜕b∕𝜕z⟩V ,t.
However, if the flow is statistically stationary, then
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the time-averaged horizontally averaged (dimen-
sionless) heat flux is independent of height, so
calculating the time-averaged vertical buoyancy gra-
dient averaged over the top and bottom boundaries
gives a second estimate, Nuw ≔ ⟨−𝜕b∕𝜕z⟩A,t;z=0,H .
The equivalence of these two expressions for
Nu provides an extra check for the statistical
steadiness of the numerical solutions. Another
check for statistical stationarity is provided via
the kinetic and thermal dissipation rates (cal-
culated using Equations (12)–(13)). Thus for
a statistically stationary state, convergence of
Nu = Nuw = 𝜀b = 1 + 𝜀u∕Ra is required.

Re: The calculation of a Reynolds number based on
the definition Re ≔ UL∕𝜈 requires the choice of a
velocity-scale and a length-scale. For RBC, the only
length-scale we can reasonably choose for a bulk
Reynolds number must be the domain height H, as
this is the only external length-scale in the problem.
However, what is a reasonable representative veloc-
ity scale, U? Several possible choices are suggested
in Kerr (1996) and Ahlers et al. (2009); we shall con-
sider velocity-scales based on the turning points of
the velocity variance profile:

U1 ≔ √
mean(var(u)x,t) ; U2 ≔ √

max(var(u)x,t) ;

U3 ≔ √
max(var(w)x,t) . (15)

An a priori estimate of Re can be found by assuming
free-convective scaling, U = UB ≔ √

ΔB H, imply-
ing Re =

√
ΔB H3∕𝜈2 = Ra1∕2Pr−1∕2.

𝛿b: If the flow is statistically stationary, the buoyancy
will be well-mixed in the interior of the domain,
the time-averaged buoyancy profile must be approx-
imately constant outside of the boundary layers, and
approximately linear within due to the fixed buoy-
ancy boundary conditions. Thus one measure of the
thermal boundary layer thickness is

𝛿
(1)
b ≔ − ΔB

2 d⟨b⟩x,t

dz
|||wall

. (16)

Following Kerr (1996), we also estimate the thermal
boundary-layer thickness from the locations of the
maxima of the buoyancy variance profile:

𝛿
(2)
b ≔ ||z[max{var(b)x,t}] − z(wall)|| . (17)

Both the upper and lower boundary-layer thick-
nesses should be the same.

The above time averages are calculated over at least five
eddy turnover times (Te ≈ 4 TB). Time-averages are also

calculated over twice and three times this minimum aver-
aging time, and all simulations show convergence between
the averages taken over these three different times. The
total simulation time for each Rayleigh number is given in
Table 1.

2.2 The relevance of RBC
to atmospheric flows

While RBC is a valuable test problem in its own right, it is
worth considering similarities with and differences from
atmospheric flows, in particular the dry atmospheric CBL.

Besides the complexities of moisture, the dry RBC
problem differs from even dry atmospheric convection in a
few important ways. Firstly, the Boussinesq approximation
is of questionable validity even on the scale of the atmo-
spheric boundary layer; in practice however, it has long
been used in the LES community with excellent results
(e.g., Sullivan and Patton, 2011). Furthermore, the Boussi-
nesq form has been used to facilitate analysis; experiments
using a non-Boussinesq (fully compressible) version of the
same code show little qualitative or quantitative differ-
ences from their Boussinesq counterparts.

Secondly, the lower boundary in the CBL is nei-
ther smooth, nor uniformly heated. Recent results show
that neither non-uniform heating (Bakhuis et al., 2018)
nor rough boundaries (Zhu et al., 2019; Toppaladoddi
et al., 2021) drastically change the dynamics of RBC,
though the latter does tend to increase the heat flux
towards the so-called “ultimate regime”, equivalent to
the free-convective regime which dominates discussion of
scaling in the atmospheric convective boundary layer.

Thirdly, the fixed buoyancy boundary conditions are
quite different to CBL conditions, where the lower bound-
ary is closer to (and is often modelled as) a fixed buoyancy
flux, and there is no fixed upper boundary for the convec-
tion (instead there is a stable atmospheric layer). In prac-
tice, solutions of RBC with fixed flux versus fixed-value
boundary conditions are similar, especially in 2D (Verzicco
and Sreenivasan, 2008; Johnston and Doering, 2009) (as
are LES simulations of the CBL). It is thus only the upper
boundary that introduces a major difference between RBC
and the CBL. Even in that case, there has been recent
progress on studying modified RBC with the compensat-
ing heat flux provided by radiation in a layer of finite
thickness (Lepot et al., 2018; Doering, 2019), which the
first authors note “spontaneously achieves the ‘ultimate’
regime of thermal convection”.

The above differences in boundary conditions between
RBC and the CBL hint at a further difference: the symme-
try of the upper and lower boundaries in RBC furnishes
the equation set with a discrete symmetry z → H − z,
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b → −b. Therefore the time-mean, horizontal-mean solu-
tion must be invariant under this discrete transformation.
This forces the ratio of vertically integrated updraught to
downdraught fraction to be 1, whereas in the CBL and
atmospheric convection more generally, the ratio deviates
from 1 due to the lack of symmetry. More importantly,
the symmetry means that downdraughts are as strong as
updraughts in RBC, and the large-scale circulation is cor-
respondingly stronger. However, despite these differences,
quantitative comparison of DNS of a dry CBL-like problem
with predictions of RBC theory shows that several impor-
tant statistics, such as the scaling of the Nusselt number
with Rayleigh number, agree between the two systems
(Mellado, 2012).

We thus consider the classical Rayleigh–Bénard
problem to be sufficiently close to atmospheric convec-
tion to provide a reasonable testbed for investigating the
behaviour of a multi-fluid model of turbulent convection.
There remains the question of the applicable parameter
regime, discussed in the next section.

2.2.1 An analogy between
constant-viscosity RBC and large-eddy
simulation of higher-Ra RBC

Atmospheric flows generally involve very high Reynolds
number; for example, the CBL might have depth
≈ 1,000 m, and (even without a mean wind) velocities in
convective updraughts ≈ 1 m ⋅s−1. With kinematic viscos-
ity of air≈ 10−5m2⋅s−1 we have Re ≈ 108. In the context
of RBC, this would lead to Ra ≈ 1016, that is, much larger
than in our simulations. Given the above considerations
of resolution, a DNS of this problem is computationally
impossible in 3D with current computing power and
would be a challenge even in 2D.

The atmospheric science community address this
problem using large-eddy simulation (LES) as reviewed by
Mason (1994). LES is based upon spatially low-pass filter-
ing the equations of motion with a filter with characteristic
scale Δf chosen such that the unfiltered flow remains
well within the self-similar Kolmogorov inertial sub-range
(ISR) of scales. In this case, the sub-filter contribution to
turbulent fluxes is small and can be represented by a sim-
ple eddy viscosity. In practice, the eddy viscosity proposed
by Smagorinsky (1963) has been found to give good results
provided the simulation actually is well within the ISR.

In fact, Mason (1994) points out that acceptable results
are obtained from a simulation of the CBL in which a
constant viscosity is used at each level based upon the
horizontal average of the Smagorinsky value. One might
go further and suggest that the height-dependence is
required primarily close to the surface and boundary-layer

top where eddy length-scales are restricted. In this case,
a simple view of LES is as follows. With a well-developed
ISR, the flow is essentially independent of Re. For suffi-
ciently large Re, we can choose an artificial larger viscosity
such that the range of scales in the flow is smaller as
the Kolmogorov microscale (i.e., the eddy scale at which
Re = 1) is larger. The turbulent kinetic energy dissipa-
tion rate (𝜀) remains the same as does the flow at larger
scales. Essentially the same argument applies to use of
wind-tunnels with scale models.

Smagorinsky provides us with a method to estimate
this artificially large viscosity, but let us take a more basic
view. In the ISR the energy spectrum E(k) = K0𝜀

2
3 k− 5

3 , with
K0 a constant and k the wave number. Suppose we choose
a filter scale with wave number kf, then the “turbulent”
kinetic energy (TKE) in the subfilter flow has a velocity
scale Uf given by

U2
f = ∫

∞

kf

E(k) dk = 2
3

K0𝜀
2
3 k

− 2
3

f . (18)

Prandtl argues, by analogy with the kinetic theory of
gases, that the eddy diffusivity is a product of the turbu-
lent velocity-scale and the “mean free path” or “mixing
length”. It is possible to show this more rigorously using
the dynamical equation for stress. We assume that the
mixing length scales with k−1

f and hence the eddy vis-
cosity is given by 𝜈f ∝ Ufk−1

f . This assumption is precisely
the same as stating that the eddy Reynolds number, Ref ≡
Ufk−1

f ∕𝜈f ≈ 1, that is, the filter scale is proportional to
the Kolmogorov microscale of the filtered flow, 𝜂f ∝ k−1

f .
Indeed, if we absorb the constants in Equation (18) into 𝜂f,

the Kolmogorov microscale for the filter, then Uf = 𝜀
1
3 𝜂

1
3
f ,

Ref ≡ Uf𝜂f∕𝜈f = 1 and all of the Kolmogorov scales apply.
Note that with this viscosity the kinematic deviatoric

stress is given by 𝝉 = Uf𝜂f
(
𝛁u + 𝛁uT). The spatially fil-

tered equation for the TKE, in steady state and ignoring
the transport term (both assumptions being appropriate
for the homogeneous isotropic turbulence the ISR is con-
sidered to represent) leads to a simple balance between
shear production and dissipation:

𝝉 ∶
(
𝛁u + 𝛁uT) = 2𝜀. (19)

The TKE is given by U2
f ∕2. The scaling above gives 𝜀 =

U3
f ∕𝜂f (so the time-scale for dissipation is 𝜂f∕(2Uf)) then

this balance becomes:

Uf𝜂f
(
𝛁u + 𝛁uT) ∶ (

𝛁u + 𝛁uT) = 2
U3

f

𝜂f
, (20)

from which Uf = 𝜂f

[
1
2

(
𝛁u + 𝛁uT) ∶ (

𝛁u + 𝛁uT)] 1
2 , lead-

ing to the Smagorinsky (1963) formulation of viscosity.
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To give a simple example, suppose we have a con-
vective boundary layer with H the depth of the layer,
say 1000 m and convective velocity-scale U = 2 m⋅s−1, cor-
responding to ΔB ≈ 4 × 10−3m⋅s−2. Then Re = UH∕𝜈 =
1.33 × 108 and Ra = 1.8 × 1016. The “outer” mixing length
is often taken to be L = 0.15H. Then a crude estimate
of 𝜀 is 𝜀 = U3∕L = 8∕150 m2⋅s−3 = 5.3 × 10−2 m2⋅s−3. The
Kolmogorov microscale is thus 𝜂 = (𝜈3∕𝜀)

1
4 ≈ 0.5 mm. If

we choose a filter scale such that 𝜂f = 1 m, then Uf =
0.376 m⋅s−1, the eddy viscosity is 0.376 m2⋅s−1 and the
Reynolds number of the whole flow is reduced to Re ≈
5,300. This should still be turbulent and is likely to be
within the Reynolds number-independent regime. In fact,
the convective boundary layer is very amenable to LES
because the large coherent structures with scales of order
H dominate, and Sullivan and Patton (2011) show that
“the majority of the low-order moment statistics (means,
variances, and fluxes) become grid-independent when the
ratio zi∕(CsΔf) > 310”. Here zi is the inversion depth (i.e.,
H), Cs is the Smagorinsky constant (≈ 0.2), and Δf essen-
tially the grid length (so the actual filter scale is a mul-
tiple of this). This implies Δf < zi∕(310Cs) ≈ 16 m in this
case. Hence our notional 1 m resolution should be very
well-converged LES.

Thus, provided the solution remains in the
Re-independent turbulent regime, the relatively low Ra
runs (Ra ≥ 108) may be interpreted as reasonable approx-
imations to LES of much higher Ra (and hence Re)
flows encountered in the atmosphere. Indeed, a similar
argument is made by Mellado et al. (2018) in a study of
stratocumulus convection, except that they seem to have
reversed the semantics of the conclusion by describing
their artificially large viscosity runs as DNS. This “DNS in
a Re-independent regime” is, we would argue, more cor-
rectly described as a form of LES as its basis is precisely
the same.

Emran and Schumacher (2015) have demonstrated the
same principle for weakly turbulent RBC. They performed
DNS of turbulent 3D RBC at Ra up to 5 × 105, observ-
ing large-scale patterns in the time-averaged temperature
and velocity fields. The appearance of these large-scale
patterns was explained by computing the effective turbu-
lent diffusivity and viscosity in a manner similar to that
outlined above, showing that DNS of a flow at the effec-
tive turbulent Ra (much lower than the true Ra) and Pr
would produce a flow with the observed large-scale, slowly
varying patterns. This suggests that our analogy between
constant-viscosity RBC and LES of higher-Ra RBC may
tentatively extend to even lower Rayleigh numbers in 3D.

A slight note of caution may arise from consideration
of the boundary conditions, as the turbulence length-scale
collapses as one approaches the boundary and buoyancy

effects on turbulence become more dominant. (The same
concerns apply to LES.) With a fixed heat-flux bound-
ary condition, the concern is less as the surface exchange
serves merely to transport the given surface flux into the
fluid where large eddies can start to transport it. In prac-
tice, our results are similar for fixed temperature and fixed
heat flux boundary conditions, suggesting that, so long
as the thermal boundary-layer is adequately resolved, the
solutions remain applicable to higher Re.

2.3 Phenomenology of RBC

Direct numerical simulations of 2D, dry, Boussinesq RBC
were performed for the range 102 ≤ Ra ≤ 1010 for a fluid
with Prandtl number 0.707 (the value for dry air at stan-
dard temperature and pressure). For each Ra, the fluid
was initialized from the hydrostatically balanced resting
state (10), with small random perturbations to the buoy-
ancy field ||𝛿bpert|| ≤ 0.01ΔB drawn from a uniform distri-
bution. The aspect ratio of the domain was set equal to the
critical wavelength: Γ = Lx∕Lz = 𝜆c∕H ≈ 2.02. Each simu-
lation was run until a statistically steady equilibrium was
reached, determined by the convergence of the time-mean
values of Nu,Re, 𝛿b, and the equivalence of the four meth-
ods of estimating Nu. We also ran simulations at a much
larger aspect ratio ofΓ = 10 for 102 ≤ Ra ≤ 108, finding the
same results for Nu,Ra, 𝛿b, and no change in the qualita-
tive nature of the solution; therefore all results reported are
from the Γ = 𝜆c simulations.

Since Nu ≈ Nuw ≈ 𝜀b ≈ 1 + 𝜀u∕Ra for all simulations
(not shown), verifying statistical steadiness, only Nu
is discussed hereafter. All three methods of estimating
the Reynolds number also produce very similar results
(Figure 2b), and the free-convective scaling (with pro-
portionality factor ≈ 0.4) gives good agreement with the
observed scaling, especially for Ra ≳ 106.

Figure 1 shows single-time snapshots of the 2D buoy-
ancy field in fully developed RBC at various Rayleigh num-
bers. The solutions show several characteristic regimes.
For Ra < Rac, diffusion damps out any motion and the
solution is entirely diffusive (not shown). As Ra increases
above Rac, the solution exhibits first steady convec-
tion (a), then transitional turbulence (b), and finally
fully-developed convective turbulence (c–d). This broad
phenomenology is valid in both 2D and 3D, so for the
remainder of the paper we restrict to 2D. Reproducing this
phenomenology serves both to demonstrate the usefulness
of RBC as a model of convection, and to validate the chosen
numerical method.

The scalings of Nu,Re, and 𝛿b are shown in
Figure 2, along with snapshots of buoyancy fields from
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F I G U R E 1 Snapshots of buoyancy fields in 2D Rayleigh-Bénard convection at varying Rayleigh number. In (a), the flow is convective
but steady; in (b), the flow is turbulent, but only just, with Re ≃ 5,000; in (c), the flow is highly turbulent and exhibits many small-scale
features; (d) is the same flow as (c) but zoomed in to show small-scale features close to the lower boundary layer, and also to demonstrate the
resolution [Colour figure can be viewed at wileyonlinelibrary.com]

representative simulations in each phenomenological
regime in Figure 1. A transition from diffusive to convec-
tive behaviour is observed in both the Nusselt (Figure 2a)
and Reynolds (Figure 2b) numbers at Ra ≃ 1,700, in
agreement with the prediction Rac = 1708. A transition to
turbulence follows between 107 ≲ Ra ≲ 108, as expected
given that Re ≈ 2,000 for Ra ≈ 2 × 107. This can be seen
in the qualitative nature of the flow: Figure 1a is steady,
representative of all flows with Rac ≲ Ra ≲ 107; while for
Ra ≳ 2 × 107 the flow is intermittent and exhibits patterns
on multiple scales, characteristic of turbulence, as seen in
Figure 1b–d.

The Nusselt number obeys a power law close to Ra2∕7,
and the Reynolds number a power law close to Ra1∕2,
from shortly after the onset of convection to the highest
Rayleigh number considered. These are the expected expo-
nents within this parameter regime (Ahlers et al., 2009;
Chillà and Schumacher, 2012). The three different pos-
sibilities for the velocity-scale in the Reynolds number
calculation give similar results. A reduction in the prefac-
tor of the power law for Nu is observed for 107 < Ra < 108,
which coincides with the onset of turbulence. A similar
transition is seen in the results of Johnston and Doer-
ing (2009) for finite-difference DNS of 2D dry RBC with

Pr = 1. Above Ra ≃ 107 they observe a power law relation-
ship between Ra and Nu of Nu = 0.138Ra0.285, with which
our data are in excellent agreement.

Any two-fluid parametrization of RBC should there-
fore aim to capture the described scaling behaviour of Nu
and Re with Ra.

3 MULTI-FLUID EQUATION SET
AND CLOSURE CHOICES

As a first step towards building a multi-fluid parametriza-
tion of convective turbulence, we motivate and present a
two-fluid single-column model of dry RBC. The full vis-
cous multi-fluid Boussinesq equation set is (Shipley, 2021,
chapter 3):

𝜕𝜎i

𝜕t
+ 𝛁 ⋅ (𝜎iui) = +

i − −
i , (21)

𝜕𝜎iui

𝜕t
+ 𝛁 ⋅ (𝜎iui ⊗ ui) = 𝜎ibik̂ − 𝜎i𝛁P − 𝛁(𝜎ipi)

−
[

P𝛁𝜎i − P𝛁Ii

]
+ 𝜈𝛁2𝜎iui

http://wileyonlinelibrary.com
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F I G U R E 2 Validation of 2D Rayleigh-Bénard direct numerical simulations, showing scaling with applied buoyancy forcing, Ra, of: (a)
heat transport (Nu); (b) momentum transport (Re); and (c) thermal boundary layer thickness (𝛿b). In (a)–(c), the crosses joined by a dotted line
denote our main results. In (a, b), a solid vertical line marks the theoretical critical Rayleigh number, Rac ≃ 1,708. In (a) the solid line follows
the theoretical Nu ∝ Ra2∕7 scaling; the dash-dotted line follows the best fit line of Kerr (1996), Nu = 0.186Ra0.276 (3D); the dashed line follows
the best fit of Johnston and Doering (2009), Nu = 0.138Ra0.285 (2D), valid above Ra ≃ 107. In (b) the three dotted lines show Reynolds numbers
calculated from the alternative definitions in Equation (15), differentiated by different marker styles; the theoretical scaling, Re ∝ Ra1∕2, is
shown as a solid line. In (c), the solid line shows the theoretical scaling, 𝛿b ∝ Ra−2∕7 [Colour figure can be viewed at wileyonlinelibrary.com]

− 𝜈𝛁 ⋅ (u ⊗ 𝛁Ii)T − 𝜈𝛁Ii ⋅ (𝛁u)T

+ u+
i − u−

i

− 𝛁 ⋅ (Iiu ⊗ u − 𝜎iui ⊗ ui),
(22)

𝜕𝜎ibi

𝜕t
+ 𝛁 ⋅ (𝜎iuibi) = 𝜅𝛁2𝜎ibi − 𝜅𝛁Ii ⋅ 𝛁b − 𝜅𝛁 ⋅ b𝛁Ii

+ b+
i − b−

i − 𝛁 ⋅ (Iiub − 𝜎iuibi),
(23)∑

i
𝛁 ⋅ (𝜎iui) = 0. (24)

∑
i
𝜎i = 1. (25)

Here an overbar denotes a spatial filter (Germano, 1992);
i ∈ {0, 1,… ,n} indexes the fluid partitions; Ii is an

indicator function for fluid i; 𝜎i ≔ Ii is the fraction of
fluid i contained within a characteristic filter volume; ui ≔
Iiu∕𝜎i and bi ≔ Iib∕𝜎i are the velocity and buoyancy fields
of fluid i; pi ≔ IiP∕𝜎i − P is the difference between the
conditionally filtered pressure in fluid i and the uncondi-
tionally filtered pressure P; ±

i ,u±
i , b±

i are respectively
sources and sinks of fluid fraction, momentum, and buoy-
ancy in fluid i arising from the relabelling of fluid. The
unconditionally filtered pressure, P, ensures the incom-
pressibility of the mean flow (Equation (24)).

Equations (21)–(25) are derived by conditionally spa-
tially filtering the Boussinesq Equations (1)–(3) in the
manner set out by Thuburn et al. (2018); however, here
viscous terms and sources and sinks of fluid fraction are
retained from the outset. The only terms neglected here are
those arising from possible non-commutation of the spa-
tial filter with the partial derivatives. Chapter 3 of Shipley

http://wileyonlinelibrary.com
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(2021) gives a full derivation and discussion of the terms
requiring closure.

3.1 Closures

The terms in Equations (21)–(23) which require closure
can be split into:

• pi, the difference between the conditionally filtered
pressure in fluid i and the unconditionally filtered pres-
sure;

• P𝛁𝜎i − P𝛁Ii, −𝜈𝛁 ⋅ (u ⊗ 𝛁Ii)T − 𝜈𝛁Ii ⋅ (𝛁u)T, and
−𝜅𝛁Ii ⋅ 𝛁b − 𝜅𝛁 ⋅ b𝛁Ii, which arise from conditionally
filtering the pressure gradient, viscous diffusion, and
buoyancy diffusion terms;

• −𝛁 ⋅ (Iiu ⊗ u − 𝜎iui ⊗ ui), and −𝛁 ⋅ (Iiub − 𝜎iuibi),
which are often termed “subfilter fluxes” and are
akin to the Reynolds stress and subfilter buoyancy
flux, respectively, in normal higher-order modelling of
turbulence;

• ±
i ,u±

i , b±
i , which arise from filtering the re-labelling

of fluid parcels.

We present closures that attempt to model the domi-
nant coherent overturning structures of RBC (seen in the
DNS, Figure 1).

For this study, differences between conditionally
filtered and unconditionally filtered pressures are
parametrized as pi =

(∑
𝑗 𝜎𝑗𝛾i𝛁 ⋅ u𝑗

)
− 𝛾i𝛁 ⋅ ui, where 𝛾i

is a volume (or “bulk”) viscosity. This has successfully
been used by Weller et al. (2020), where it was argued that
such a form is plausible since in the underlying Boussi-
nesq flow, the pressure is simply a Lagrange multiplier
to enforce the divergence-free condition. It is also possi-
ble to derive this form by analogy with the “bulk viscous
pressure” which arises in compressible fluid dynamics,
as in Batchelor (1967); chapter 3 of Shipley (2021) gives
details.

Residual terms arising from conditionally filtering the
pressure gradient and diffusion terms are closed via a
mean-field approximation:

• P𝛁𝜎i − P𝛁Ii ⇒ P𝛁𝜎i − P𝛁𝜎i = 0;
• −𝜈𝛁 ⋅ (u ⊗ 𝛁Ii)T − 𝜈𝛁Ii ⋅ (𝛁u)T ⇒ −𝜈𝛁 ⋅

(u ⊗ 𝛁𝜎i)T − 𝜈𝛁𝜎i ⋅ (𝛁u )T;
• −𝜅𝛁Ii ⋅ 𝛁b − 𝜅𝛁 ⋅ b𝛁Ii ⇒ −𝜅𝛁𝜎i ⋅ 𝛁b − 𝜅𝛁 ⋅ b𝛁𝜎i.

These choices retain the correct sum over all flu-
ids for the entire pressure, viscous, and diffusive terms,
respectively. They also cause the fluid fractions to behave
passively in the case of two fluids, and in the absence

of transfers: the Eulerian derivatives for ui and bi do not
depend on 𝜎i if the two fluids have the same ui and bi.

The resolved velocities and buoyancies of the
multi-fluid split are assumed to dominate the single-fluid
subfilter fluxes, such that Iiu ⊗ u ≈ 𝜎iui ⊗ ui and
Iiub ≈ 𝜎ibiui. This is the same as assuming that the
multi-fluid split captures all of the subfilter variability in
the momentum and buoyancy fluxes, that is, neglecting
the residual subfilter fluxes of momentum and buoyancy,
𝛁 ⋅ (Iiu ⊗ u − 𝜎iui ⊗ ui) and 𝛁 ⋅ (Iiub − 𝜎iuibi). While
this will never be exactly true, it is instructive to see how
well a multi-fluid model with no extra subfilter modelling
can perform when simulating a fully turbulent flow. In
the single-column context this requires the vertical grid to
adequately resolve the boundary layers, as in the DNS.

To proceed further, we must decide what the labels Ii
represent. The simplest choice is to restrict to two fluids;
the symmetries of the Rayleigh–Bénard problem suggest
choosing one falling and the other rising: let i = 0 denote
fluid with w ≤ 0, and i = 1 denote fluid with w > 0 (as in
Weller et al., 2020). Then fluid 1 represents “updraughts”
while fluid 0 represents “downdraughts”. This choice of
definitions for the two fluids, coupled with the discrete
symmetry of the unfiltered equations under the simultane-
ous transformations z → H − z, b → −b, forces ∫ 𝜎id V =
1∕2. This constraint can be used as a “sanity check” for
both the initial conditions and the transfer terms ±

i . The
discrete symmetry of the fluids under exchange also forces
𝛾i = 𝛾𝑗 if 𝛾 is not a function of z.

Specializing to two fluids allows the sources of fluid
fraction i to be written as+

i = 𝜎𝑗S𝑗i, where 𝜎𝑗S𝑗i is the rate
of transfer of fluid fraction from j to i. A similar relation
follows for the sinks. We choose to model the exchanges
of momentum and buoyancy from fluid i to j as a charac-
teristic value, uT

i𝑗 or bT
i𝑗 , times the rate of transfer of fluid

fraction from i to j, 𝜎iSi𝑗 . This aligns with the modelling
approach taken in other recent works on multi-fluid mod-
elling (Thuburn et al., 2018, 2019; Weller and McIntyre,
2019; Weller et al., 2020; McIntyre et al., 2020).

Partitioning the flow based on the sign of w forces wT
i𝑗 =

0. For a single-column model, it remains only to specify the
form of the fluid fraction transfer rate, Si𝑗 , and the trans-
ferred buoyancy, bT

i𝑗 . (For a 2D or 3D model, the horizontal
components of the transferred velocity would also need to
be specified.) For the fluid fraction transfer rate we choose

Si𝑗 = max(−𝛁 ⋅ ui, 0), (26)

which in 1D is similar to dynamical entrainment,
and follows the successful implementation of the same
divergence-based transfer in Weller et al. (2020). This aims
to capture the large-scale overturning circulation, and is
exactly correct for the first normal mode of RBC with
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stress-free boundaries (Shipley, 2021, chapter 3). McIntyre,
(2020, chapter 2) also shows that this choice of transfer rate
removes the problematic Kelvin–Helmholtz-like instabil-
ity for a two-fluid Boussinesq system (Thuburn et al.,
2019).

The transferred buoyancy must depend on the distri-
bution of buoyancy within each fluid, and on the detailed
dynamics of the relabelling. In the absence of this informa-
tion, we choose a simple model:

bT
i𝑗 = bi + (−1)iC |bi| , (27)

with some dimensionless constant C ≥ 0. That is, the
buoyancy of fluid parcels relabelled from i to j is modelled
as the mean buoyancy within the fluid i plus or minus
some constant times the magnitude of the buoyancy, to
crudely approximate the subfilter buoyancy variability.
The signs are chosen to model the fact that the fluid trans-
ferred from the falling (0) to the rising (1) fluid is expected
to be more buoyant than the average falling fluid parcel for
that height, while the reverse should be true for transfers
from the rising (1) to the falling (0) fluid. This is a similar
formulation to that used by Thuburn et al. (2019), though
in theirs the transferred value depends on both the initial
and destination fluids, rather than just the initial fluid.

Making these closure assumptions reduces the
equation set to:

𝜕𝜎i

𝜕t
+ 𝛁 ⋅ (𝜎iui) = 𝜎𝑗S𝑗i − 𝜎iSi𝑗 , (28)

𝜕𝜎iui

𝜕t
+𝛁 ⋅ (𝜎iui ⊗ ui) = 𝜎ibik̂−𝜎i𝛁P − 𝛁(𝜎ipi) + 𝜈𝛁2𝜎iui

− 𝜈𝛁 ⋅ (u ⊗ 𝛁𝜎i)T − 𝜈𝛁𝜎i ⋅ (𝛁u )T

+ 𝜎𝑗uT
𝑗iS𝑗i − 𝜎iuT

i𝑗Si𝑗 , (29)

𝜕𝜎ibi

𝜕t
+ 𝛁 ⋅ (𝜎iuibi) = 𝜅𝛁2𝜎ibi − 𝜅𝛁𝜎i ⋅ 𝛁b − 𝜅𝛁 ⋅ b𝛁𝜎i

+ 𝜎𝑗bT
𝑗iS𝑗i − 𝜎ibT

i𝑗Si𝑗 , (30)

with i ∈ {0, 1}, and the specific parametrization choices:

Si𝑗 = max(−𝛁 ⋅ ui, 0), (31)

wT
i𝑗 = 0, (32)

bT
i𝑗 = bi + (−1)iC |bi| (33)

pi =

(∑
𝑗

𝜎𝑗𝛾𝛁 ⋅ u𝑗

)
− 𝛾𝛁 ⋅ ui. (34)

The equations are given in vector form because of the
desire to eventually create a 3D grey-zone convection
parametrization; to that end the subsequent numerical
method is also three-dimensional. Note, however, that
in the form (28)–(34), the horizontal components of the
transferred velocity still require closure.

3.1.1 Boundary conditions

Conditionally filtering the boundary conditions for RBC
gives ui(z = 0,H) = 0, bi(z = 0,H) = ±ΔB∕2. The Neu-
mann boundary condition for the unconditionally fil-
tered pressure (required for the numerical solution, which
solves elliptic equations for the pressures) is hydrostatic,
dP∕dz(z = 0,H) = b(z = 0,H). Boundary conditions on
the perturbation pressures are chosen to be zero-gradient,
dpi∕dz(z = 0,H) = 0.Because the𝜎i equation is a transport
equation with no diffusion, boundary values of 𝜎i are not in
the domain of dependence of its solution. The asymptotic
boundary behaviour of 𝜎i is thus entirely dependent on the
asymptotic behaviour of the transfer terms as the bound-
aries are approached. Boundary values of 𝜎i are how-
ever required for the momentum and buoyancy equations,
which do contain second derivatives of 𝜎i. These bound-
ary values should be set by extrapolated values of 𝜎i from
the interior of the domain. However, for this study we
choose zero-gradient conditions for 𝜎i for better numerical
behaviour. Heuristically this means that we are imposing
no creation of fluid in either partition at the boundary.

3.2 Scaling of pressure differences
between fluids

In single-column form, Equations (28)–(34) contain two
free parameters: 𝛾 and C. C is dimensionless and should
be ≲ (1), but 𝛾 has the dimensions of (bulk) viscosity
and does not have an obvious magnitude. In this section
we present a scaling argument for 𝛾 with the external
dimensionless control parameters Ra,Pr, thus reducing
the model to the choice of two dimensionless constants
which should both be (1).

In convection, a distinction is often made between
filamentary plumes and a well-mixed environment; this
distinction is clearly seen in the example RBC buoyancy
fields of Figure 1, and is the basis of the conceptual
“updraught”–“environment” partition. We assume that
such a plume has a length (H), a width 𝛿, and the
along-plume flow scales with the large-scale circulation
U∼UB =

√
ΔB H. Orienting a local Cartesian co-ordinate

system such that x̂ points parallel to the plume and ẑ points
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normal to it, the scaled continuity equation gives:

U
H

𝜕ũ
𝜕x̃

= −W
𝛿

𝜕w̃
𝜕z̃

⇒ W = U 𝛿

H
. (35)

Splitting the buoyancy equation similarly into its
plume-parallel and -normal parts gives:(

𝜕b̃
𝜕t̃

+ 𝜕ũb̃
𝜕x̃

+ 𝜕w̃b̃
𝜕z̃

)
= 𝜅Tb

𝛿2

(
𝛿2

H2
𝜕2b̃
𝜕x̃2 + 𝜕2b̃

𝜕z̃2

)
. (36)

Note the buoyancy scaling cancels here. The simplest
choice of the time-scale is Tb = 𝛿2∕𝜅, which makes the
coefficient of the final term on the RHS one, consis-
tent with filamentary plumes being diffusion-limited in
well-developed turbulent flows. Scaling the plume-parallel
momentum equation with time scale Tm = Tb∕Pr, buoy-
ancy with ΔB and pressure with P∼U2 (Bernoulli scaling),
leads to:

𝜕ũ
𝜕t̃

+ 𝜕ũũ
𝜕x̃

+ 𝜕ũw̃
𝜕z̃

= Re 𝛿2

H2

(
−
𝜕p̃
𝜕x̃

+ b̃ ĝ ⋅ x̂
)

+
(

𝛿2

H2
𝜕2ũ
𝜕x̃2 + 𝜕2ũ

𝜕z̃2

)
, (37)

where Re = UH∕𝜈 = Pr−1∕2Ra1∕2. The pressure gradient
and buoyancy terms are assumed to drive the flow, and so
Re 𝛿2∕H2 = (1) and:

𝛿

H
= Re−1∕2. (38)

Hence the across-plume pressure contrast – that is, the dif-
ference in pressure between the plume and the bulk – may
be scaled as Pz = P𝛿∕H = ΔB𝛿.

These results are the standard Prandtl–Blasius results
with 𝛿 the boundary-layer depth, consistent with the pre-
sumption that plumes in RBC are simply detached from
the boundary layers. This is a standard assumption for the
kinetic boundary-layer depth in scaling analysis of RBC,
for example in the successful theory of Grossmann and
Lohse (2000) for the Nusselt and Reynolds number scal-
ings. The Re ∝ Ra1∕2 result is also expected for RBC in the
parameter regimes under study in this paper (Ahlers et al.,
2009, their table 2).

We wish to parametrize the difference between the
conditionally filtered pressure in partition i, and the
unconditionally filtered pressure, as a bulk viscous stress:
pi = −𝛾(𝛁 ⋅ ui −

∑
𝑗 𝜎𝑗𝛁 ⋅ u𝑗), Equation (34). Assuming

that the multi-fluid split is dominated by a plume

versus bulk contrast, then ui scales with the veloc-
ity of the plumes,

√
ΔB H, and the divergence within

each fluid should then scale as 𝛁 ⋅ ui = (U∕H)�̃� ⋅ ũi
(so long as the filter width is ≳ (H)). Collecting the
non-dimensionalized expressions for the pressure and the
bulk viscous stress gives:

𝛾
U
H
�̃� ⋅ ũi = ΔB 𝛿

𝜕p̃
𝜕z̃

⇒
𝛾

𝜈
= (1) × ΔBH

𝜈U
𝛿 = (1)

× U2H
𝜈U

𝛿

H
= (1) × Re

1
2

⇒
𝛾

𝜈
= �̂�0Ra1∕4Pr−1∕4, (39)

introducing the (1), dimensionless constant �̂�0.
This scaling law for 𝛾(Ra, Pr) reduces the model for

the pressure perturbation to the specification of an (1)
constant, �̂�0. Although �̂�0 must be determined empiri-
cally, this determination need only be performed at one
Rayleigh number. Since Pr = 0.707 is constant through-
out our experiments, we choose to subsume the factor of
Pr−1∕4 ≈ 1.09 into the definition of �̂�0 from now on.

4 NUMERICAL METHODS

4.1 Single-fluid solver

Single-fluid reference solutions (Section 2.1) were com-
puted using the single-fluid Boussinesq finite volume code
boussinesqFoam (available at https://www.github.
com/AtmosFOAM/AtmosFOAM; accessed 17 November
2021). This solves the single-fluid Boussinesq equation
set (5)-(6) using precisely the same numerical method as
detailed below for the multi-fluid equation set, but with
only one fluid. This single-fluid solver gives statistically
identical results to the multi-fluid solver when the latter is
run with no coupling terms between the fluids, such that
the 𝜎i are simply passive tracers.

4.2 Two-fluid solver

The two-fluid Boussinesq equation set (30)–(34) is
solved in advective form using the finite volume solver
multiFluidBoussinesqFoam; this is part of the
AtmosFOAM library of CFD codes for atmospheric
fluid dynamics, based on Version 7 of the OpenFOAM
open-source CFD library. The code is available at http://
www.github.com/AtmosFOAM/AtmosFOAM-multiFluid
(accessed 17 November 2021). The method is similar
to that detailed in section 3 of Weller et al. (2020); an

https://www.github.com/AtmosFOAM/AtmosFOAM
https://www.github.com/AtmosFOAM/AtmosFOAM
http://www.github.com/AtmosFOAM/AtmosFOAM-multiFluid
http://www.github.com/AtmosFOAM/AtmosFOAM-multiFluid
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overview, and choices specific to this paper, are presented
below.

The spatial discretization uses Arakawa C-grid stag-
gering in the horizontal and Lorenz staggering in the
vertical. Temporal discretization is Crank–Nicolson with
off-centring coefficient 𝛼 = 0.55.

Prognostic variables are bi and 𝜎i at cell centres, and
the volume flux 𝜙i ≔ ui ⋅ Sf at cell faces, where Sf is the
outward-pointing area vector of face f . Advection of bi and
𝜎i is total variation-diminishing (with a van Leer limiter) to
preserve boundedness. Advection of𝜙i uses linear-upwind
(Shaw et al., 2017) which corrects first-order upwind using
linear approximations to the velocity gradient. The terms
involving Laplacians calculate the Gauss divergence of
two-point gradients (Weller and Shahrokhi, 2014). Both
of these discretizations are second-order accurate on a
uniform grid.

Diagnostic variables are the pressures P and pi at
cell centres. Solutions for both P and pi are implicit
but not simultaneous: first a Poisson equation is solved
for P, which maintains a divergence-free mean veloc-
ity field (i.e., it ensures Equation (24) is satisfied), fol-
lowed by a Helmholtz equation for each pi. These solu-
tions are then iterated to convergence. The generalized
Geometric-Algebraic MultiGrid (GAMG) method is used
for the implicit pressure solves, with an absolute toler-
ance of 10−6. Preliminary tests suggest that the multi-fluid
elliptic problems are not significantly more stiff than the
single-fluid problems.

Spatial discretizations and the iterative pressure
solvers use standard OpenFOAM operators, detailed in the
OpenFOAM User Guide (OpenFOAM Foundation, 2019).

The transfer terms Si𝑗 are handled explicitly, while
the momentum and buoyancy transfers are implicit and
operator-split, as in Weller et al. (2020). This handling of
the transfer terms guarantees boundedness and conserva-
tion of energy and momentum (McIntyre et al., 2020).

Two outer iterations (for the whole of the above
method) and two inner iterations (for the implicit pressure
solves) are performed per time-step.

With the exception of the transfer terms (which
are specifically defined for a two-fluid system), the
described numerical method is suitable for an arbi-
trary number of fluid partitions, in up to three spatial
dimensions.

Compared to the single-fluid Boussinesq solver, the
two-fluid solver detailed above is slightly more than twice
as computationally expensive at a given resolution; this
makes sense, since the two-fluid algorithm solves two
copies of the Boussinesq equations, plus extra terms cou-
pling those equations, as well as two extra equations for the
conservation of fluid fraction. Since this is a development
code to explore the properties and behaviour of multi-fluid

models of convection, modularity is prized over computa-
tional efficiency, so the code has not been optimized.

However we may remark that a comparison of the com-
putational cost of two-fluid code against a single-fluid code
with no parametrization of subfilter scales on the same
grid is unhelpful. If the flow is fully resolved, there is no
need for parametrization of any kind, and so the extra flu-
ids are superfluous. If the flow is fully subfilter – that is,
a single-column model – a single-fluid code cannot pro-
duce any flow, due to the divergence constraint, and so
all heat (and moisture) transport must be by diffusion and
by representation of the subfilter flow. This subfilter rep-
resentation is traditionally performed via a mass flux-type
scheme in atmospheric convection problems. Multi-fluid
modelling is envisaged as a unified framework for rep-
resenting convection from the fully-parametrized to the
fully-resolved limit, and at all scales in between. This
means that a two-fluid scheme may potentially be much
cheaper than a single-fluid scheme in the grey zone: con-
sider a two-fluid scheme which performs as well as a
single-fluid scheme which requires twice the (horizon-
tal) resolution. Despite computing a second fluid, a crude
estimate suggests that the two-fluid scheme would be
approximately four times cheaper to run.

5 TWO-FLUID SINGLE- COLUMN
MODEL RESULTS

For 102 ≤ Ra ≤ 1010, single-column two-fluid simulations
were run with the same vertical resolution as the reference
DNS (see Table 1) for various values of �̂�0 and C. The qual-
itative nature of the solutions is described in Section 5.1,
followed by an analysis of sensitivity to the choice of �̂�0
and C in Section 5.2. In Section 5.3 the global buoyancy
and momentum transports, Nu and Re, are examined as a
function of the buoyancy forcing Ra.

For all simulations, the initial state was constructed
from a resting hydrostatically balanced solution with a lin-
ear buoyancy profile and uniform 𝜎i = 0.5 in both fluids.
Small non-zero velocities equal to ±10−3 UB were added
to ensure correct labeling, and random perturbations of
magnitude |𝛿b| ≤ 0.0008 ΔB drawn from a uniform dis-
tribution were added to the initial linear profile to seed
instability5. Simulations were run until a steady state was
reached (9 − 12Te); the steady-state profiles of buoyancy,

5This value was chosen in order to approximate the same initial
available potential energy in both the DNS and the single-column
simulations. However, the (linear) growth rate of instabilities in a single
fluid is not dependent on the size of the initial perturbation, and so the
exact magnitude of the initial perturbations does not matter so long as it
is small.
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T A B L E 2 Details of time-step size and total simulation
time for the two-fluid single-column results (Section 5)

Ra Ttot∕4TB 𝚫t∕4TB

102 19 1.998 × 10−4

103 63 3.197 × 10−4

2 × 103 38 2.557 × 10−4

104 19 1.279 × 10−3

105 19 1.279 × 10−3

106 19 7.992 × 10−4

107 19 3.197 × 10−4

2 × 107 19 5.115 × 10−4

108 19 3.197 × 10−4

109 19 1.598 × 10−4

1010 19 5.115 × 10−5

Note: Resolutions are the same as the vertical resolution of the DNS,
explained in section 2.1.1 and given in Table 1. All two-fluid
single-column simulations at a given Ra required similar time-steps
regardless of �̂�0 and C, therefore only the values for �̂�0 = 1.861, C = 0.5
(Ra ≤ 107), �̂�0 = 1.861, C = 0 (Ra > 107) are given.

pressure, vertical velocity, and fluid fraction, were then
compared with the corresponding statistically steady-state
time-mean conditionally horizontally averaged DNS pro-
files. Resolutions, time-step size, and total simulation run
time for each simulation are given in Table 2.

The single-column model spins up to equilibrium
in a remarkably similar manner to the horizontally
averaged DNS; this is demonstrated in Figure 3, which
shows the Nusselt number versus time for both DNS and
single-column simulations at Ra = 105 and 108. For these
simulations, �̂�0 = 1.861, and C = 0.5, 0 for Ra = 105, 108,
respectively (Section 5.3). At each Ra, convection initiates
at a similar time (≈ 2Te) in both the single-column and
DNS flows, seen in the sharp increase in Nu above the
purely diffusive value of 1. This initial convective surge
causes a strong peak in the Nusselt number (slightly over-
estimated by the single-column model), before the system
gradually settles down towards equilibrium with decay-
ing Nusselt number under- and overshoots. The under-
and overshoots appear stochastic for the DNS, whereas
they are periodic for the single-column model; that the
single-column model appears less chaotic than the DNS is
unsurprising.

The same steady state was reached when initializ-
ing from other initial conditions (e.g., initializing from
the DNS reference profiles), provided the identities
of the fluids were initialized correctly and the initial
column-integrated fraction of fluid in each fluid was equal
to 0.5. This suggests that the steady state is robust. Sim-
ilar qualitative spin-up behaviour is also observed with

different values of �̂�0 and C. Thus, for the remainder of
the paper we consider only the steady state, and not the
spin-up.

We begin our study of the two-fluid single-column
model steady-state by looking at the qualitative behaviour
of the equilibrium profiles in different Rayleigh number
regimes. We then investigate the sensitivity of those pro-
files to the two closure constants, C and �̂�0. Finally we
examine the scaling of the global parameters Nu and Re
with Ra produced by the model.

5.1 Phenomenology

For each of the characteristic Rayleigh numbers
Ra = 105, 108, 1010 (as in Figure 1), we present and discuss
an example two-fluid single-column simulation. Rather
than use the fixed value used above for discussion of the
spin-up, the values of �̂�0 and C in the example simulations
were chosen to have the best qualitative fit to the condi-
tionally horizontally averaged DNS for all profiles. The
discussion for each of these examples qualitatively applies
to all simulations within the characteristic Rayleigh
number regime.

5.1.1 Laminar (Ra = 105)

At Ra = 105, the DNS exhibits laminar convective rolls
(Figure 1a). This solution is qualitatively characteristic of
the flow for all laminar Ra, Rac < Ra ≲ 107. Steady state
results of a two-fluid single-column model governed by
Equations (28)–(34) with �̂�0 ≈ 0.75, C = 0.5 are shown in
Figure 4. The mean buoyancy (a) and pressure (b) profiles
match closely between the DNS and the single-column
model; in particular the model correctly predicts a
well-mixed buoyancy in the fluid interior, with a sharp
buoyancy gradient close to the top and bottom boundaries.
The shape of the pressure profile is also correct, though the
maxima are slightly too high close to the boundaries.

Good agreement is also seen between the DNS and
two-fluid single-column model for the individual fluid
buoyancy profiles: the overall shape is correct, though the
profiles are too far apart in the middle of the domain, lead-
ing to surplus buoyancy transport for a given velocity pro-
file. Experiments varying C (Section 5.2.2) demonstrated
C > 0 was required to reproduce a buoyancy overshoot at
the top (bottom) of the rising (falling) fluid. By overshoot,
we mean the part of the buoyancy profile at the interface
between the bulk and the buoyancy boundary layer where
dbi∕dz changes sign. These overshoots can be seen in the
2D buoyancy field of the DNS flow of Figure 1a and are a
general feature of (1) Prandtl number laminar RBC. (For
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F I G U R E 3
Non-dimensionalized vertical
heat flux versus time for (a, b)
DNS and (c, d) single-column
models. In each subfigure, the
thin solid curve shows the
instantaneous
non-dimensionalized vertical
buoyancy flux,
H[wb − 𝜅(𝜕b∕𝜕z)]∕
𝜅ΔB, while the dotted,
dash-dotted, and dashed curves
show Nusselt numbers
(domain- and time-averaged
non-dimensionalized buoyancy
flux) for different averaging
times. In each plot, Nu = 1 is
shown as a thick solid line. In
(c, d) 𝛾∕𝜈 = 1.861 Ra1∕4, with
C = 0.5 for (c) and C = 0 for (d)
(Figure 10a) [Colour figure can
be viewed at
wileyonlinelibrary.com]

Pr > 1, the overshoots become so strong that they begin to
be seen even in the mean buoyancy profile; such profiles
can be seen in, for example, figure 4b of Schmalzl et al.,
2004.) The value C = 0.6 gives the best shape for bi(z) for
Ra = 105, but C ≈ 0.5 works for all laminar Ra.

The individual fluid velocity profiles are roughly the
correct shape; the slight asymmetry in the location of the
maxima in each fluid in the DNS is due to the gradient of
the volume fraction profile in the DNS (i.e., forcing the cor-
rect gradient of 𝜎i reproduces the asymmetry in the vertical
velocity profiles).

The pressure profiles with each fluid are captured by
the scheme, suggesting that to leading order pi ∝ −𝛾𝛁 ⋅ ui
is an appropriate model of the pressure differences. The
model is particularly good close to the boundaries, but
the fluids are better mixed in the interior of the domain
in the DNS, causing the pressure differences there to be
smaller than predicted by the single-column model. This
could possibly be remedied by using a z-dependent 𝛾

parametrization, which would fit well with the discussion
of LES in Section 2.2.1.

The two-fluid model keeps area fractions, 𝜎i(z), close
to 0.5. This is expected as the divergence-based transfer is
known to keep 𝜎i(z) roughly constant (Weller et al., 2020).
In contrast, the area fractions diagnosed from the DNS
diverge from 0.5 either side of the centre (where symme-
try demands equal fractions), reaching extrema close to the
boundaries approaching 0.3 and 0.7.

5.1.2 Transition to turbulence (Ra = 108)

For 107 < Ra ≲ 5 × 108, the DNS solutions transition from
laminar flow to fully developed turbulence. The buoy-
ancy field of Figure 1b is characteristic of this transitional
regime. Besides the solutions becoming intermittent and
transient rather than (quasi-)periodic, the plume sepa-
ration from the boundary layer fundamentally changes:
above Ra ≈ 107, regions of recirculation develop at the
base of the plumes.

Results of a two-fluid single-column model with �̂�0 ≈
0.47, C = 0 are compared with those from the horizontally
averaged DNS in Figure 5. As with the Ra = 105 results, the
values of �̂�0 and C were chosen to give the best qualitative
agreement for all profiles. Better prediction of the pres-
sure differences between the fluids near the boundaries
is achieved by increasing �̂�0 by a factor of ≈ 2; however
this degrades the agreement of the mean pressure profile
with the DNS profile. This again suggests that 𝛾 should be
a function of z, either directly or through dependence on
other properties of the flow, for instance the TKE.

Comparisons with the DNS reference profiles are
mostly the same as for the laminar case, except that
the additional mixing caused by the recirculation regions
at the base of the plumes modifies the profiles in the
near-boundary regions. This has the most obvious effect on
the buoyancy profiles within each fluid, which no longer
overshoot, and on the volume fraction profile, which is no
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F I G U R E 4 Two-fluid single-column model of Ra = 105 RBC governed by Equations (28)–(34) and (39), with closure constants
�̂�0 ≈ 0.75,C = 0.5. Conditionally horizontally and time-averaged profiles from the DNS are shown for reference. Nu = 7.1, reference
NuDNS = 5.0 [Colour figure can be viewed at wileyonlinelibrary.com]

longer monotonic. The lack of overshoots is reproduced by
transferring the mean buoyancy, C = 0, a suitable model
for well-mixed turbulent flow. The detailed differences to
the profiles caused by these recirculation regions are how-
ever not reproduced by this simple parametrization: better
representation of the mass exchanges Si𝑗 is required. The
recirculation is counter to the large-scale circulation, and
hence is not captured either by our arguments for the
scaling of 𝛾 , or by the divergence-based mass transfer.

5.1.3 Fully developed turbulence
(Ra = 1010)

Above Ra ≃ 5 × 108, the DNS flow is fully turbulent,
exhibiting structures on many scales from the domain
depth down to the exceptionally thin boundary layers,
shown in Figure 1c-d for Ra = 1010. The recirculations
at plume base first exhibited in the transitional regime
divide into multiple small plumes which organize into a

larger-scale circulation. The bulk of the domain is statisti-
cally well-mixed.

Results from a two-fluid single-column model with
�̂�0 ≈ 0.44, C = 0 are shown in Figure 6. Qualitative agree-
ment with the buoyancy and vertical velocity profiles is
still good, but the mean pressure profile predicted by the
model now has too little curvature in the centre of the
domain, and does not get the gradient correct close to
the boundaries. Again, the complex mixing of the turbu-
lent flow has strong effects on the volume fraction profile,
causing the volume fraction of rising (falling) fluid to be
less than 0.5 close to the lower (upper) boundary.

These larger discrepancies between the DNS and the
two-fluid model model are possibly because the w = 0
interface is now very complex. Figure 7 shows the w =
0 interface superimposed on the DNS buoyancy fields at
Ra = 108 and Ra = 1010. Although the dominant rising/-
falling two-fluid split is still into columns of falling and ris-
ing air with an approximately vertical interface even in the
higher Ra case, the simple split is increasingly complicated
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F I G U R E 5 Two-fluid single-column model of Ra = 108 RBC governed by Equations (28)–(34) and (39), with closure constants
�̂�0 ≈ 0.47, C = 0. Conditionally horizontally and time-averaged profiles from the DNS are shown for reference. Nu = 41.6; reference
NuDNS = 27.9 [Colour figure can be viewed at wileyonlinelibrary.com]

by the complex vortical motions in the bulk of the fluid,
and especially close to the base of the plumes. The intri-
cate dynamics of these interfaces are not accounted for by
our single-column model.

While there are quantitative discrepancies, for all three
Rayleigh numbers the overall the agreement between hor-
izontally averaged DNS and the two-fluid single-column
model is good. Approximately the correct profiles are cap-
tured even in the highly turbulent regime of Ra = 1010. The
model performs remarkably well given it has no represen-
tation of sub-filter variability beyond the two-fluid split,
showing that the model captures the essential coherent
overturning structures of RBC in all three characteristic
regimes.

5.2 Sensitivity to �̂�0 and C

In this section, the sensitivity of the model to the dimen-
sionless closure parameters �̂�0 and C is investigated. The

effects of changing �̂�0 and C are similar at all Rayleigh
numbers, so for brevity only Ra = 105 is presented.

5.2.1 Sensitivity to �̂�0

Figure 8 shows the effect on the two-fluid single-column
steady-state of varying �̂�0 from 10−1 ≲ �̂�0 ≲ 101, along
with examples in the asymptotically-large and -small �̂�0
regimes. The experiments were performed with C = 0.5 at
fixed Ra = 105, but the results are similar for all Ra.

The best qualitative match between the single-column
and DNS profiles is found when �̂�0 ≈ 0.75, as discussed ear-
lier, while the correct heat flux is predicted at �̂�0 ≈ 1.861.
These values are both (1), as expected. Agreement with
the reference profiles degrades sharply as �̂�0 moves away
from this range.

Increasing �̂�0 increases the buoyancy differ-
ence between the fluids, and damps the vertical
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F I G U R E 6 Two-fluid single-column model of Ra = 1010 RBC governed by Equations (28)–(34) and (39), with closure constants
�̂�0 ≈ 0.44, C = 0. Conditionally horizontally and time-averaged profiles from the DNS are shown for reference. Nu = 228; reference
NuDNS = 94.5 [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 7 Snapshots of DNS buoyancy fields with overlaid vertical velocity contours at (a) Ra = 108 and (b) Ra = 1010. Dashed
contours denote w > 0, dotted w < 0, and the solid contour denotes w = 0. Contours above and below w = 0 are spaced at intervals of UB∕4
[Colour figure can be viewed at wileyonlinelibrary.com]

velocities – which makes sense since in 1D this
parametrization of pi is similar to diffusion of the vertical
velocity within a fluid, even though the sum correction
means no extra viscous term is added to the mean

momentum budget. This effect is already clear at �̂�0 = 2,
where the vertical velocities are only ≈ 2∕3 of those in the
DNS, and the pressure profile is much shallower, though
still with the correct number of turning points. By �̂�0 = 10,

http://wileyonlinelibrary.com
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F I G U R E 8 Two-fluid single-column model of Ra = 105 RBC governed by Equations (28)–(34) and (39), with C = 0.5, showing
sensitivity to �̂�0 (defined in Equation (39)) over the range 10−1 ≤ �̂�0 ≤ 101. Profiles in the limit of asymptotically large (105) and small (10−5)
�̂�0 are also shown for reference. �̂�0 = (1) is expected based on the scale analysis of Section 3.2. Small values of �̂�0 (≲ (10−1)) are shown in
the left column, values of order 1 in the middle column, and large magnitudes (≳ (10)) in the right column. Shaded regions in the left plots
highlight areas which are not in the domain of centre and right plots

the pressure profile loses the minimum in the centre of
the domain, and the vertical velocities are almost zero. At
asymptotically large �̂�0, the system becomes subcritical
and the solution is purely diffusive.

Decreasing �̂�0 rapidly increases the pressure gradi-
ent, and deepens the minimum of the mean pressure in
the centre of the domain. This drastically increases the
vertical velocities – by �̂�0 = 10−1, the maximum vertical
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velocities are over three times those of the DNS, and over
twice those of the simulations with �̂�0 = 0.75, discussed in
detail earlier. Decreasing �̂�0 further only slightly changes
these results, as seen for the asymptotically small case of
�̂�0 = 10−5.

5.2.2 Sensitivity to C

Figure 9 shows the steady-state effect of varying C from 0
(mean buoyancy is transferred: bT

i𝑗 = bi) to 1 (zero buoy-
ancy is transferred over most of the domain: bT

i𝑗 = 0 wher-
ever bi = |bi|). Transfers with C > 1 amount to transferring
buoyancies with magnitude greater than ΔB close to the
boundaries, which causes the solution to become unstable
at C ≈ 1.3.

The main effect of increasing C is to generate the afore-
mentioned overshoots in the within-fluid buoyancy pro-
files; this also steepens the pressure gradient, deepens the
central pressure, and increases the magnitude of the ver-
tical velocities in each fluid. These effects are small com-
pared to the order-of-magnitude effects associated with
varying �̂�0: for example, the maximum velocity increases
monotonically from 0.3 to 0.45 as C increases from 0 to
1. These effects are qualitatively similar at all Ra, but for
Ra ≳ 107, the individual fluid buoyancy profiles no longer
exhibit overshoots, so C = 0 provides a better fit with the
DNS buoyancy profiles.

5.3 Scaling of Nusselt and Reynolds
numbers with Rayleigh number

To investigate the performance of the two-fluid
single-column model more systematically, the scaling of
the Nusselt number for single-column models across the
Rayleigh number range 102 ≤ Ra ≤ 1010 is compared with
the DNS results. The scaling 𝛾∕𝜈 ∝ Ra1∕4 (Section 3.2) is
evaluated, along with two choices of the transferred buoy-
ancy, C = 0 and C = 0.5. For each transferred buoyancy,
the dimensionless proportionality factor �̂�0 was fixed by
finding the value which gave the correct Nusselt num-
ber at Ra = 105. Fixing this constant at different Rayleigh
numbers changes the prefactor of the Nu(Ra) scaling, but
does not change the scaling itself.

Figure 10a shows Nu against Ra for the different val-
ues of C and scalings for 𝛾 . The DNS results are shown
for comparison, along with results from the single-column
model run with both tunable parameters set to zero, C =
�̂�0 = 0. All models with �̂�0 > 0 perform significantly better
than the model with �̂�0 = 0, which becomes supercritical
for Ra < 103 and follows a Nu(Ra) scaling with exponent
everywhere > 0.33.

Models with 𝛾∕𝜈 ∝ Ra1∕4 show exceptional agreement
with the DNS heat fluxes for Ra ≥ 104, giving Nu∼Ra2∕7

with both C = 0 (green curve) and C = 0.5 (purple curve).
This shows that the Nusselt number scaling exponent
depends on 𝛾∕𝜈 but not on C; this makes sense since C is
a crude parametrization for how the flow produces a given
heat flux, and should not affect the scaling of the heat flux
itself. Below Ra = 104, the models with different values of
C produce slightly different behaviour: the C = 0 solutions
become supercritical below Ra = 103, inconsistent with
the known Rac ≈ 1708. While the C = 0 simulations are
still subcritical at Ra = 103, the heat flux at Ra = 2 × 103

is roughly 30% too high. These discrepancies suggest that
the scaling used for 𝛾∕𝜈 is not quite correct in the low Ra
regime; unsurprising since the scaling argument assumed
Re ≫ 1. For the intended application to highly turbulent
atmospheric convection, however, this does not present a
severe problem.

The single-column model does not naturally cap-
ture the drop in the prefactor of the Nusselt number
scaling which occurs as the flow transitions to turbu-
lence around Ra ≈ 107. The drop in the Nusselt number
scaling prefactor may not be a robust feature of the con-
vective flow, so it is far more important to get the scaling
exponent correct. Such drops in the scaling prefactor
are found in other RBC experiments (Roche et al., 2004;
Johnston and Doering, 2009, for 2D numerical and 3D
experimental examples, respectively), but appear to be
dependent directly on the nature of the flow, rather than
global in nature like the scaling exponent. However, this
drop can be accurately reproduced by using C = 0.5 for
Ra ≤ 107 and C = 0 for Ra > 107, retaining the value of
�̂�0 ≈ 1.861. With this parametrization, the Nusselt num-
ber is correctly predicted to within 5% across six orders
of magnitude of buoyancy forcing, 104 ≤ Ra ≤ 1010, and
approximately the correct transitional behaviour is found
for Ra < 104. This could be diagnostically incorporated
into the parametrization by, for instance, reducing C to 0
whenever the vertical velocity maximum gives a turbulent
Re ≳ 2 × 103.

The Reynolds number in the single-column simula-
tions was estimated from the maximum magnitude of the
vertical velocity; this should scale with the large-scale cir-
culation, so makes sense for a bulk Reynolds number.
The scaling behaviour of the Reynolds number is also
well-captured (Figure 10b), in particular giving the same
scaling exponent as the DNS. Notably, the change in C
required to capture the correct behaviour of Nu does not
cause a corresponding kink in the Reynolds number scal-
ing. This suggests that C really is just a crude measure of
the flow state. Future work would hope to capture these
flow states dynamically through representing the sub-filter
scale variability of the variables within each fluid.
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F I G U R E 9 Two-fluid single-column model of Ra = 105 RBC governed by Equations (28)–(34) and (39), with �̂�0 ≈ 0.75, showing
sensitivity to the transferred buoyancy parameter C (defined in Equation (33)) over the range 0 ≤ C ≤ 1.3. C = 0.5 corresponds to the profiles
in Figure 4. For C ≳ 1.3, the solution becomes unstable. Results for small values of C (= 0, 0.1) are shown in the left column; for values
around the central value of 0.5 in the middle column; and for large values (≥ 1) in the right column (see text for interpretation). Shaded
regions in the right plots highlight areas which are not in the domain of the left and centre plots

6 SUMMARY, CONCLUSIONS,
AND FUTURE WORK

In this paper we have shown that the simple two-fluid
single-column model (28)–(34) can qualitatively

reproduce horizontal-mean DNS buoyancy, vertical veloc-
ity, and pressure profiles in all three characteristic regimes
of dry Rayleigh–Bénard convection. A scaling argument
for the pressure differences between the fluids allows
the model to predict the correct power-law scalings of
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F I G U R E 10 (a) Nusselt number versus Rayleigh number for
two-fluid single-column models with various values of �̂�0 and C. The
crosses joined by a solid curve show the reference DNS results (as
Figure 2a), while the closed circles joined by a dashed curve show
the results of running the single-column model with C = 0 (mass
exchanges transfer the mean buoyancy) and 𝛾 = 0 (no pressure
differences between the fluids). The three dashed curves with open
circles, upwards-pointing triangles, and downward pointing
triangles, show the results for 𝛾∼Ra1∕4, with different values of �̂�0;
all give scalings of Nu ≈ Ra2∕7. Single-column Nusselt numbers are
calculated from the buoyancy gradient at the boundaries, and
checked against the column-integrated buoyancy flux. (b) Reynolds
number versus Rayleigh number for 102 ≤ Ra ≤ 1010. The crossed
joined by a solid curve show the reference DNS results (as Figure 2b),
while the open circles joined by a dashed curve shows results from a
two-fluid single-column model obeying Equations (28)–(34), with
𝛾∕𝜈 = 1.861Ra1∕4 and C = 0.5 for Ra ≤ 107, C = 0 for Ra > 107;
these constants give the best fit for Nu as a function of Ra
(Figure 10a). Both curves exhibit scalings of Re ≈ Ra1∕2 for Ra ≳ 104.
Single-column Reynolds numbers are calculated using the maxima
of the individual fluid vertical velocity profiles for the velocity scale
[Colour figure can be viewed at wileyonlinelibrary.com]

Nu∼Ra2∕7 and Re∼Ra1∕2 and, after measuring a dimen-
sionless constant at one Rayleigh number, the magnitude
of Nu can be predicted to within 5% over six orders of mag-
nitude of Ra. The model also captures approximately the
correct spin-up behaviour, and approximately the correct
critical Rayleigh number. The closure set is minimal,

requiring only two constants to be set, and not finely tuned,
as both closure constants may be varied significantly from
their central values without destroying the solution.

Although we use a similar equation set and identical
fluid definitions to Weller et al. (2020), this is the first
such study to model a fully turbulent regime with these
fluid definitions. It is also the first multi-fluid convection
study to considerably vary the applied forcing, testing the
robustness of the parametrization.

This demonstrates the essential validity of the
multi-fluid concept: the model directly captures the dom-
inant overturning circulation of convection, present even
in the fully turbulent regime, by allowing for a circulation
even in a single column. It is important to note that this
performance is achieved without even a minimal treat-
ment of fluxes due to variability within each fluid (i.e.,
conventional “turbulent” or “subfilter” fluxes) apart from
the fixed viscosity and Prandtl number of the fluid.

With the current model the mean buoyancy profile
(and therefore the Nusselt number), the vertical velocity
maxima in each fluid (and therefore the implied Reynolds
number), and the pressure profile cannot all simultane-
ously have the correct magnitude. It is unclear whether
this is due to neglected subfilter variability (in the form
of exchanged buoyancy or neglected subfilter stresses,
e.g.), or due to inadequate representation of the fluid frac-
tion transfers. A more accurate and flexible representa-
tion of these transfers is essential to progressing beyond
single-column modelling.

A limitation of this study is that our reference simula-
tions are 2D, whereas real-world convection is 3D. For this
reason we have limited our analysis to global properties
of the solutions, such as scalings of Nu,Re with Ra, which
do not depend on dimension. We have also attempted to
formulate our closures in a way which does not directly
depend on the dimensionality of the simulated domain;
given that there is no representation of turbulence in our
model beyond the partition into two fluids, the differences
between 2D and 3D cascades do not directly enter our
model.

For the intended application to atmospheric convec-
tion, 3D convective turbulence must be considered. This
will marginally alter the magnitudes of the Nusselt and
Rayleigh numbers (the Nu prefactor is larger in 3D, while
the Re prefactor is smaller), though the scaling with Ra
and the shapes of the mean profiles are expected to be the
same. However the qualitative nature of the flow will be
different; pronounced small-scale vortices would not exist
in the 3D case due to vortex stretching, and the solution is
expected to be far more intermittent. Due to the different
cascades in 2D and 3D, the required closures at grey-zone
resolutions similar to the plume widths could also be quite
different.
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Future work will test the two-fluid model of this paper
in the grey zone of both 2D and 3D RBC, investigat-
ing how the closures scale with resolution, and noting
what flow features are missed by the simple closures in
a higher-dimensional setting. Improvements could arise
from a partition which better selects the coherent struc-
tures, and from representation of within-fluid variability
by consideration of higher moments of the flow. A thor-
ough understanding of the dry convective grey zone, and of
possible multi-fluid approaches to its parametrization, will
help sharpen the questions for the much thornier problem
of moist convection.
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