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Abstract

In sub-Saharan Africa, where agriculture is the primary sector providing a livelihood for communities, effective use of agrometeorological advisories reduces climate risks and provides guidance on impending weather-related hazards. Early warning of weather-related hazards enables farmers, policymakers and aid agencies to mitigate their exposure to risk. To address this need, this thesis developed and investigated a new framework to monitor climatic risk associated with agriculture and support decision making using available satellite environmental data sets and numerical models for sub-Saharan Africa.

TAMSAT-ALERT (Tropical Applications of Meteorology using SATellite data and ground-based measurements-Agricultural EaRly warning sysTem) is a new operational framework, which provides early warning of meteorological risk to agriculture. TAMSAT-ALERT combines information on land surface properties, seasonal forecasts and historical weather to quantitatively assess the likelihood of adverse weather-related outcomes, such as low yield and drought. On a shorter timescale, TAMSAT-ALERT has also been adopted to support farmer decision making on when to plant - a critically important choice. TAMSAT-ALERT incorporates a new soil moisture model simplified from the Joint UK Land Environment Simulator (JULES). The new soil moisture model runs faster and requires low computing power while providing a similar result compared to JULES soil moisture output. Evaluation against observations shows that TAMSAT-ALERT skillfully predicts the climatic risk associated with maize yield 4-6 weeks before harvest over northern Ghana and in some circumstances can anticipate agricultural drought 2-3 months in advance of the end of the season over Kenya. TAMSAT-ALERT identifies a planting date that results in a maximum yield which can be used to provide advisory to farmers in western Kenya. For this application, TAMSAT-ALERT is used to assess the tradeoff between the risk to germination and insufficient moisture for crop growth and development. Overall, the results proved that the TAMSAT-ALERT framework can be used as a tool in climate service providers across sub-Saharan Africa to produce tailored products that help to make an informed decision related to climatic risk on agriculture.
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Chapter 1

Introduction

1.1 Motivation

This thesis focuses on developing a new framework for assessing the climatic risk on agriculture within the growing season at short (two weeks) and long time (seasonal) scales and on identifying information that can be provided to end-users to make informed agricultural decisions based on available climatic data in sub-Saharan Africa.

1.1.1 Climate risks on agriculture

The increase in extreme events of weather conditions over the world, coupled with improper land management and social pressures, has exacerbated disasters related to drought and flooding (Adikari and Yoshitani, 2009). In developing countries where the economic ability to withstand disaster events like flooding and drought is low, the impact caused by such events is enhanced causing significant loss of life, economic, environmental, and social impacts that hinder the development process of these nations. From all natural disasters, drought is considered to be the most complex and affects many people when it happens. The impacts of drought are significant irrespective of the development level of the countries, even though the characteristics differ (Wilhite, 2000). In sub-Saharan Africa (SSA), where agriculture plays a significant role in the overall economy of countries and people livelihoods (Struif Bontkes and Wopereis, 2003) understanding and monitoring the climate risk on the sector is paramount. Drought and the subsequent reduction in productivity of crops and fodder, which result in food shortage and threaten the food security of
people is the main climatic risk sub-Saharan African countries face. Though low productivity of
crops is not only a result of rainfall and soil moisture deficit, climate risk plays a dominant role
and the impact of climate variability on crop productivity is well documented in the literature
(Challinor et al., 2010; Rosenzweig et al., 2014; Lana et al., 2017; Rosenzweig et al., 2018; Vogel
et al., 2019). Therefore, quantifying the climatic risk on the agriculture sector in Africa is of higher
importance for adopting relevant policies and strategies towards mitigating the impacts on people
in advance.

1.1.2 Climate information for agriculture

Agriculture is one of the primary economic sectors in Africa, but it is also highly exposed to
impacts due to climate variability. Managing climatic risk requires reliable and useful climate
information tailored to the local condition and delivered on time (Lötter et al., 2018). Cooper
et al. (2008) states that the ability of decision-makers to utilise short term information and
manage current climate risk is a crucial prerequisite for better management of future climate
risk associated with rainfed agriculture. Jones et al. (2015) and Nidumolu et al. (2016) showed
that long term climate information can improve decision making. Decision making considers
many factors in addition to climate information like agronomic, social, economic, labour and
individual capacity but, review of past studies indicated that climate information is provided
separately from the other relevant information; hence, it alone cannot define the comprehensive
decision-making process (Singh et al., 2018).

Success in the uptake of using climate information for decision making occurs when the informa-
tion provided is both tailored to the local context and makes use of innovative participatory deliv-
ery processes. However, climate information has not been well integrated into the national devel-
opment program and decision-making process in African countries (Singh et al., 2018). Though
there is a considerable effort made by scientists in improving coverage, quality and accessibility
of climate information there are still significant barriers in using the available information. Singh
et al. (2018) generalise these barriers as:

a. Relevance to be useful for decision making at the local level.

b. The manifestation of the local phenomena to be translated to variables and processes that
matter to the end-user (water supply, crop production, floods, drought etc.)

c. Level of interaction between end-users and information provider is also crucial in the uptake of the information.

d. Inadequate understanding of how and why end-users make a decision.

Overall, farmers decision-making process is very complex, involving interactive process and alterations based on their assets and assumptions, socio-economic culture and perceptual environment (Singh et al., 2016). This means more agricultural decisions taken by farmers focus on a short time scale of a season or year rather than decades that impact climate change (Singh et al., 2018). Therefore, climate services that support short term decision-making are likely to be of greatest value to farmers (Lobo et al., 2017).

1.2 Background

1.2.1 Drought and its impact on agriculture

1.2.1.1 Drought definition

Drought has no universally agreed precise definition and lack of such a consistent agreement on the definition for the term contributes to its complexity resulting in subjectivity of the impacts associated with it (Zargar et al., 2011). The meanings of drought usually are region and impact–specific, resulting in many interpretations of drought events (Wilhite, 2000). The existing definitions can be categorised as either conceptual or operational. Conceptual definitions are more general and are based on defining the boundaries of the concept of drought like the definition given by Encyclopedia of Climate and Weather: "A prolonged period during which the amount of precipitation falling over a particular area is markedly less than the amount that usually falls in that place over the same period" (Allaby, 2007). Operational definitions, on the other hand, are subjected to specific sectors and expanded in describing its beginning, end and severity depending on the operation identified (e.g. agriculture or hydrology) (Zargar et al., 2011). These operational definitions allow for analysing drought frequency, severity, and duration for a defined period (Wilhite, 2000). For example, the definition of agricultural drought evaluates the soil moisture deficit as a ratio and describes the impact on various crops at a different stage. Based on
the operational definition drought can be classified as meteorological, agricultural, hydrological and socioeconomic.

**Meteorological drought:** is defined as a shortage of precipitation over a specific location compared to the long term historical amount available for the location. Many of the analyses for meteorological drought are based on precipitation and are only expressed as an anomaly from historical records. It measures the degree of dryness in comparison to some normal or average amount within a specific period of intervals (Wilhite and Glantz, 1985; WMO, 2006).

**Agricultural drought:** is defined as a period with declining soil moisture level resulting in lack of crop growth and production. It is mostly concerned with soil moisture deficiency and the impact it has on crop production. A decrease in soil moisture depends on several factors like lack of precipitation and increased evaporation due to high temperature. The impact on the crop is also very specific as the evapotranspiration demand of crops varies depending on type, variety and growth stage of the crop itself as well as the properties of the soil. Several drought indices, based on a combination of precipitation, temperature and soil moisture, have been derived to study agricultural droughts (Wilhite and Glantz, 1985; WMO, 2006).

**Hydrological drought:** is related to a period where there is insufficient surface and subsurface water resources for water uses of a given water resources management system like water supply for urban areas or irrigation system. Hydrological droughts usually lag from the occurrence of meteorological and agricultural droughts as it takes a longer time for precipitation deficiencies to manifest in components of the hydrological system such as soil moisture, streamflow, and groundwater and reservoir levels (Wilhite and Glantz, 1985; WMO, 2006).

**Socioeconomic drought:** is associated with failure of water resources systems to meet water demands and thus associating droughts with supply and demand for an economic good (Mishra and Singh, 2010; WMO, 2006). It involves the components from meteorological, hydrological, and agricultural drought but it is unique from the others as its occurrence depends on the supply and demand of economic goods like water, forage, food grains fish and hydroelectric power which are directly or indirectly related to weather condition in a specific location. Socioeconomic drought
is a product of increased demand for an economic good due to reduced supply as a result of a weather-related loss in the water supply (Mishra and Singh, 2010).

The drought types mentioned above occur in the same order given. Meteorological drought is the first to occur as a result of precipitation deficit compared to the climatology within a short time scale of weeks to months. This deficit of precipitation will result in a substantial decrease in soil moisture, which results in agricultural drought within a time scale of three months to a year. As the deficit of precipitation continues for extended period water supply in reservoirs like rivers and lakes and groundwater decline, causing the hydrological drought with a time scale of over a year. Finally, socioeconomic drought occurs as a result of the combination of all these droughts severely damaging the socioeconomic fabric of the society affecting the supply and demand of economic goods like food grains, animal fodder and hydroelectric production (WMO, 2006; Mishra and Singh, 2010; Spinoni et al., 2014). Figure 1.1 shows the sequence of drought occurrence where all drought type begins from lack of precipitation for a prolonged time (Meteorological drought) leading to soil moisture deficiency (Agricultural drought) resulting in reduced streamflow and reduction in water levels of water bodies (Hydrological drought) and the combination of all these finally causing economic, social and environmental damage (Socioeconomic drought).

All types of drought defined above can be characterised by the severity, duration and spatial distribution (Zargar et al., 2011). Identifying drought before it develops into a severe socioeconomic drought can reduce impacts and save lives and resources; hence, monitoring of meteorological, agricultural and hydrological drought is vital. Existing systems that monitor just one type of drought do not provide a full picture. For instance, one can base drought monitoring only on recorded precipitation, and this can only tell how dry it is and tell nothing about the impacts. If one only tries to monitor drought based on crop harvested, it might lead to a conclusion that the climatic conditions cause all crop failures. Therefore, a combination of drought monitoring tools needs to be used to accurately identify the onset, severity and extent of the drought to deliver relevant information to decision-makers who are involved in preparing emergency plans and resource allocation for the mitigation drought impact. This study will help to address this applied need through the development of a new framework to predict and monitor the likelihood of drought occurrence throughout the growing season (chapter 4).
**Chapter 1. Introduction**

**1.2.2 Drought monitoring tools and indices**

Drought monitoring tools are tools which allow monitoring of the different characteristics of a possible drought event using various indicators based on quantitative climate data such as precipitation, temperature and model-based data like soil moisture and evapotranspiration or river discharge. Drought indices are single values that combine the raw data, which is the main cause of the drought to occur and provide a general idea about the drought to be used in decision making for mitigating it (Zargar et al., 2011). There are many drought indicators (>80) that are utilised throughout the world to make decisions and help people cope with the impacts caused by drought (Niemeyer, 2008). These drought indices are variable on their approach of approximating the drought condition and use of driving data set. These indices also describe different types of droughts; meteorological, agricultural, hydrological and socioeconomic. They try to explain the severity, onset and end of the drought at different spatial and temporal scales. They are
also used at various operational levels for planning, early warning and mitigation of drought (Zargar et al., 2011). Drought is a very complex phenomenon, as discussed in earlier paragraphs. Hence, there is no universally accepted definition of drought and in the same manner, there is no universal drought indicator method (Niemeyer, 2008). All the methods developed have their way of explaining the characteristics of the drought; therefore, one has to use a combination or modify the tools to fit the condition in the local region. Some of the drought indices transform the raw data to a single value indicator which can be compared and analysed at different temporal and spatial scale for decision-making (Zargar et al., 2011). A brief description of some of the drought indicators that are commonly used in Africa to monitor drought are described below to indicate the similarities and differences among them.

Most commonly used drought monitoring indices in Africa include Standardized Precipitation Index (SPI) which is based on the precipitation anomaly of an area and uses a statistical approach to put an index for the drought condition of the area in question (McKee et al., 1993). Standardized Precipitation Evapotranspiration Index (SPEI) is a modified form of the SPI where the concept is the same but the data used to determine the drought index is different. SPEI involves the use of the difference between precipitation and the potential evapotranspiration (PET) rather than using only precipitation values. The difference between precipitation and PET produces a fuller view of the water balance, and converting the anomaly to a standard Z-score will allow a better estimation of the drought as it also takes the temperature of an area into account (Vicente-Serrano et al., 2010). The Palmer Drought Severity Index (PDSI) is based on the conceptual framework of calculating the water balance of an area and deriving the deviation from climatological normal moisture value of the area in question (Agnew, 2000). Multivariate standardized drought index (MSDI) is a drought index based on the concept of ensemble streamflow prediction (ESP). It combines precipitation and soil moisture to give an estimation of both meteorological and agricultural drought. It combines the Standardized Precipitation Index (SPI) and Standardized Soil Moisture Index (SSI). It helps to connect the conditions from both the precipitation and soil moisture (Hao and AghaKouchak, 2013). Soil Moisture Deficit Index (SMDI) and Evapotranspiration Deficit Index (ETDI) which are agricultural drought indices based on the anomaly of available soil water deficit and the anomaly of water stress to the long term average (Narasimhan and Srinivasan, 2005). Aggregate Drought Index (ADI) is a multivariate drought index that comprehensively considers all physical forms of drought (meteorological, hydrological, and agricultural) through inclusion.
of variables that are related to each drought type (precipitation, evapotranspiration, streamflow, reservoir storage, soil moisture content, and snow water content) and uses principal component analysis to derive a single index (Keyantash and Dracup, 2004). Water Requirement Satisfaction Index (WRSI) is the ratio of cumulative actual crop evapotranspiration to the cumulative potential evapotranspiration over a defined growing period. It compares the amount of water available for plants, with the amount required to grow without water stress (Senay and Verdin, 2003).

1.2.2.1 Drought impact on agriculture

Drought causes a significant impact on people’s livelihood in Africa, mainly through crop failure. Lower productivity of crops and fodder due to moisture deficit result in food shortage and raise the risk of food insecurity at household and community level. Even though there are additional factors for reduced productivity of crops, climate risk is a major contributor to the problem. Studies have shown that climate variability exacerbates crop productivity loss in Africa. For instance, Schlenker and Lobell (2010) showed by mid-century (2046-2065), the mean estimates of aggregate production in SSA decrease by 8 - 22 % for the major crops maize, sorghum, millet, groundnut, and cassava. Another study on climate change impact on crop productivity in Africa indicates that mean yield changes of 17%, 5%, 15% and 10% for wheat, maize, sorghum and millet were estimated respectively from the baseline period (1961-1990) for the projected climate changes based on various general circulation models (GCM) and a timescale up to the 2080 (Knox et al., 2012). Challinor et al. (2007) showed that even though climate change and variability impact on agriculture productivity in Africa is mostly negative farmers ability for adaptability in short and long term variation to the environment is proved to be high with the critical factor of accessing relevant knowledge and information. Much of the African continent is going to get drier and hotter with a subsequent adverse effect on crop yield and this requires a strong adaptation strategy involving people relocation, structure change of production, and crop patterns as well as government providing information incentives and economic environment to facilitate these changes (Collier et al., 2008). In general, agriculture in Africa is subjected to a variety of risks from changing climate and variability that exist throughout the continent. The challenges faced require a strong commitment and tailored information for making informed decisions in many of the everyday farming practices and at a country level policy formulation and strategies for risk aversion emanating from
1.2.3 Weather and climate data for risk assessment

Integrating scientific information from weather and climate data create many opportunities to make informed decisions (Adams and Vaughan, 2015). Due to the changing climate, many of developing countries are faced with a vast climatic risk associated with essential sectors like agriculture and water resources. This calls for the incorporation of climate information in the decision-making process for the long term and short term actions that are taken to enhance the sectors. There are many opportunities to utilise available climate information as input to make critical decisions. This fact lies in the ability of scientists and decision-makers abilities to integrate all the information into a ready to use and relevant tool that support decision making (e.g. Ranger et al., 2010; Daron, 2015). The relevance of information on climate and weather is dependent on the nature of the risk, such as economic sector affected or governance structure. There is an abundance of local anecdotal evidence in using climate information for making decisions in the agriculture sector over sub-Saharan Africa (Singh et al., 2018). But, developing this knowledge and integrating it with scientific knowledge that could easily be transferable to other regions and making part of the overall decision-making process is vital. Many studies reviewed the main factors that affect the uptake and use of climate information. Some of the factors include lack of reliable historical information to understand the current climate and evaluate models (Tarhule and Lamb, 2003), the coarse-scale of climate projections (Taylor et al., 2012), disconnect between users and procedures of climate information and inadequate capacity to use and deliver climate information (Singh et al., 2016).

To properly comprehend the use of climatic information in the decision-making process, understanding the climate information type and availability is vital and the technological and scientific challenges of producing this information must be understood and explained well. The predictability of the future climate and ability to understand the past climate affects the information provided that is relevant to sectors like agriculture and water. For instance, Troccoli (2010) states that seasonal forecast has more value for guiding management decision in agriculture even though they have low skill. In the use of climate information, there is a difference between a climate variable (e.g. temperature, rainfall, wind) and climate-related variables (river flow and
soil moisture) where non-climate variables influence the latter. Climate-related variables are generated from numerical methods (hydrological models, crop models, land surface models) to predict changes in climate-related variables and generate information that can be used in the decision-making process. Besides producing the information, sharing it with users is even more vital. In this regard, dissemination of climate information has improved through time with access to the internet and the willingness of several institutes like National Aeronautics and Space Administration (NASA), Climate Prediction Center (CPC), and Postdam institute climate impact to hold data portals that can easily be accessed all over the world (Singh et al., 2018). The major scientific challenge is to post-process this raw data into useful and impact-oriented information. This task requires skills and experience in computation and analysis tools making many of the users researchers and impact modellers. Despite this, there are efforts to translate climate information to more user-oriented advisories for farmers (e.g. Dorward et al., 2015). In addition to converting climate information to usable format, the dissemination through effective communication channels in an equally important aspect for widespread uptake. The global challenge of such endeavours is ensuring quality, consistency, and appropriate interpretation of climate information (Singh et al., 2018).

African countries operate their meteorological agencies and despite their differences in capacity, most provide weather and climate information, collect data and provide this information to communities and other users. Regional institutes and collaborations also support this effort (e.g. Intergovernmental Authority on Development Climate Prediction and Applications center-ICPAC, Agrometeorology, Hydrology, Meteorology-AGRHYMET, Southern African Development Community Climate Services Centre-SADC-CSC, African Center of Meteorological Application for Development-ACMAD) (Singh et al., 2018). These regional institutes are mainly engaged in providing seasonal forecasts, early warning related to extreme events and crop productivity. ICPAC, for instance, has collaborations with regional and international institutes to develop tools supporting the use of climate information in different sectors like agriculture, food security, livestock, and water resources risk assessment and management.
1.2.4 Climate services in Africa

Climate services are becoming an integral part of adaptation in the agricultural sector of many countries providing vital information about local climate, supporting institutional and local farming decisions and supporting resilience-building interventions in addition to creating the platform for climate-smart agriculture (Hansen et al., 2019). Developing effective agricultural climate services at a national scale requires balance between specific needs of local farmers and providing cost-effective service at scale. The challenge of doing this is associated with the fact that farmers need for climate service varies depending on the experience, wealth, gender and livelihood activities (Hansen et al., 2019). On the other hand, climate service providers are faced with resource constraints and broad multi-sector mandates not to focus on tailored climate service provision. For example, the regional climate outlook forums Greater Horn of Africa Climate Outlook Forum (GHACOF, http://www.icpac.net/), Southern African Regional Climate Outlook Forum (SARCOF, https://www.sadc.int/), and Climate Outlook Forum for West Africa (PRESAO, http://www.acmad.net/new/) are primary providers of such information in Africa. In any agricultural activity, farmers make management decisions in response to the weather so that they can optimise productivity and minimise the risk associated. However, their decisions on farming are based on their indigenous knowledge accumulated over a long time (Mafongoya and Ajayi, 2017). In many countries, farmers believe their insights on the outlook of the climate and follow a more conservative strategy which leads to sacrificing productivity to reduce risk of loss (Nesheim et al., 2017).

Farmers’ knowledge can be supported and integrated with scientific data available from ground measurements, satellite observation and numerical model output (e.g. weather forecasts and land surface conditions) to facilitate weather-sensitive decisions regarding agricultural management and climatic risk (FAO, 2019; Mafongoya and Ajayi, 2017). The main climate services supporting the agriculture sector include weather forecasting, seasonal climate forecasting, statistical assessments of the future frequency of extreme weather and climate events, agrometeorological crop monitoring and agrometeorological advisories (FAO, 2019). Agrometeorological advisories provided by national or regional climate service agencies are used for planning the crop season and making strategic decisions related to the type of crop, planting time and water requirement for irrigation (FAO, 2019). Using operational decision-making tools to extract information from available
climatic data set from ground-based measurements, automatic weather stations and freely available satellite observations outlooks about season onset, cessation, crop harvest and drought are provided. Efficient use of agrometeorological advisories helps to reduce climatic risks on farming communities and provide enough time for authorities to respond to adverse events (FAO, 2019). For these to be operational and provide consistent advisory, decision support tools are key elements that every climate service provider need to have. These decision support tools integrate available information (weather data, forecasts, and land surface conditions) to anticipate agromonic conditions on which mitigating management actions could be taken.

1.2.5 Decision support tools

Climate information generated from global and regional climate models and satellite and ground-based measurements is critical information for farmers. However, such raw information has little significance for farmers and the formats are not presented in such a way that farmers can understand or utilise. Therefore, this raw climate information is mainly used within computer models to generate simplified, easy to understand and relevant information for making practical decisions at farmer scale and country level often in the form of drought indices (section 1.2.2). In sub-Saharan Africa, decision support tools can assist with diagnosis and analysis of problems and opportunities related to the risks farmers are facing. Agricultural decision support tools (DST) are computer software that can be used to support complex decision making based on available evidence to improve agricultural productivity (Shim et al., 2002; Rose et al., 2016). DSTs are designed to help users make more effective decisions by leading them to clear decision stages and presenting the likelihood of various outcome resulting from different options (Dicks et al., 2014). DSTs can be dynamic software tools that provide an optimal decision path. For example, it can facilitate effective farm management through recording data, analysing and generalising a series of options that are based on objective evidence synthesis (Rose et al., 2016). Though there are a variety of DSTs many of them include database management holding the necessary data, simple to complex numerical modelling functions and simple graphical user interface enabling interactive inputs, reports and graphics (e.g. Shim et al., 2002).

There have been many DSTs developed with the advancement in weather and climate forecast, knowledge of social frameworks and computing power. These DSTs range from complex com-
puter models to simple table and charts that help farmers to make an informed decision. DSTs are very useful for developing site-specific recommendations for different challenges and risk farmers face throughout a growing season. DSTs also allow for accounting the diversity and dynamics of farmers reality. DSTs are very suitable to be used in participatory development and dissemination of relevant information however, DSTs have not been widely used in SSA. Walker (2002) provides the major constraints in the use of DSTs for agriculture in SSA as follows:

a. DSTs fail to capture the complexity of smallholder agriculture of SSA.

b. Require data that are not available or are of poor quality.

c. Lack of knowledge on DST prevents the use.

d. Institutes that usually use DSTs promote the use of single tools but, the complexity of risks and challenges require the use of multidimensional DSTs.

e. The problem of handling data collection, problem identification, application of tools and making appropriate and relevant conclusions from it.

Decision making in agriculture can be of different time scales; short term (when to plant?), medium (what variety to plant?) and long term (what is the likelihood of drought occurrence?). Therefore, the ultimate goal of using DSTs is to help farmers, but other primary users include scientists and experts in the field of risk assessment, agriculture and climate, planners and higher level decision-makers. In general, DSTs are designed to help users make more effective decisions by leading them to clear decision stages and presenting the likelihood of various outcome resulting from different options (Dicks et al., 2014), however, understanding the limitations associated with DST is also equally crucial. The effectiveness of DST is measured whether it addresses the fundamental question, its availability, the requirements to use it, and the availability of the required data to run the system. Many regional and national climate service centres in SSA utilise different DSTs to provide climate information for farmers and government for better decision making regarding the understanding of the climatic risk and outlook of a growing season.

1.2.6 Gaps in climate service provision

Though there is a significant improvement in climate data gathering, analysis and interpretation, the challenge still faced is regarding the communication of the information to a standard required
by users. There is also a gap among users concerning the information available, where to find it and how to use it for agricultural management decisions (FAO, 2019). For the SSA context, the value of climate and weather information is held in the ability to be used in agriculture management practice to safeguard or improve productivity; otherwise, their value is lost. Despite the efforts in improving climate and weather information, most of the information is not reaching local farmers due to poor communication, including from not being adapted to the local scale (GCOS, 2006). GCOS (2006) presents four main challenges concerning the use and dissemination of climate information:

- Some policies regarding free data sharing are restrictive due to financial issues or low budget.
- Archives of long term climate data are not digitised and quality controlled.
- Gaps in real-time-data for operational systems and early warning use.
- Inadequate understanding of how to make the best use of satellite data.

Harvey and Singh (2017) also identified insufficient staffing and technical expertise, delays in data transfer resulting delayed early warning, the need for greater strengthening of observational capacity and the need for greater financial resources as gaps in Burkina Faso climate service. Hansen et al. (2019) discusses farmers climate information needs over SSA and found that the information provided by regional outlook forums generally is a probabilistic estimate of the seasonal rainfall and temperature as tercile forecast from the historical distribution. These tercile forecasts are presented in a map covering a large area and do not include information regarding interannual and spatial variability of the local climate. These forecasts are found to be poor matches for farmers decision-making needs and do not improve the estimation of climatic risk on crops (Asfaw et al., 2018). The tercile seasonal forecasts do not directly provide information about anticipated climate conditions at a local scale of farmers decision-making, forecast categories are arbitrary, and acting on probabilistic forecast information requires an understanding of the uncertainty of the forecasts (Hansen et al., 2011, 2019). Farmers need more than just the average conditions during the season, such as the timing of season start and end, risk of damaging dry spells and other extremes. Therefore, providing the information in a probability of exceedance format along the historical values helps first with connecting the forecast with the historical condition which increases awareness about the past condition and allows the information to be used in the absence
of forecasts. Second, it provides information in association with thresholds that are relevant to
decision options instead of arbitrary tercile boundaries and lastly, it conveys the uncertainty in a
clear manner (Hansen and Indeje, 2004; Hansen et al., 2011, 2019). Mafongoya and Ajayi (2017)
states that the information dissemination ability of Regional Climate Outlook Forum (RCOF) for
smallholder farmers is inadequate due to:

- Forecasts are not specific enough for the needs of end-users.
- Poor interpretation and communication of forecasts, which leads to misunderstanding.
- Farmers inability to respond to forecasts due to their lack of access to seed, fertiliser, labour
  and credit, which would allow them to make adjustments in relation to the expected seasonal
  climate.
- Poor distribution of the forecast due to lack of communication channels.

The capacity of end-users like agricultural extension workers and farmers is also very minimal.
However, work in Zimbabwe (Patt et al., 2005), Mali (Hellmuth et al., 2007), and Nigeria (Isaac
et al., 2009) have shown that efforts to translate and localise the information can influence farmers
decision-making processes. However, results from a paper by Luseno et al. (2003), in Ethiopia
and Kenya show the contrary due to weak link between rainfall and pastoralist risk and the
information being more directed towards crop production than pastoral production system.
Venkatasubramanian et al. (2014) also indicate that climate services help farmers to use the best
adaptation practices and improve the management of climate-related agricultural risks.

The use of historical data directly and in conjunction with simulation models, to analyse the
risk and support decision-making, is well established in agricultural research and practice. But,
climate service providers in SSA are very slow in recognising the value of local historical climate
data in agricultural climate services. Historical data helps in understanding the seasonality,
variability and trends of the local climate and also it helps to manage risk and adaptation to
climate change (Hansen et al., 2019). Farming communities understand their local climate and
use observable indicators to anticipate upcoming weather conditions, and integrating analysis
of historical climate enables farmers and decision-makers to better understand and adapt to
variability, seasonality and any trends that characterise their local climate (Hansen et al., 2019).
In principle, translating raw information into agricultural impacts and management advisories
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increases the relevance for farmers decision-making. Agricultural climate services employ both quantitative and model-based tools and subjective consultative processes to translate climatic information tailored to specific crops and management decisions.

Climate service providers have the potential to serve more using their capacity and knowledge of the climate, especially in the areas of water resource management, agriculture and early warning for disaster risks associated with climate (GCOS, 2006). The experience across many African countries suggest that routinely provided climate information and farmers need is strongly incompatible and require a significant improvement for their effectiveness (GCOS, 2006; Hansen et al., 2019; FAO, 2019). One way of improving their capability is providing them with simple systems that can be run with their limited resources at their disposal to generate more information out of climate data available and enhancing their capacity to do the analysis by themselves so that they can integrate their local knowledge and produce a tailored climate information for their primary users. The new tools should also be helpful for farmers to make farm management decisions in response to the climate conditions.

1.3 Research questions and thesis objectives

Research questions

Drought and subsequent yield decrease are the primary climate risks faced by farmers in SSA (section 1.2.3). Increased climate variability and lack of access for relevant climate information tailored to the local condition exacerbate the climate risks on agriculture (section 1.1.2). Therefore, the need for monitoring climatic risk on agriculture is paramount and climate service providers need to take a significant role in making usable climate information available on time for end-users like farmers, government and aid agencies as well as private sectors to make an informed decision. In light of this, the overall aim of this thesis is to assess meteorological risk on agriculture within the growing season at short and long time scales and to derive information that can be provided to end-users to make informed agricultural decisions (section 1.1). This thesis will, therefore, address this overarching aim by focusing on the following primary questions:

1. What information about meteorological risk on agriculture can be derived from local and regional meteorological observations and forecasts? (chapter 2)
2. Can simplified versions of a complex land surface model be used to represent an agricultural risk decision metrics? (chapter 3)

3. How robustly do model outputs such as soil moisture and Water Requirement Satisfaction Index (WRSI) represent agricultural drought compared to meteorological based metrics such as Standardized Precipitation Index (SPI)? (chapter 4)

4. How can historical weather information and numerical models be integrated for deciding on the optimal planting date? (chapter 5)

Thesis objectives
To address the research questions described above the thesis include the following objectives:

1. Developing a new framework of assessing climatic risk on agriculture which uses historical climatic data and seasonal forecasts and demonstrate the use of the system to evaluate the risk of low maize yield over Ghana.

2. Developing a soil moisture model based on the principle of a more complex land surface model and evaluate the ability to use less complicated numerical model outputs to assess climatic risk on agriculture.

3. Evaluate how the new framework can be used for assessing climatic risk at a seasonal timescale, where it is used for drought monitoring and its ability compared to conventional drought monitoring tool SPI over Kenya.

4. Developing a new methodology to determine an optimum planting date (short timescale critical decision) in western Kenya based on the concepts of the new framework accounting for available soil moisture and WRSI.

The following sections provide a brief background on the research questions and thesis objectives.

1.3.1 Developing a new framework for assessing climate risk on agriculture

There are many climatic data sets available from satellite and ground observations in Africa, and most African countries provide weather and climate information through their national meteorological agencies. Even though these raw data sets can provide information that users are interested
in (Lobo et al., 2017), the climate information is required in a more tailored fashion to the local conditions to manage climate risk (Lötter et al., 2018). There is an increased demand for timely climatic information which is relevant to practical decision support (section 1.1.2) and mostly users compare the current season with past to intuitively assess risk (Tarhule et al., 2009). Climate service centres in Africa also use DSTs available to them to provide more detailed and user-relevant information; however, there are many challenges in using existing DSTs (section 1.2.5). One major issue related to climatic risk assessment DSTs is that most of them are instantaneous reflecting only on the existing condition at the time of evaluation hence, requiring more improvement for their effectiveness (GCOS, 2006; Hansen et al., 2019; FAO, 2019) (section 1.2.6). Nevertheless, the climate risk on agriculture is dependent on what happened throughout the growing season rather than a single time condition that occurs within the season. Therefore, the first research question attempts to develop a new framework for assessing climate risk on agriculture, considering climate risk as a function of what happened in the whole season (past and future). Through this new concept, it tries to identify the information that can be derived from existing climatic data and forecasts through continuous monitoring of the growing season (chapter 2).

1.3.2 Developing soil moisture model

The second research question deals with developing a simplified version soil moisture model based on the concepts and mathematical description of a well-tested land surface model (LSM). DSTs use numerical models to process weather data sets to determine the impact of climate risk on the agriculture sector (section 1.2.5). For instance, drought monitoring tools utilise weather data and numerical soil moisture output to estimate the drought severity and extent (chapter 4), however, the capacity of climate service centres in African countries is very limited in using complex numerical models and the accessibility of already existing tools is limited (section 1.2.4). There are many challenges associated with the use of a complex land surface model like the knowledge gap between the model producers and users, lack of capacity at the local level to modify complex land surface models, scale issues related to the output of LSMs (section 3.1.2, section 3.1.3). Complex LSMs are also difficult to adopt for new relevant metrics. Therefore, in this thesis a new soil moisture model was developed based on the Joint UK Land Environment Simulator (JULES) model description for further studies in chapter 4 and chapter 5 regarding drought monitoring and optimum planting time identification. The research question addresses how much the simpli-
fied version of soil moisture code can represent the output of a well tested complex land surface model to be used for climate risk assessment on agriculture. (chapter 3)

1.3.3 Drought monitoring within the growing season

Drought is a common risk that farmers in Africa face within every growing season (section 1.2.1). The impact of a drought is very devastating to local communities that are dependent on rainfed agriculture for their livelihood. Hence, anticipating and monitoring the occurrence of drought ahead of time is crucial information that many government authorities, farmers and aid agencies would like to receive. There are several drought monitoring tools available (section 1.2.2) and the SPI is one of the meteorological drought monitoring tools (section 4.2.3). The third research question arises to evaluate the use of the new framework developed to monitor climate risk on agriculture (chapter 2) in monitoring agricultural drought using Water Requirement Satisfaction Index (WRSI) (section 3.2.3). Meteorological drought indicators like SPI indicate only the deficit on precipitation whereas soil moisture based WRSI allows to monitor agricultural drought. Therefore, chapter 4 discusses the improvement in using WRSI as an indicator for agricultural drought compared to SPI and evaluate how early the new framework can anticipate agricultural drought within the growing season. (chapter 4)

1.3.4 Identifying optimum planting date

One of the critical decisions every farmer make each season is the time of planting. This decision of planting time is important as it determines subsequent farming practices (Hassan, 1996; Wolf et al., 2015). The planting time is also one of the adaptation measures to get the best use of rainfall in a growing season and the decision is solely in the hands of the individual farmers with no costs to incur (Tubiello et al., 2000). The methods available to identify optimum planting time are based on the onset of the rainfall and the others depend on specific soil moisture derived from numerical models; others use crop models to identify the planting time with the highest yield (Stehfest et al., 2007; Liu et al., 2007; Sacks et al., 2010; Waha et al., 2012). All these methods have one common character, which is that they are not operational but rather provide a planting window for a region once. Nevertheless, planting time is always variable depending on the condition of the season (Harrison et al., 2000; Chmielewski et al., 2004). Farmers in Burkina Faso, for instance, base their decision of planting time on past year experience with some adjustment for the season
based on the weather forecast (Ingram et al., 2002). Therefore, the last research question for this thesis emanates from the quest for developing an operational optimum planting date decision making for SSA by modifying the decision making framework developed to monitor climate risk on agriculture (chapter 2). The new approach for identifying optimum planting time for maize crop over western Kenya utilises historical weather data and soil moisture forecasts and combine them to identify criteria for selecting an optimum planting time and identify the advisory service that could be given for farmers. (chapter 5)

1.4 Thesis approach

To achieve the overall thesis theme and objectives discussed above, the thesis employed two models; the Global Large Area Model (GLAM) and a soil moisture model. For the demonstration of climatic risk on low yield using the new framework for agricultural decision support the system uses a pure crop model GLAM (chapter 2). GLAM requires minimal input data and it is a well-established model for crop yield estimation. Using GLAM avoids the complexity that could result from using many input data and helps solely see the value of the new framework in its ability to estimate climate risk on agriculture (low yield). However, the crop model only focuses on yield estimation and is not capable of estimating major climate risk like drought. Therefore, the thesis used a new soil moisture model (chapter 3) which outputs WRSI that can be used as a proxy to determine agricultural drought occurrence and the subsequent crop yield loss due to the higher correlation between WRSI and crop yield (chapter 4). Using WRSI will help to combine both risks on agricultural drought and low yield rather than using two separate models for crop yield and drought. The thesis also aims for the new approach of assessing climate risk on agriculture to be easily accessible and used by African climate service centres. Sharing of the new system requires avoiding the use of models such as GLAM and JULES that are under a licence which is one of the rationales for the development of a new model that combines both yield and drought risk assessment.

The thesis evaluates the new framework using GLAM over northern Ghana and the drought prediction was assessed over Kenya where the climate is spatially variable with high rainfall and humid environment in the west and more arid and semi-arid weather in the east. This helps to see the value of the new framework ability in predicting drought risk within the growing season.
Overall, applying the framework over different environments and modelling tools helps to show the versatility of the new climate risk assessment framework.

1.5 Thesis structure

In light of the need to provide climate risk monitoring in the agricultural season, chapter 2 presents a new approach to monitoring climate risk on agriculture that considers agricultural risk as a function of historical and future climate. Chapter 3 explains the soil moisture model development used in the thesis and evaluates the usability of a simplified land surface model in agricultural decision making related to climate risk. In chapter 4, the role of monitoring drought within a growing season (a seasonal timescale) is discussed and comparison with standard drought monitoring tools of SPI and WRSI is provided. Chapter 5 then describes the application of the concept to make a critical decision on planting date (a short timescale) using the new decision-making framework. Chapter 6 summarises the principal conclusions and identifies possible areas of future work.
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TAMSAT-ALERT: a new framework for agricultural decision support

This chapter describes the basic concept of a new agricultural decision support framework - Tropical Applications of Meteorology using SATellite data and ground based measurements- AgricuLtural EaRly warning sysTem (TAMSAT-ALERT); its setup and its application in relation to meteorological risk on maize yield. This chapter lays the foundation for the subsequent works done in this project and has been published in (Asfaw et al., 2018).
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D.A developed the TAMSAT-ALERT code and incorporated GLAM into the system with the assistance of E.B. and R.M. E.B, M.B, F.O worked on the initial concept of TAMSAT-ALERT system. K.J.N and A.C provide the GLAM code. T.Q and E.P helped with data assimilation of crop yield into the system (not included in the final paper). D.A carried out the analysis and led the writing of the paper, with input from E.B., R.M., A.C, and valuable contributions from reviewers.

The key points that are made in this chapter include:

1. Describing the concept of TAMSAT-ALERT and its place with regard to other risk metrics available.

3. Describing the information contained in seasonal forecasts that are provided for users in Africa in relation to decision making of users on agricultural risk emanating from climate variability.

Abstract
Early warning of weather-related hazards enables farmers, policymakers and aid agencies to mitigate their exposure to risk. We present a new operational framework, Tropical Applications of Meteorology using SATellite data and ground-based measurements-AgricuLtural EaRly warning sysTem (TAMSAT-ALERT), which aims to provide early warning for meteorological risk to agriculture. TAMSAT-ALERT combines information on land surface properties, seasonal forecasts and historical weather to quantitatively assess the likelihood of adverse weather-related outcomes, such as low yield. This article describes the modular TAMSAT-ALERT framework and demonstrates its application to risk assessment for low maize yield in northern Ghana (Tamale). The modular design of TAMSAT-ALERT enables it to accommodate any impact or land surface model driven with meteorological data. The implementation described here uses the well-established General Large Area Model (GLAM) for annual crops to provide probabilistic assessments of the meteorological hazard for maize yield in northern Ghana (Tamale) throughout the growing season. The results show that climatic risk to yield is poorly constrained at the beginning of the season, but as the season progresses, the uncertainty is rapidly reduced. Based on the assessment for the period 2002-2011, we show that TAMSAT-ALERT can estimate the meteorological risk on maize yield 6 to 8 weeks in advance of harvest. The TAMSAT-ALERT methodology implicitly weights forecast and observational inputs according to their relevance to the metric being assessed. A secondary application of TAMSAT-ALERT is thus an evaluation of the usefulness of meteorological forecast products for impact assessment. We show that in northern Ghana (Tamale), the tercile seasonal forecasts of seasonal cumulative rainfall and mean temperature, which are routinely issued to farmers, are of limited value because regional and seasonal temperature and rainfall are poorly correlated with yield. This finding speaks to the pressing need for meteorological forecast products that are tailored for individual user applications.
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2.1 Introduction

Many African people depend on rainfed agriculture and are thus vulnerable to drought and other weather-related hazards exacerbated by climate change (Muller et al., 2011). Anticipation of hazard enables farmers and aid agencies to plan ahead, averting disaster (Boyd et al., 2013). Here, we present a new framework for early warning of high meteorological risk to agriculture, the Tropical Applications of Meteorology using SATellite data and ground based measurements-AgricuLtural EaRly warning sysTem (TAMSAT-ALERT). TAMSAT-ALERT integrates an assessment of climatological weather-related risk with forecasts and real-time monitoring of environmental conditions. The framework is intended to be a decision support system, which when combined with socioeconomic assessments, can be used by governmental agencies and NGOs to help farmers manage agricultural risk.

The need for timely information on agricultural risk has motivated the development of a number of drought early warning systems and decision support platforms. The Rainwatch-AfClix early warning system (RWX) (http://www.rainwatch-africa.org/rainwatch/, last access: June 2018), for example, provides time series of cumulative rainfall, which are compared against historical time years. Users value the facility to compare the current season against past years, finding that it enables them to intuitively gauge risk (Tarhule et al., 2009). The severity of drought, however, depends not only on rainfall. It is furthermore not straightforward to translate information on meteorological drought (deficit rainfall) into warning of agricultural drought (deficit soil moisture) (Black et al., 2016a). The need to consider a range of variables and to compare data from a variety of sources is addressed by more comprehensive platforms, such as the Famine Early Warning Systems Network Early Warning Explorer (FEWSNET-EWX)(https://earlywarning.usgs.gov/fews/ewx/index.html, last access: June 2018) and International Research Institute (IRI) data library and map rooms (http://iridl.ldeo.columbia.edu/index.html?Set-Language=en, last access: June 2018), which enable users to compare meteorological data with land surface remote sensing products, such as the Normalized Difference Vegetation Index (NDVI) and soil moisture. Such platforms are aimed at expert users capable of interpreting complex, multivariate data. An alternative approach is to use a land surface model driven with meteorological time series to derive snapshots and forecasts of soil moisture. The Africa Flood and Drought Monitor (AFDM)
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(http://stream.princeton.edu/AWCM/WEBPAGE/interface.php, last access: June 2018), for example, estimates soil moisture using a land surface model. The model is driven with satellite data for monitoring current conditions with bias-corrected, downscaled forecasts for predicting future conditions (Sheffield et al., 2014). The Africa Flood and Drought Monitor is implemented continent wide, with the aim of monitoring and forecasting metrics related to drought and flood (soil moisture and streamflow). The AFDM does not, however, attempt to predict crop yield at particular localities. There have been several attempts to forecast yield using crop models driven by seasonal forecasts (e.g. Hansen and Indeje, 2004; Semenov and Doblas-Reyes, 2007). Mismatches between the scales of the input agronomic and climate data and the lack of skill of the seasonal forecasts proved challenging for these early systems (Hansen and Indeje, 2004). In the last few years there have, however, been marked improvements in the skill of sub-seasonal to seasonal forecasts, leading to greater success for forecasting yield, even in the extratropics where predictability is low. A recent study, for example, demonstrated significant skill for predicting wheat yield in France using a wheat growing model driven with seasonal forecasts (Canal et al., 2017). Previous operational attempts to predict yield using crop models have mainly focused on issuing predictions in advance of sowing. A weather generator approach to providing continually updated assessments was, however, successfully demonstrated for UK winter wheat yield (Bannayan et al., 2003), indicating the potential of this type of approach for operational risk assessment.

TAMSAT-ALERT complements existing systems by providing a means of continually updating yield predictions as the season progresses, in a manner similar to that proposed in Hansen et al. (2006) for characterizing the simulated uncertainty in yield resulting from climatic variability. The TAMSAT-ALERT methodological approach combines the use of historical information, as encapsulated in the RWX methodology, with a land surface or impact model, as demonstrated in the Africa Drought and Flood Monitor. The system can output any variable or metric that can be generated by the land surface or impact model. The impact model output and the weather risk associated with the output that can be obtained from TAMSAT-ALERT can be used by governmental and nongovernmental organizations involved with providing farming information and aid, as well as by weather index insurance providers, who require continuously updated assessment of the risk.

In this study, TAMSAT-ALERT is demonstrated through continually updated seasonal assess-
ments of the meteorological risk to agriculture for Ghana. Although an application of TAMSAT-ALERT has been described elsewhere (Brown et al., 2017), this paper is the first formal description and validation of the methodological approach. Section 2.2 describes the design of the framework and gives brief notes about its implementation. Section 2.3 describes the implementation of the framework for the assessment of meteorological risk to yield in Ghana. The chapter concludes with a discussion of the place that TAMSAT-ALERT has in early warning systems of meteorological hazards and wider decision-making processes (section 2.4).

2.2 Framework concept and design

2.2.1 Concept

The TAMSAT-ALERT framework provides a means of deriving quantitative agricultural risk assessments from information on the climatology, historical time series and (optionally) meteorological forecasts. In essence, the system addresses this question:

Given the climatology, the state of the land surface, the evolution of the growing season so far, and (optionally) the meteorological forecast, what is the risk of some adverse event?

The "adverse event" is any metric that can be derived either directly from meteorological data or using a model driven with meteorological data. TAMSAT-ALERT is designed to be modular and flexible, enabling users to choose models and datasets to suit their application. So far it has been applied to risk assessments of agricultural drought using the Joint UK Land Environment Simulator (JULES) model (Brown et al., 2017) and to risk assessments of low yield using the General Large Area Model (GLAM) for annual crops (section 2.3.2.2).

At a given location and for a given season, the likelihood of an adverse event may depend on past and future weather. Midway through the growing season, for example, the likelihood of low yield depends both on weather in the past and on the likelihood of unfavorable conditions in the coming weeks. In TAMSAT-ALERT, past weather is based on observations, and future weather is based on the climatology. Thus, a 30-year climatology generates a 30-member ensemble of
possible yields based on 30 possible weather futures, each of which can be driven through a
crop model and used to derive a possible yield. Statistical comparison between the forecast
ensemble yield and the climatological ensemble yield leads to quantitative assessments of the risk
of unfavorable conditions.

In its default setup, for which meteorological forecast information is not included, TAMSAT-
ALERT treats all weather futures as equally likely. The risk assessments can, however, be refined
by weighting the ensemble members based on probabilistic forecast information, for example ter-
cile forecasts of cumulative rainfall or mean temperature cumulated and averaged over a 90-day
period. Specifically, the value of the metric being forecasted for each ensemble is used to assign
that ensemble member to a particular tercile. Each ensemble member is then weighted by the
appropriate tercile probability (section 2.2.2). If there is a weak link between the metric being
forecast (for example, regional seasonal rainfall) and the risk being assessed (for example, local
low yield), then the forecast will have little impact on the risk assessments. Conversely, if the
link is strong, skillful forecasts can significantly reduce the uncertainty in the risk assessments.

TAMSAT-ALERT is thus both a method for downscaling and bias-correcting meteorological in-
put into impact models and a method for accounting for mismatch between forecast variables
and metrics of risk. There are several sources of potential predictive power in TAMSAT-ALERT.
Firstly, as the season progresses, the amount of observational information included in the forecast
increases, and the range of possible outcomes is thus reduced. Secondly, the antecedent state of
the land surface (especially root zone soil moisture) has a significant effect on the likelihood of
drought and hence low yield (Brown et al., 2017). Thirdly, local information on the climatology
determines the likelihood that meteorological conditions will be sufficiently favorable during the
remainder of the season to offset less favorable past meteorological and land surface conditions.
Finally, skillful meteorological forecasts provide direct information on the likelihood of adverse
weather conditions in the remainder of the season. The relative importance of these sources de-
pends on the metric being predicted, along with the local climate and land surface conditions. The
effect of forecast information depends both on the precision of the forecast and the relevance of
the meteorological forecast metric for the metric of hazard assessed by TAMSAT-ALERT.
2.2.2 Model implementation

The TAMSAT-ALERT framework is illustrated in Figure 2.1. The user provides a time series of driving data, which is long enough to generate a statistically meaningful ensemble and climatology. The driving meteorological data are used in several ways: to generate an ensemble of predictions; to assess the progress of the period of interest so far and to derive initial conditions for the future period (if required for the ensemble predictions); and to generate a climatology against which the forecast ensemble can be compared. Once the climatology and ensemble have been produced, meteorological forecast information is optionally introduced to weight the ensemble members. The system is modular and thus easily adapted for different impact models, metrics of risk and meteorological forecasts.

Figure 2.1: Conceptual overview of the TAMSAT-ALERT system. The blue boxes represent input data sources, the orange boxes represent the processes involved in the system and the green boxes show the outputs from TAMSAT-ALERT system.

The steps for deriving probabilistic assessments of the risk of some adverse event on a particular day (the day in question) can be summarized as follows.
1. The user prepares a file containing historical time series of driving data, along with any other parameter files (e.g., agronomic or soil parameters). These should extend at least until the day in question. Note that TAMSAT-ALERT version 1.0 only supports daily input. Support for higher or lower resolution data will be introduced in future versions of the framework.

2. The user converts the long daily time series of driving data into the appropriate format for their impact model and carries out a historical run in order to derive an annual historical time series of their chosen risk metric. This enables a baseline assessment of climatological risk. The risk metric time series should be presented as an annual time series of the form `<year><data>`. Here, we will call this time series file "historical_metric.txt".

3. For the probabilistic risk assessments, the impact model is driven with an ensemble of meteorological forcing data generated by TAMSAT-ALERT. As described earlier, the period of interest might contain both the past and the future.

   (a) For the past, the meteorological driving data for ensemble member includes identical time series taken from observations.

   (b) For the future, the meteorological driving data for each ensemble member is based on the historical climatology. Specifically, for a given day of year (DoY), the driving data are taken for that DoY for a year in the past. To maintain the daily weather statistics and the consistency between variables, each ensemble member is based on a particular past year. Thus, ensemble member \(x\) is based entirely on year \(y\).

To accomplish this, the system converts the daily time series of driving data into multiple files, each containing driving data for one ensemble member. The user is allowed to set the period over which the ensemble system will be run. This is distinct from the period over which the metric is calculated (the metric period). The metric period is the period on which the weighting will be done, and the probabilistic risk is calculated. For example, if one wants to estimate the meteorological risk on available soil moisture the ensembles can be run for a much longer period to allow the spin-up of the model to equilibrium values for the initial condition required, but the main interest for the user might be the first 90 days. Hence, the length of the metric period is only the first 90 days and all risk analysis is done on this metric period. The period over which the ensemble will be run should include sufficient time before the metric period to allow for spin-up. The user makes any format changes necessary to convert these TAMSAT-ALERT driving data files into driving data specific to
their impact model. The user then carries out the ensemble prediction runs, outputting the time series of driving data through the impact model and outputting the user defined metric over whatever period is relevant for that metric. Because of the nature of the TAMSAT-ALERT method, each ensemble member is associated with the year for which the possible weather future was derived (see above). The output can thus be presented in a single file with two columns, `<year>` `<data>`, for file name "ensemble_metric.txt".

4. The risk assessment is derived by comparing the mean and standard deviation of the climatological baseline distribution (historical_metric.txt derived in point 2) with the mean and standard deviation ensemble distribution (ensemble_metric.txt derived in point 3). Note that an alternative approach employing an empirical cumulative distribution function can be specified by the user. The empirical cumulative distribution function (ECDF) approach is suitable for non-Gaussian variables but can result in noisy predictions if the ensemble is relatively small.

At this point, meteorological forecast data are incorporated (if available).

(a) An annual historical time series of the metric being forecast (e.g., cumulative JuneAugust rainfall) is provided by the user for file name weighting_metric.txt, which is of the form `<year>` `<data>`. The data series should be provided for the years used to generate the weather future aspect of the ensemble (i.e., ensemble_metric.txt as described in 3b). The TAMSAT-ALERT version 1.0 release includes a utility function for extracting forecast metrics from the historical driving meteorological data file supplied by the user.

(b) The annual time series of forecast metric is then ranked. Based on this ranking, each historical year is assigned to a forecast category. In the case of terciles, for example, the bottom third is assigned to tercile 1, the middle third to tercile 2 and the top third to tercile 3.

(c) As was noted in 3b, each ensemble member is associated with a historical year and ensemble_metric.txt is presented in the form `<year>` `<data>`. Each data point in this file can thus be associated with a quantile category using the year assignments described in 4b.

(d) When calculating the mean and standard deviation, the ensemble is weighted by the
user-supplied categorical forecast probabilities, which are assigned to each member during 4c.

The TAMSAT-ALERT code is written in Python. All code and documentation (including a user manual) for TAMSAT-ALERT have been released on GitHub (https://github.com/tamsat-alert/v1-0, last access: June 2018). However, users need to have their own working installations of their chosen impact model. The TAMSAT-ALERT version 1.0 release consists of scripts to:

- convert meteorological time series into driving data for both the ensemble forecasts,
- calculate quintile predictions for user-defined risk metrics based on the input files historical_metric.txt, ensemble_metric.txt and weighting_metric.txt, and
- produce a set of plots comparing the ensemble and climatological distribution.

In the GitHub release, in addition to the general TAMSAT-ALERT framework scripts listed above, scripts are provided that set TAMSAT-ALERT up for (i) for the GLAM crop model (the implementation demonstrated in section 2.3 of this chapter) and (ii) for assessments based purely on time means and cumulations of meteorological variables. A test case is provided so that users can be assured that the system is working as expected.

### 2.3 Demonstration of the system: a case study of maize yield prediction in Ghana

This case study demonstrates the use of the TAMSAT-ALERT system for forecasting the risk of poor maize harvest harvest in Ghana. The first and second part of the case study describe the study area and the implementation and evaluation of a mechanistic crop model, GLAM. The third part demonstrates the implementation of GLAM as part of the TAMSAT-ALERT system for continually updated risk assessments.

#### 2.3.1 Study area

Ghana is located on the southern coast of West Africa, between latitudes 4° 44′ N and 11° 11′ N and longitudes 3° 11′ W and 1° 11′ E. Rainfed agricultural systems are the major component of
the Ghanaian economy, accounting for 30% of the GDP and employing half of the labour force (PARI, 2015). The country is divided into six agro-ecological zones, each with a distinct rainfall pattern (Figure 2.2). The Northern part is dominated by Guinea Savannah with average annual rainfall of 1000-1100 mm from one rainy season spanning May to September, while in the southern part, moist semi-deciduous agro ecology dominates, with an average annual rainfall of 1500 mm, falling within two rainfall seasons (Owusu and Waylen, 2009, 2013). Most of the cereal crops (primarily Sorghum, Millet and Maize) are produced in the northern part of Ghana (Martey et al., 2014). Table 3.3 shows the six agro-ecological zones with the average annual rainfall and major crops grown in the agro-ecological zones.

Maize is one of the major crops produced in Ghana. The production area and the amount of yield has been increasing since 1994 (Figure 2.3). Figure 2.4 shows a time series of maize yield in Ghana (expressed in kg ha\(^{-1}\)). From 1994 to 2006 there is no observed trend, but after 2007 there is a step change in yield coinciding with the introduction of a new variety by the Crop Research Institute (CRI) of the Council for Scientific and Industrial Research (CSIR) of Ghana in 2007 (Ragasa et al., 2013).

Figure 2.2: Agroecological zones of Ghana (source: (Sidibé et al., 2016)) and average seasonal rainfall pattern of each agroecological zone based on TAMSAT rainfall estimates.
Table 2.1: Characteristics of agroecological zones in Ghana (source: http://www.fao.org/nr/water/aquastat/countries_regions/GHA/, last access: June 2018).

<table>
<thead>
<tr>
<th>Agro ecological zone</th>
<th>Rainfall (mm year$^{-1}$)</th>
<th>Number of seasons</th>
<th>Major crops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sudan savannah</td>
<td>1000</td>
<td>1</td>
<td>Millet, Sorghum, Maize</td>
</tr>
<tr>
<td>Guinea savannah</td>
<td>1100</td>
<td>1</td>
<td>Maize, Sorghum</td>
</tr>
<tr>
<td>Transition zone</td>
<td>1300</td>
<td>1</td>
<td>Maize, Roots, Plantain</td>
</tr>
<tr>
<td>Moist semi deciduous forest</td>
<td>1500</td>
<td>2</td>
<td>Roots, Plantain</td>
</tr>
<tr>
<td>Costal savannah</td>
<td>800</td>
<td>2</td>
<td>Roots, Maize</td>
</tr>
<tr>
<td>Rainforest</td>
<td>2200</td>
<td>2</td>
<td>Roots, Plantain</td>
</tr>
</tbody>
</table>

Figure 2.3: Maize production area over Ghana from 1994 to 2014.

2.3.2 Data and methods

2.3.2.1 Datasets used

The driving weather datasets for the evaluation of the model were daily time series extracted from the Watch Forcing Data ERA-Interim (WFDEI) (Weedon et al., 2014) for shortwave radiation, maximum temperature, minimum temperature and rainfall. For the demonstration of the system at a point, the driving data were based on daily, quality-controlled station data provided by the
Figure 2.4: Maize yield in Ghana 1994-2014. There are two separate periods marked by the red lines during which we observe changes in yield. For 1994-2006 there is no clear trend in the yield produced and for 2007-2014 there is a shift in the production in which a higher yield is observed.

Ghana Meteorological Agency. The station used is Tamale, which is located in northern Ghana (9.41°N, 0.85°W; Figure 2.2). Precipitation and maximum/minimum temperature were measured directly, and shortwave radiation was derived from sunshine hours. We chose to use Tamale because it is in the northern part of Ghana (Figure 2.2) where most of the maize is grown. The station in Tamale also has a long-term record of the driving data for the crop model. It should be noted that TAMSAT-ALERT can in principle be run using any gridded meteorological data, like satellite-rainfall estimates (e.g., TAMSAT [https://www.tamsat.org.uk/data/rfe/index.cgi, last access: June 2018], with a resolution of 4 km (Maidment et al., 2017).

Tercile forecast data were downloaded from the publicly available IRI regional forecasts (http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/, last access: June 2018). The IRI forecasts are based on a hybrid dynamical statistical method developed by the U.S. National Oceanographic and
Atmospheric Administration North American Multi-Model Ensemble Project (NOAA-NMME) (Kirtman et al., 2014). The seasonal forecasts are issued at the beginning of each month for precipitation and temperature at a global scale with a spatial resolution of 2.5° for precipitation and 2° for temperature (Barnston and Tippett, 2014). The IRI forecasts were chosen for this analysis because of their wide use by African meteorological services and regional climate outlook forums. In this study the seasonal forecast data were used in the form they are supplied to farmers, i.e., tercile probabilities of 3-month cumulative rainfall and 3-month mean temperature at a regional level.

In addition to meteorological time series, GLAM requires data on soil type and the agronomic properties of maize (section 2.3.2.2). For this study, the soil texture was set to be sandy loam and the planting date was set to start from the 124th day of the year to the 154th day of the year, which allows for a 30-days planting window. Additional maize agronomic properties were taken from the published literature. GLAM was evaluated against national level maize yield data released by the FAOSTAT (http://www.fao.org/faostat/, last access: June 2018; Figure 2.4). Although the FAO issues guidance on the compilation of these datasets, in practice there is little quality control and the data should be treated with caution.

2.3.2.2 The GLAM crop model

As described in section 2.2.1, the TAMSAT-ALERT system can be used to assess any metric of risk that can be output by a model driven with meteorological data. In this study, the General Large Area Model (GLAM) for annual crops is used to simulate maize yield and subsequently to monitor the probabilistic risk of poor harvest as the growing season progresses.

GLAM is a process-based crop simulation model, which incorporates sufficient processes to capture the impact of climate variability on crop yield (Challinor et al., 2004; Ramirez-Villegas et al., 2015). GLAM uses a limited number of driving datasets and an intermediate complexity of crop development process representation. Nevertheless, previous studies have demonstrated that GLAM has skill in capturing the impact of weather on crops (Challinor et al., 2005, 2006). Such information enables users to translate time series of weather into a time series of yield estimates (Challinor and Wheeler, 2008). GLAM has also been used to model weather and climate change...
impact on crop yield and adaptation strategies (Parkes et al., 2015; Ramadas and Govindaraju, 2015; Ramirez-Villegas and Challinor, 2016).

GLAM requires daily values of precipitation, shortwave radiation, maximum temperature and minimum temperature as driving weather data with additional inputs of soil properties and planting window (Watson and Challinor, 2013). GLAM accumulates the aboveground biomass, which is a product of daily transpiration and a predetermined transpiration efficiency value, within the growing season to determine total biomass production, which is converted into yield using a harvest index (Osborne et al., 2007). The planting date is either prescribed by the user or determined using GLAMs intelligent planting date system (the approach taken in this study). It is important to note that GLAM does not account, in a process-based fashion, for non-meteorological influences on crop growth, such as pests, diseases and fertilizer use. Rather, these factors are encapsulated in the yield gap parameter (YGP), which is determined by calibrating the model yield with observed yield (Challinor et al., 2004). The YGP is assigned a value between 0 and 1, where 1 represents the potential yield given the weather conditions, soil texture and crop development parameters (Challinor et al., 2005).

2.3.2.3 GLAM evaluation

GLAM was used to simulate the yield from 1994 to 2014 using the WFDEI as a driving dataset. The WFDEI has a $0.5^\circ \times 0.5^\circ$ resolution and so GLAM was output at this resolution. The simulated yield at each grid point was then weighted by the year 2000 season fraction of production area over each grid point to make a country average yield (Weedon et al., 2014; Monfreda et al., 2008). This country average yield was then compared with the FAO maize yield dataset for the same period. It is shown in Figure 2.4 that maize production can be split into two distinct periods: 1994-2006 and 2007-2014. Because of the reported changes in agronomic practice and drought-tolerant maize variety introduction through the drought-tolerant maize for Africa (DTMA) project (Obeng-Antwi et al., 2013; Ragasa et al., 2013) the transpiration efficiency (TE) value was increased from 7.0 for the period 1997–2006 to 8.0 for the period 2007-2014. The YGP was maintained at 0.4 for the whole simulation period.

The results of the simulated crop yield are presented in Figure 2.5 and the statistical values of the
comparison are presented with the scatter plot in Figure 2.6. GLAM was able to maintain the overall mean yield and, as a result the normalized root mean square error (NRMSE) is very low (0.07). The overall correlation value is found to be 0.67 (Pearson) and the Spearman correlation, which is less affected by outliers, is 0.8. The difference in the Spearman and Pearson correlation coefficients is mainly due to the severe overestimation of 2001 season yield, probably resulting from a long dry spell, the impact of which on farming practices was not fully accounted for by GLAM (FAO/WFP-GIEWS, 2002). Some of the correlation strength is due to capturing the change in mean yield from the 1994-2006 to 2007-2014 period, and this is done by changing the transpiration efficiency (TE) value for the two periods. The strength of the correlation of yield suggests that the link between Ghana-wide weather and yield is moderate an important consideration for policy makers when they make use of information from TAMSAT-ALERT. This is primarily due to the myriad of factors that can affect yield, including agronomic practice, pests and disease, and socioeconomic problems. Nevertheless, in vulnerable regions, the meteorological risk to yield is, in itself, an important consideration for agricultural agencies because action can be taken to mitigate the hazard. This might include subsidizing drought-resistant varieties or encouraging early planting and replanting.
Figure 2.6: Scatter plot between FAO yield and GLAM-simulated yield. The red dotted line is the best-fit line for the whole period considered (1994-2014). The blue solid line shows the best-fit line for the period 1994-2006. The green line shows the best-fit line for the period 2007-2014.

### 2.3.2.4 Incorporation of GLAM into TAMSAT-ALERT

Figure 2.7 shows how GLAM has been incorporated into the TAMSAT-ALERT system. As described in section 2.2, time series of driving data based on historical observations are used both to derive climatological yield and to generate an ensemble of predicted yield. Individual planting dates are determined for each ensemble member using GLAMs intelligent planting date system, and the crop is harvested when the growing degree-day requirement is fulfilled (Challinor et al., 2004; Challinor and Wheeler, 2008). Because of the way TAMSAT-ALERT is set up to incorporate observational data continually as the season progresses, once the optimum planting time has passed for the year being hindcast, the planting date for each ensemble member converges. Analogously, once the harvest date for the hindcast year has passed in the observations, the harvest date, and indeed the predicted yield, for each ensemble member is identical. In this implementation of
2.3.3 Case study results

2.3.3.1 Yield forecasting using GLAM: 2011 season example

Figures 2.8, 2.9 and 2.10 illustrate the implementation of TAMSAT-ALERT for the 2011 growing season, which nationally was a low yield year compared to other post-2007 years (noting that we do not have yield data for Tamale). The hindcasts were initiated every 5 days. GLAM infers that planting occurred on 4 June and harvesting on 15 September to 20 September. Figure 2.8 depicts all ensemble members in the context of the climatological spread in yield. Figure 2.9 shows histograms of ensemble members at monthly intervals, starting 10 days after planting. Figure 2.10 shows a time series of ensemble spread (standard deviation of ensemble yield predictions).
At the outset of the season, the yield estimates are derived only from the meteorological climatology; no in-season observational data are incorporated. The spread is thus large (equivalent to the climatology). During the season, as in-season data are incorporated by TAMSAT-ALERT, the meteorological time series driving GLAM become progressively more similar. As a result, the ensemble rapidly converges. In this example, for instance, 2 months after planting, the ensemble standard deviation is 34% of the climatology. The yield forecasts can be communicated with end users in a probabilistic form, with the ensemble expressed as quintiles representing the following categories: above the 80th, 60th−80th, 40th−60th, 20th−40th and below 20th percentile.

These categories can be equated to very high, high, average, low and very low yield, respectively. An example of such quintile forecasts at monthly intervals during the 2011 growing season is shown in Figure 2.11. Consistent with Figures 2.8 and 2.9, at the outset of the season, the categories are equally likely except the extreme categories, the difference in probability coming from the change in planting date for some years in the climatological period considered (1980-2009). As the season progresses, the average and low categories become more likely and the extreme categories (very high and very low) less likely.

It is evident from Figure 2.11 that the ensemble mean tends towards average or low values, even 2 months ahead of the harvest date during 2011, suggesting a degree of precision, even towards the beginning of the growing season. Section 2.3.3.3 presents a formal evaluation of skill for the 2002-2011 period.

2.3.3.2 Incorporation of meteorological forecasts

As described in section 2.2.1, the TAMSAT-ALERT framework can use probabilistic information from meteorological forecasts to weight the yield forecast ensemble, providing a means of incorporating forecast information into the decision support system. In this study, we consider tercile forecasts of cumulative 90-day rainfall and mean 90-day temperature to reflect the information currently available to the Ghana Meteorological Agency. The forecasts are commonly issued at the start of every month. Hence, we have applied the forecasts only to the meteorological season being forecasted with the remaining season not included in the weighting estimation. For example, for running TAMSAT-ALERT on 4 June, the seasonal forecast of June-July-August is
Figure 2.8: An example hindcast of maize yield using GLAM implemented into the TAMSAT-ALERT system. Black dots represent individual ensemble members and red lines are the climatology.

To illustrate the process of including forecasts, we continue with the 2011 case study. We have used idealized tercile seasonal forecasts for total June-July-August (JJA) precipitation to weight the forecast on 4 June 2011, July-August-September (JAS) precipitation to weight the forecast on 4 July 2011, August-September-October (ASO) precipitation to weight the forecast on 4 August 2011 and September-October-November (SON) precipitation to weight the forecast on 4 September 2011.

To assess the potential value of tercile rainfall and temperature seasonal forecast information, we have weighted the ensemble as if the next 90 days of temperature and cumulative rain are known (i.e., perfect forecast experiment). So, we consider three probabilistic forecasts: tercile weightings of [0,0,1] for the lower, middle and upper tercile, respectively (perfect wet forecast), [0,1,0] for the lower, middle and upper tercile, respectively (perfect normal forecast), and [1,0,0] for the lower, middle and upper tercile, respectively (perfect dry forecast). The ensemble was weighted by these perfect tercile forecasts according to the actual total rainfall (perfect rainfall forecast) or the actual
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Figure 2.9: Histograms of yield forecast for (a) 15 June 2011, (b) 15 July 2011, (c) 15 August 2011 and (d) 15 September 2011.

Figure 2.10: Standard deviation of the yield estimate initiated on the dates displayed on the $x$ axis.

Mean temperature (perfect temperature forecast) that ensued in the next 90 days following each TAMSAT-ALERT hindcast.
Figure 2.11: Probabilistic forecasts for maize yield in northern Ghana (Tamale) for five dates: (a) 4 June 2011, (b) 4 July 2011, (c) 4 August 2011, (d) 4 September 2011 and (e) 4 October 2011. The planting date was 4 June 2011. In the first day of planting the impact of the weather is not well indicated that the yield probabilities are spread more or less equally in all categories, but after 1 month on 4 July 2011 it is indicated that 62% of the ensembles fall in the average and low categories. After 2 months on 4 August 2011, 76% of the ensembles indicate an average and low yield estimate compare to the climatological yield. A few days before harvest on 5 September 2011, 100% of the yield is estimated to be in the average and low quintile category.
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Table 2.2: IRI tercile seasonal forecast for the 2011 season.

<table>
<thead>
<tr>
<th>Season</th>
<th>Rainfall</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Below normal</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Below normal</td>
<td>Normal</td>
</tr>
<tr>
<td>JJA</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>JAS</td>
<td>33.3</td>
<td>33.4</td>
</tr>
<tr>
<td>ASO</td>
<td>33.3</td>
<td>33.4</td>
</tr>
<tr>
<td>SON</td>
<td>33.3</td>
<td>33.4</td>
</tr>
</tbody>
</table>

Figure 2.12 shows the yield forecast probabilities when the perfect rainfall forecast is used. When a perfect rainfall forecast is used to weight the ensemble, the probabilities of the quintile forecast show more rapid convergence, especially 2 months into the season. The improvement is less noticeable in June and July, perhaps reflecting the fact that, at least in the GLAM crop model, cumulative rainfall in this part of the season is comparatively less strongly correlated with yield.

An alternative approach is to use temperature forecasts to weight the ensemble. To investigate the effect of temperature forecasts, the ensemble was weighted using idealized June-July-August (JJA) tercile temperature forecasts to weight the forecast on 4 June 2011, July-August-September (JAS) tercile temperature forecasts to weight the forecast on 4 July 2011, August-September-October (ASO) tercile temperature forecasts to weight the forecast on 4 August 2011 and September-October-November (SON) tercile temperature forecasts to weight the forecast on 4 September 2011. As with rainfall, the upper, middle and lower terciles are weighted [1,0,0] for a “perfect cold forecast”, [0,1,0] for a “perfect normal forecast” and [0,0,1] for a “perfect warm forecast”. Figure 2.13 shows the forecast for the 2011 cropping season with a perfect average temperature forecast. Due to a negative correlation of the average temperature with maize yield, a warmer temperature forecast is associated with predictions of lower yield. Comparison between Figures 2.12 and 2.13 suggests that temperature forecasts have a greater effect on the risk assessments than rainfall forecasts.

So far, only idealized forecasts have been considered. In the next section, we demonstrate the effect of using actual tercile forecast information issued by the International Research Institute (IRI) for rainfall and temperature. The seasonal forecasts from IRI for 2011 in northern Ghana are shown in Table 3.4.

Figure 2.14 shows the yield forecast probabilities based on weighting the yield ensembles by sea-
Figure 2.12: Yield probability forecast for the year 2011 for five forecast dates, (a) 4 June, (b) 4 July, (c) 4 August, (d) 4 September and (e) 4 October, when ensembles are weighted by a perfect tercile seasonal rainfall forecast.
Figure 2.13: Yield probability forecast for the year 2011 for five forecast dates, (a) 4 June, (b) 4 July, (c) 4 August, (d) 4 September and (e) 4 October, when ensembles are weighted by a perfect average temperature of seasonal forecast.
sonal rainfall forecasts from IRI. Comparison with Figure 2.11 suggests that the weighting has little effect. Figure 2.15 shows the quintile yield predictions when temperature forecast weightings from IRI are applied. As with rainfall, comparison with Figure 2.15 shows that the weighting has little effect. The results are summarized in Figure 2.16, which represents the probability of each yield pentile at different lead times in the 2011 season yield forecast with no seasonal forecast, precipitation forecast or temperature forecast applied. For all lead time periods indicated, weighting by IRI seasonal forecast for the 2011 season showed no improvement in predicting the final yield compared to the non-weighted values. This is not surprising because the relationship between the seasonal cumulative rainfall and seasonal mean temperature with maize yield is very low (Figure A.1.1 and Figure A.1.2). The tercile weightings for the IRI forecast (Table 3.4) are close to climatology, and the previous discussion showed that even a perfect and precise seasonal forecast has relatively little impact.

In summary, Figures 2.12 and 2.13 indicate that if meteorological forecasts have sufficient accuracy and precision, they can add information to the decision-making process, especially in the middle to later part of the growing season. However, Figures 2.14–2.16 show that the tercile forecasts currently issued in northern Ghana do not have sufficient precision information to yield risk assessments. A further application of TAMSAT-ALERT could be to investigate the level of skill that is required for meteorological forecasts to contribute useful information to such decision-making processes.

2.3.3.3 Formal skill evaluation

The objective of TAMSAT-ALERT is to provide early warning of the meteorological risk to yield, which is not an observable quantity. For this reason, evaluations of TAMSAT-ALERT skill are carried out in a “perfect model” framework, in which we attempt to forecast the yield simulated by GLAM forced with observed weather data. It is important not to confuse these skill assessments with evaluation of GLAM (section 2.3.2.3), although the usefulness of the framework depends to a large extent on the quality of the model and data incorporated within it.

Figure 2.17 shows GLAM hindcasts at four approximate lead times (i.e., ∼3, ∼2, ∼1, ∼0.5 months ahead of harvest) for 5 years. Towards the outset of the season, the hindcasts for each year are similar and close to the climatology, with the minor differences explained by variation in planting
Figure 2.14: Yield probability forecast for the year 2011 for five forecast dates, (a) 4 June, (b) 4 July, (c) 4 August, (d) 4 September and (e) 4 October, when ensembles are weighted by IRI seasonal rainfall forecast.
Figure 2.15: Yield probability forecast for the year 2011 for five forecast dates, (a) 4 June, (b) 4 July, (c) 4 August, (d) 4 September and (e) 4 October, when ensembles are weighted by IRI seasonal forecast average temperature.
Figure 2.16: Probability of yield forecast for the 2011 growing season when weighted by IRI seasonal forecast of rainfall (blue), when weighted by IRI seasonal forecast of temperature (green) and when no weightings are used (red). The x axis represents the pentile categories used in the yield forecast.

date. For all the lead times considered the spread of the ensembles is reduced as the season progresses. Only the years 2007-2012 are presented in Figure 2.17 because the maize variety changed in 2007, making the hindcasts of these years more relevant to the present day than the 1994-2006 period (Figure A.1.3).

As described in section 2.3.3.1, the probabilistic ensemble forecasts will be presented as the likelihood of quintile categories. The skill of the probabilistic forecast was assessed using the ranked probability skill score (RPSS). The RPSS is a skill score formulated from the ranked probability score (RPS) that compares the cumulative squared probability error for climatological forecasts in each category identified. The RPSS is negatively biased with smaller ensemble sizes.
(<40) and due to this a correction was done on the reference RPS used before calculating the final RPSS. The bias-corrected RPSS is called the discrete ranked probability skill score (RPSSD). Details on the calculation and bias-correction are given in Muller et al. (2005) and Weigel et al. (2007). Positive values indicate better skill than the climatology; a unit value represents a perfect score and zero or below-zero values indicate no skill in the forecast.

The RPSSD for Tamale was derived for the period 2002-2011. This period is used because IRI seasonal forecasts for precipitation and temperature issued on a monthly basis are only available from 2002. Figure 18 indicates the skill scores for the four lead times for the forecasts made using the TAMSAT-ALERT system. The skill scores are generally above 0.4 for ~2-month lead time and over 0.6 for ~1-month lead time over the 10-year period considered. There are some years in which the skill score was lower than the stated values and this is mainly because of shifts in forecast categories towards the end of the season, which tends to happen if the yield is near a category boundary. For example, the 2011 final yield was in the low category, but 1 month earlier than harvest the ensembles indicate 56% in the average category and 44% in the low category (Figure. 2.11), which results in a low skill score for that year. The overall skill of the system is presented in Figure 2.19, which shows a good skill even 2 months ahead of harvest. The average RPSSD shows an increase in skill as the lead time decreases, which is expected. Comparison of similar period skill scores for yield forecasted weighted by the IRI seasonal weather forecast of rainfall and temperature showed a similar result to that of the non-weighted forecast. This indicates that the seasonal forecasts have little impact in predicting the maize yield in the region, which is associated with both the low correlation of seasonal weather values and maize yield and with the vague nature of the forecasts.

2.4 Discussion and conclusions

The TAMSAT-ALERT framework complements and extends previous systems by driving impact models with ensembles based on observed weather rather than weather generators or direct forcing with seasonal forecasts. This provides a simple means of combining information at different scales and bias-correcting seasonal forecasts. The framework is thus capable of integrating multiple sources of environmental observations and forecasts into continually updated assessments of the likelihood of a user-defined adverse event, such as unfavorable weather conditions.
Figure 2.17: Time series of maize yield forecast in Ghana from 2007 to 2011 with four lead times of forecast. This is done using a hindcast for each year and comparing the plots of ∼3-month lead time (red), ∼2-month lead time (green), ∼1-month lead time (magenta) and ∼0.5-month lead time (blue).

Figure 2.18: Discrete ranked probability skill score for the yield forecasts over Tamale using the TAMSAT-ALERT system at different lead times.
for maize yield. While the emphasis of our study has been on forecasting adverse events, such as low yields, it should be noted that TAMSAT-ALERT is also capable of anticipating favorable conditions, enabling decision makers to maximize the benefits of such years, for example by managing post-harvest storage and markets. The system can, moreover, work at any spatial scale for which driving data are available, including for individual communities.

The use of decision support tools for agricultural activities in Africa is low because of low capacity for model use, lack of funding from governments in the development of agricultural decision support tools, lack of data availability for the validation and calibration of models, and low knowledge among decision makers about the use of decision-making tools (MacCarthy et al., 2018). Nevertheless, the demand for meteorologically driven crop models, such as the Decision Support System for Agrometeorology Transfer (DSSAT), World Food Studies (WOFOST) and Crop Environment Resource Synthesis-Maize (CERES-Maize) for sub-Saharan Africa, speaks to a need for the quantification of the meteorological hazard to yield (Dzotsi et al., 2003; Kassie et al., 2014, 2015; MacCarthy et al., 2017). The implementation of TAMSAT-ALERT described in this study quantifies the meteorological risk to agriculture, and as such potentially provides information for government, aid agencies and nongovernmental organizations working in
A key result is that, even in the absence of meteorological seasonal forecasts, low yield can be anticipated 6–8 weeks before with some skill.

In the example described in this paper, we have used the GLAM crop model. It is clear from the validation of GLAM against national yield statistics presented in section 2.3.2.3 that the models ability to simulate year to year variation in Ghana-wide maize yield is moderate. Nevertheless, previous studies have demonstrated that GLAM can capture the meteorological hazard to yield (Challinor et al., 2007, 2010; Osborne et al., 2013) when the model is driven with high quality meteorological data and is compared against robust information on yield. The provision of the scripts for the GLAM implementation will enable further studies to be carried out at locations with more robust information on yield and agronomic characteristics.

This study used the GLAM crop model as an illustration of the implementation of the system. The strength of TAMSAT-ALERT, however, is its modularity. TAMSAT-ALERT can be implemented for any impact model driven with meteorological data. There is now demand for TAMSAT-ALERT in locations throughout East and West Africa, with the system adapted to implement trusted metrics and models. This modularity and flexibility is important, since the skill of the TAMSAT-ALERT system is constrained by the quality of the model and its calibration. In this study, for example, the evaluation and calibration of GLAM was hampered by quality-control issues with the available yield data. The system would be much improved if used in house by agencies with access to high quality yield data and locally calibrated models. Nevertheless, it is important that model error is taken into account in the decision-making process, and forecasts should therefore be issued in the context of model evaluations like the one presented in this study. TAMSAT-ALERT’s modular structure, moreover, permits forecasts to be produced using an ensemble of crop models and crop model parameterizations, facilitating formal analysis of model uncertainties.

A key finding from our study is that tercile seasonal forecasts have little impact on TAMSAT-ALERT’s skill for the case study considered. This is not unexpected. The correlation of 90-day total rainfall with GLAM-simulated maize yield in this region is low. The low correlation means that we do not expect precipitation seasonal forecasts to improve the yield forecasts even if they are
skillful. Our results do not suggest that there is no information available from seasonal forecasts. However, we do show that 90-day tercile forecasts of temperature and rainfall, even if perfectly skillful, provide comparatively little information for risk assessments of low maize yield. This could be because the sensitivity of crops to moisture is on a specific period of their growth and the sensitivity of crops to temperature is also not similar throughout their growth stage. In other words, our findings highlight the necessity of more specific and localized forecasts if users are to benefit from the inherent skill contained in the forecasts. These findings are consistent with anecdotal evidence that the tercile seasonal forecasts of rainfall routinely issued by forecasting organizations are of little practical benefit for decision-making. A secondary application of TAMSAT-ALERT could be to provide guidance on forecasts that would potentially be of use for decision makers should they have sufficient skill. Such analyses are currently underway as part of a major national capability program being carried out at the National Centre for Atmospheric Science.

In summary, TAMSAT-ALERT is a lightweight system, which can be run either using the computing facilities available in house at meteorological services or on the cloud. Its modular design enables it to work alongside existing systems to combine multiple sources of data into quantitative assessments of risk. Together with socioeconomic assessments, this information could be of significant value for governments, policy makers and humanitarian service providers tasked with mitigating the effect of drought on Africa’s poorest farmers.
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Soil moisture model development

This chapter describes the soil moisture model used to evaluate the use of the TAMSAT-ALERT method for drought monitoring (chapter 4) and develop a planting date decision-making tool (chapter 5). The first part provides general background about a land surface model, the use of the land surface model in agricultural decision making and its utilisation in Africa and explains the need for extracting parts of the Joint UK Land Environment Simulator (JULES) model. Next, description of the fundamental equations used in the model is explained, including an account of the modification of JULES. Finally, a comparison of soil moisture outputs from the new model with JULES is given to evaluate how the new model performs relative to JULES. The objective of this chapter is, therefore focused on answering the following question:

*Can simplified versions of a complex land surface model be used to represent an agricultural risk decision metrics?*

The chapter addresses the following objectives:

- Describing the fundamental mathematical equations of the soil moisture model.
- Explaining the modifications made on the part of the JULES soil hydraulics to simplify and develop a new soil moisture model.
- Describing the additional specific outputs introduced in the new soil moisture model relevant for agricultural decision making.
- Evaluating the soil moisture outputs from the JULES model and the new soil moisture...
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The chapter evaluated the soil moisture model and showed that the modified soil moisture model uses less number of input data, with faster run time and requiring less computational power and adapted to integrate additional outputs to be used as metrics to indicate adverse events caused by climate risk. The model being freely available also adds usability by African climate services to add value on current weather advice they provide to move to impact-oriented forecast and provide actionable information to end users.

3.1 Land surface modelling approach

3.1.1 Land surface models

Land surface models (LSMs) are numerical models used to represent physical processes on earth such as energy flow, the water cycle and the carbon cycle (Abramowitz et al., 2008). These LSMs are critical components in global and regional climate models that simulate the atmosphere as they represent the processes on the surface that interact with the atmosphere and provide outputs regarding sensible and latent heat, available water, runoff and evaporation, and simulate carbon exchange (Abramowitz, 2005). The earlier LSMs were very simple, accounting only for surface energy and water balance, and the level of complexity has increased through time by adding more complex physical processes such as the carbon cycle, use of multi-dimensional soil temperature and moisture schemes, runoff routing, dynamic evolution of snowpack, land use representation such as urban, lake, and biogeochemical processes (Pitman, 2003; van den Hurk et al., 2011). The additional complexity of LSMs increases driving data requirements, computational power and skill required to utilise the models; however, they can provide a more realistic representation of the global and regional changes of the climate and the subsequent response of the land surface as indicated by studies involving LSMs (Leipprand and Gerten, 2006; Betts et al., 2007; Steiner et al., 2009). These studies show that changes in the land surface and the atmosphere will influence the climate in general and the outputs from climate models at a global and regional scale reveal the differences. Even though a good representation of physiological and biological processes is vital for a realistic prediction of changes in the land surface (Betts et al., 2007) such increased physical process representation to improve LSMs pose significant challenges regarding parametrising essential aspects of the land surface such as hydrological process, root process, and biodiversity.
within simulation grid scale (Pitman, 2003; Sato et al., 2015). Furthermore, incorporation of all
these complex processes within LSMs need multi-disciplinary teams representing a range of skills,
increasing the challenge for developing LSMs (Pitman, 2003).

### 3.1.2 Utilising land surface models for agricultural decision making in Africa

Linking scientific knowledge with decision making that leads to effective action to meet the
development needs of human is a difficult task and these difficulties present problems for
decision makers not getting the necessary scientific information to make informed decisions
(Cash et al., 2003b). Evidence-based decision making is paramount and increased demand for
information that allows making an informed decision on complex environmental issues drive
the science (Matthies et al., 2007). There are a wealth of research outputs that utilise LSMs and
climate models to evaluate a different aspect of the environment at global and regional scale
such as water resource management (Liu et al., 2007), rainfall and hydrological variability (Cook
and Vizy, 2006; Li et al., 2005), energy and carbon exchange (Sellers et al., 1997) and effects of
CO$_2$ increase (Leipprand and Gerten, 2006). Despite all these advanced research outputs on
environmental science, the link between the knowledge and its support for decision making is
still a major challenge (Cash et al., 2003a; Reichert et al., 2007). The challenges of utilising research
outputs come from many directions and the first one being a poor mutual understanding between
result producers and users for decision making, this occurs due to differences in values, interest,
apprehensions and perceptions among them (Jacobs, 2002; McNie, 2007). The second reason
is poor correlation between the product from scientific research and the demand by decision
makers. The mismatch could be in a form of a wrong result, unusable format or poor clarity of
results (Jacobs et al., 2005; Cash et al., 2003a). The third one is the uncertainty associated with the
results coming out of the scientific community make decision makers reserved from fully utilising
the outcomes for their decision making (Refsgaard et al., 2007; Xu et al., 2007).

In Africa where most people’s livelihoods depend on subsistence agriculture and animal hus-
bandry, the risk associated with climate change and variability is far more devastating (Boko
et al., 2008; Makondo et al., 2014). Hence, the regional climate service providers are more focused
on providing information regarding drought risk, seasonal weather outlook and implications on
agriculture. These meteorological service providers base their outlooks on results from numerical
weather forecast systems involving land surface models at different time scales (Graham et al., 2015). For example, Greater Horn of Africa Climate Outlook Forum (GHACOF) run by Intergovernmental Authority on Development Climate Prediction and Applications Centre (ICPAC) provide seasonal climate outlooks for eastern Africa and similarly Southern African Development Community (SADC) climate service centre provides weather and climate information for southern Africa. Graham et al. (2015) on Climate Information and Service for Africa (CIASA) argues that the services offered are more focused on food security and agriculture within a time scale of 3–6 months but agricultural activity such as identifying season onset and cessation, timing of heavy rains and dry spells require sub-seasonal information which is mostly absent from services provided by the regional climate service providers. Moreover, the uptake of climate information to guide policy and decision making is limited even with guidance on climate risk is available to the decision-makers (Graham et al., 2015). The capacity of many of the African meteorological services is also quite limited in providing basic climate information rather than the interpretation of a large set of data and inferring implication in sectors of agriculture and water resources. Hence, effective utilisation of results from large scale land surface models or climate models require a capacity building in managing the results or should be more simplified and tailored to the specific needs of each user. This chapter provides a simple soil moisture model which can be run in local computers with minimum skills available at African climate service centres and generate soil moisture estimates and drought metric WRSI at a spatial scale of the available climatic driving data. Such additional variables allow African climate service centres to provide information regarding impending drought and subsequent yield reduction in a growing season (chapter 4) and advice farmers on critical decisions like planting time (chapter 5) in addition to the routine climate forecasts.

3.1.3 Rationale for modification of JULES and objective

Outputs from complex large scale land surface models are useful in analysing results at a global and regional scale. However, to make use of the results from these land surface models, there is a need to modify them to fit the demand of end-users like farmers, government and humanitarian agencies. In this chapter, the soil hydraulics part of the JULES model was simplified to develop a new soil moisture model. The new soil moisture model developed is used for monitoring drought within the growing season (chapter 4) and decision-making tool development for
planting time (chapter 5) of crops based on a new framework of agricultural decision support – TAMSAT-ALERT (chapter 2). The choice of the JULES model comes as it has been extensively used in many researches related to climate change impact studies and the fundamental equations are well described and tested.

The need for the modification of the soil moisture model arises from two fundamental reasons, the scientific challenge of modifying large and complex models like JULES and the practical difficulty of running these models in African meteorological service centres. JULES model is very complex and mostly used within global scale numerical weather forecast models. This complexity is associated with high requirement of skill and understanding in the utilisation of the very many input parameters and side processes (e.g. photosynthesis, energy balance, soil thermodynamics) that need to be run in parallel even though those outputs are not to the interest of users. Practically the JULES model takes a longer time to run and require more computational power which is not commonly available in most African countries and any decision-making tools developed based on JULES need legal permission to share as the model is under copyright making it difficult to share any newly developed system easily. Hence, extracting a single part of the JULES model representing the soil hydraulics and modifying the inputs to simulate soil moisture was found to be more applicable to the studies conducted in this thesis and will have a wider utility. The thesis developed a new decision support framework for assessing climatic risk on agriculture (chapter 2) and a demonstration of the system was done based on the Global Large Area Crop Model (GLAM) (Challinor et al., 2004). The new framework was also used to monitor drought risk within the growing season (chapter 4) and development of a planting date decision-making criteria (chapter 5). GLAM is a pure crop model focused on yield estimation, whereas JULES is a land surface model focused on large scale physical land surface processes. Therefore, there was a need to use a unified system to monitor agricultural risk (low yield and drought) within the growing season and Water Requirement Satisfaction Index (WRSI) was found to be a metric that accomplished this task (chapter 4). In both GLAM and JULES, the WRSI is not part of the output emphasising the need for the development of a new model that calculates WRSI value.

In general, the above facts lead to the choice of modifying the JULES model to develop a new soil moisture model that will help to accomplish the desired aims of this thesis. Here, the goal is not
to replicate the JULES model but rather have a simple modified soil moisture model written in Python based on the concepts described in the JULES technical documentations (Cox et al., 1999; Best et al., 2009, 2011) with the additional output WRSI required for further study in chapter 4.

3.2 Soil moisture model description

The soil moisture model used in this work is adopted from JULES soil hydraulics which uses the Met Office Surface Exchange Scheme (MOSES) for modelling water and energy balance. Figure 3.1 shows the schematic of MOSES. There are ten meteorological forcing variables required to run the model; downward short and longwave radiation, precipitation, air temperature, wind speed (zonal and meridional), air pressure, specific humidity, and diurnal temperature and total snow. JULES can provide several outputs related to hydrology, carbon, soil moisture and temperature, and dynamic vegetation. The calculation is done based on grid boxes which can be represented by nine land surfaces, of which five are vegetative and four are non-vegetative. These tiles can be represented with different proportion within each grid and results can be generated as aggregate or separate for each section of the grid. JULES uses a default soil layer with 0.1, 0.25, 0.65, and 2.0 m depth. The Darcy law (Equation 3.10) and Richards equation (Equation 3.7) describes the flux between each soil layer. The model allows the use of heterogeneous soil types which are represented by the texture of the soil from which important soil hydrothermal properties are calculated. JULES simulates fluxes in the vertical direction and lateral flows are considered to be zero (Cox et al., 1999; Best et al., 2011). All the equations discussed in this section are similar in the modified soil moisture model, except for those modifications which are described in section 3.2.2.

3.2.1 Summary of JULES soil hydraulics

The fundamental equations describing the soil hydraulics presented are adopted from (Cox et al., 1999; Best et al., 2009, 2011). The soil hydraulics in the JULES model uses the Darcy flow and Richards equation to generate the soil moisture at each soil layer. Precipitation that falls to the ground is reduced by the canopy water which is the amount of water that will be intercepted by vegetation canopy, and the throughfall is the amount reaching the ground. Throughfall is then divided in to surface runoff and the remaining water will infiltrate to the soil.
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Figure 3.1: Schematic representation of the Meteorological Office surface exchange scheme (MOSES). Figure adopted from (Cox et al., 1999)

\[ T_f = R \left( 1 - \frac{C}{C_m} \right) \exp \left( -\epsilon_r \frac{C_m}{R \Delta t} \right) + R \frac{C}{C_m} \]  \hspace{1cm} (3.1)

\[ C_m = 0.5 + 0.05(\Lambda) \]  \hspace{1cm} (3.2)

Equation 3.1 represents how the throughfall is calculated. Where \( T_f \) is the throughfall, \( R \) is the precipitation, \( C \) is canopy water, \( C_m \) is maximum canopy water, fraction of grid box covered by rainfall (\( \epsilon_r \)) represents how much of the precipitation falling comes from convective rainfall and how much of it comes from large scale rainfall, and \( \Delta t \) is the time step of model run. The maximum canopy water represents the maximum amount of precipitation that a canopy can intercept and it is calculated using Equation 3.2 where \( \Lambda \) is the leaf area index.
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\[ Y_s = \begin{cases} R \frac{C}{C_m} \exp \left( -\epsilon_r \frac{K C_m}{R C} \right) + R \left( 1 - \frac{C}{C_m} \right) \exp \left( -\epsilon_r \frac{C_m}{R \Delta t} \right) & K \Delta t \leq C \\ R \exp \left( -\epsilon_r \frac{K \Delta t + C_m - C}{R \Delta t} \right) & K \Delta t > C \end{cases} \]  

(3.3)

\[ C^{n+1} = C^n + (R - T_f) \Delta t \]  

(3.4)

\[ K = K_s \ast I_v \]  

(3.5)

Equation 3.3 is used to calculate the amount of runoff from the throughfall and Equation 3.4 updates the amount of canopy water \( C \) at each time step. \( Y_s \) is the amount of precipitation that goes as a surface runoff and \( K \) is the surface infiltration rate. \( K \) calculated using Equation 3.5 where \( K_s \) the saturation hydraulic conductivity of the soil, which is dependent on the soil type and it is estimated based on the soil texture. \( I_v \) is infiltration enhancement factor, which is different for the land surface conditions used in the model (Table 3.1).

Equation 3.6 is used to calculate the available soil moisture factor for each soil layer where \( \beta_k \) is the available moisture factor at each soil layer, \( k \) is the soil layer, \( \theta_k \) is the soil moisture content at each soil layer, \( \theta_c \) and \( \theta_w \) are the critical soil moisture level and the wilting soil moisture level respectively. The soil moisture availability factor \( \beta_k \) is the fraction representing the available soil moisture within the root zone. The value is range between zero and one indicating dry and wet soil, respectively. It is determined based on \( \theta_c \) which is the moisture level below which plant

Table 3.1: Infiltration enhancement factor \( I_v \)

<table>
<thead>
<tr>
<th>Material</th>
<th>( I_v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadleaf trees</td>
<td>4</td>
</tr>
<tr>
<td>Needelleaf trees</td>
<td>4</td>
</tr>
<tr>
<td>( C_3 ) grass</td>
<td>2</td>
</tr>
<tr>
<td>( C_4 ) grass</td>
<td>2</td>
</tr>
<tr>
<td>Shrubs</td>
<td>2</td>
</tr>
<tr>
<td>Urban</td>
<td>0.1</td>
</tr>
<tr>
<td>Water</td>
<td>0</td>
</tr>
<tr>
<td>Soil</td>
<td>0.5</td>
</tr>
<tr>
<td>Ice</td>
<td>0</td>
</tr>
</tbody>
</table>
transpiration is affected (it is set to be the moisture level at matrix water potential of -33 KPa) and \( \theta_w \), which is the moisture level below which plants will not survive (it is set to be the moisture level at matrix water potential of -1500 KPa) (Best et al., 2011).

\[
\beta_k = \begin{cases} 
1 & \theta_k \geq \theta_c \\
(\theta_k - \theta_w) / (\theta_c - \theta_w) & \theta_w \leq \theta_k < \theta_c \\
0 & \theta_k \leq \theta_w 
\end{cases} \tag{3.6}
\]

Soil moisture content is calculated using Equation 3.7. Where \( M \) represent soil moisture, \( \rho_w \) is density of water, \( \Delta z \) is the depth of soil layer, \( \Theta_s \) represents the saturated moisture content of the soil, and \( S_u \) and \( S_f \) represent the unfrozen and the frozen fractional soil moisture content compared to the saturation soil moisture content respectively. Equation 3.8 helps to calculate the fractional soil moisture content at each time step of the model run.

\[
M = \rho_w \Delta z \Theta_s (S_u + S_f) \tag{3.7}
\]

\[
S_u = \frac{\Theta_u}{\Theta_s} \tag{3.8}
\]

Where \( S_u \) represent the unfrozen fractional soil moisture content compare to the saturation soil moisture content, \( \Theta_u \) unfrozen soil moisture content and \( \Theta_s \) is the saturated soil moisture content (Cox et al., 1999).

\[
\frac{dM_n}{dt} = W_{n-1} - W_n - E_n \tag{3.9}
\]

The soil moisture at each time step in the model is updated using the difference in input and output moisture. The input moisture is the flow from the upper layer for the lower layers and the infiltration for the top layer. The outflow is the moisture flowing down to the lower layer and the evapotranspiration that is extracted by plant roots. Equation 3.9 represents how the change in soil moisture at each soil layer is calculated. \( W \) represent the soil moisture flux, \( n \) represent the
time step and $E$ represent the evapotranspiration. Soil moisture fluxes between each soil layer are calculated according to Equation 3.10, which is based on Darcy water flow equation. $\partial \Psi$ is the matrix potential difference calculated using Equation 3.11, $\partial z$ is the change in soil depth and $K$ is the hydraulic conductivity of the soil calculated using Equation 3.12.

\[
W = K \left( \frac{\partial \Psi}{\partial z} + 1 \right)
\]

(3.10)

\[
\Psi = \Psi_s S_u^{-b}
\]

(3.11)

\[
K = K_s S_u^{2b+3}
\]

(3.12)

The flow of water between the layers $W$ depends on the matrix potential difference $\Psi$ and water is not allowed to flow upwards. The soil has a maximum capacity to hold water and excess water at each layer is drained as a subsurface flow and directed upwards when all the soil layers are saturated. $K$ denotes the hydraulic conductivity of the soil calculated using Equation 3.12 where $K_s$ the saturated hydraulic conductivity, $b$ the Brooks and Corey $b - \text{parameter}$ and $\Psi_s$ the saturated hydraulic conductivity are all empirical soil dependent constants determined based on the soil texture (Best et al., 2009).

The flow of water into the top layer of the soil is represented by Equation 3.13 where the flow is the difference between the throughfall ($T_f$) and runoff ($Y_s$) calculated using Equation 3.1 and 3.3 respectively. The lower layer boundary flow is kept similar to the saturated hydraulic conductivity of the soil $K_N$, as shown in Equation 3.14 (Cox et al., 1999).

\[
W_0 = T_f - Y_s
\]

(3.13)

\[
W_N = K_N
\]

(3.14)

The amount of water extracted from the soil at each time step is a total of soil evaporation from
the surface layer and the transpiration from each sub-surface layers which is calculated based on
the fraction of the root depth available at each soil layer (Equations 3.26, 3.27, 3.28, and 3.29).
Evapotranspiration is calculated from the potential value and potential evapotranspiration is the
amount of evapotranspiration subjected to the aerodynamic resistance only.

\[ E_o = \frac{\rho_{\text{air}}}{r_a} (q_{\text{sat}}(T_s) - q_1) \]  

Equation 3.15 is used to calculate potential evapotranspiration where \( E_o \) is the potential evaporation, \( \rho_{\text{air}} \) is air density, \( r_a \) aerodynamic resistance, \( q_{\text{sat}}(T_s) \) saturation specific humidity evaluated at surface temperature \( (T_s) \) and measured specific humidity \( (q_1) \).

JULES uses an iterative estimation of \( q_{\text{sat}} \) at each time step accounting the first soil layer temper-
ture \( (T_1) \) in addition to the present time step surface temperature \( (T_s) \). Equation 3.16 represents
the estimation of \( q_{\text{sat}}(T_s^{n+1}) \) in JULES. The next time steps \( q_{\text{sat}} \) is estimated using an additional
term \( D \), which is given by Equation 3.17. This term accounts for the impact of the first soil layer
temperature in the estimation of \( q_{\text{sat}} \). The additional term will result in a different value of \( q_{\text{sat}} \),
which determine the potential evaporation given by Equation 3.15.

\[ q_{\text{sat}}(T_s^{n+1}) = q_{\text{sat}}(T_s^n) + D(T_s^{n+1} - T_s^n) \]  

Potential evapotranspiration mostly occurs on free water surfaces (lakes) and in a canopy fully
covered with water. For all the other conditions the potential evapotranspiration is reduced by
surface resistance due to plant and bare soil which is governed by the canopy conductance \( (g_c) \),
surface conductance \( (g_s) \), wind speed and atmospheric stability in the area (Best et al., 2009). The
evapotranspiration from the soil \( E \) is the actual amount of evapotranspiration from the soil storage
and represented as a portion of the potential evapotranspiration \( E_o \) as described in Equation 3.18
where \( \psi \) is the factor that represents the portion.
\[ E = \psi E_o \]  
(3.18)

\[ \psi = f_a + (1 - f_a) \frac{g_s}{g_s + (C_H U_1)} \]  
(3.19)

\( \psi \) has a maximum value of one representing potential evapotranspiration from the soil water storage and it is calculated based on Equation 3.19. Where \( f_a \) represent the wet fraction of the canopy and calculated using Equation 3.20, \( g_s \) represent the stomatal conductance and calculated using Equation 3.25, \( C_H \) represent the surface exchange coefficient and \( U_1 \) is the wind speed.

\[ f_a = \frac{C}{C_m} \]  
(3.20)

where \( f_a \) is the wet fraction of the canopy, \( C \) is the canopy water and \( C_m \) is the maximum canopy water capacity.

\[ f_{par} = \frac{1 - \exp(-0.5 \Lambda)}{0.5} \]  
(3.21)

\[ f_r = 1 - \exp\left(-\frac{\Lambda}{0.5}\right) \]  
(3.22)

where \( f_{par} \) is a parameter dependent on leaf area index used to determine the canopy conductance, \( f_r \) is the radiative fraction and \( \Lambda \) is the leaf area index. Equation 3.23 is used to calculate the bare soil surface conductance where \( g_{soil} \) is bare soil surface conductance, \( \theta_1 \) is the soil moisture on the first layer and \( \theta_c \) is the critical soil moisture level.

\[ g_{soil} = 0.01 \left( \frac{\theta_1}{\theta_c} \right)^2 \]  
(3.23)

\[ g_c = g_l \cdot f_{par} \]  
(3.24)

Equation 3.24 is used to calculate the canopy conductance \( g_c \) where \( g_l \) leaf conductance and \( f_{par} \) is the parameter determined using Equation 3.22. In the JULES model, the leaf conductance \( g_l \) is
calculated based on the level of photosynthesis rate at each time step. This part has been modified in the new soil moisture model (section 3.2.2).

\[ g_s = g_c + (1 - f_r)g_{soil} \]  (3.25)

Equation 3.25 is used to calculate the total surface conductance \( g_s \) by adding the canopy conductance \( g_c \) and the bare soil surface conductance \( g_{soil} \).

Evapotranspiration depletes the soil moisture by extracting a certain amount of water from each soil layer depending on the fraction of the plant root at each soil layer. The plant root follows an exponential function distribution in the soil and it might extend beyond the rooting depth of the plant specified (Best et al., 2011). Equation 3.26 represent the calculation of root fraction in each soil layer where \( r_k \) is the fraction of the root at each soil layer, \( z_k \) is the depth of the soil layer, \( d_r \) represent the plant root depth and \( p \) is the power describing depth dependence of root density profile and is considered one in the model used.

\[ r_k = \frac{e^{-pz_{k-1}/d_r} - e^{-pz_k/d_r}}{1 - e^{-pz_t/d_r}} \]  (3.26)

\[ e^0_k = \frac{r_k \beta_k}{\sum_k r_k \beta_k} \]  (3.27)

Based on fractions of the root at each soil layer \( r_k \) a factor will be generated from the ratio of the product of root fraction \( r_k \) and the available moisture factor at each soil layer \( \beta_k \). Equation 3.27 is used to estimate the flux extracted from the soil layer \( k \) by plant roots. This value is dependent on the root fraction on each soil layer \( r_k \) and the available soil moisture in the layer \( \beta_k \).

\[ e_1 = \frac{g_c e^0_1 + (1 - f_r)g_{soil}}{g_s} \]  (3.28)

\[ e_k = \frac{g_c e^0_k}{g_s} \]  (3.29)

The soil moisture to be extracted from each soil layer is then the actual evapotranspiration \( E \) cal-
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culated using Equation 3.18 multiplied by the root fraction factors at each soil layer from Equation 3.28 and Equation 3.29. $e_1$ in Equation 3.28 represent the evaporation from the first soil layer plus the transpiration from the layer whereas $e_k$ in Equation 3.29 only account the transpiration from the subsequent soil layers where there is no direct evaporation.

3.2.2 What modification has been done?

The modified new soil moisture model is a simple soil moisture model written in Python based on the JULES model soil hydraulics described in section 3.2. Figure 3.2 shows the schematics of the new soil moisture model. Comparing it with the JULES model schematics on Figure 3.1, the major difference is that the new soil moisture model is a pure soil hydraulic model that does not include soil thermodynamics, full energy balance and photosynthesis. The new model includes additional data variables like surface temperature to account for energy balance and parametrisation of values like stomatal conductance ($g_l$) to account for photosynthesis.

![Figure 3.2: Schematic representation of the new modified soil moisture model](image)

3.2.2.1 Difference in estimation of potential evaporation

The main modification to simplify the new soil moisture model was done in the use of an additional input variable surface temperature ($T_s$) as the new model does not calculate the energy
balance explicitly. Direct input of surface temperature is used to account for the energy balance in the new soil moisture model, unlike JULES, which estimates the surface temperature internally based on Equation 3.16 described in section 3.2.1. The implication of this difference is on the estimation of potential evaporation \((E_o)\) calculated using Equation 3.15; the new model does not account for the soil layer temperature since there is no thermodynamic representation of the soil layers. Therefore, the \(q_{sat}\) is only evaluated based on the surface temperature \((T_s)\) directly provided as input data from National Center for Environmental Prediction (NCEP) reanalysis data. This difference in the estimation of \(E_o\) in part attributes to the differences in soil moisture between the new model and JULES. Section 3.3.3 discuss the result in modelling bare soil moisture.

### 3.2.2.2 Modification of stomatal conductance

The JULES model explicitly represented the vegetation and carbon model (Raoult et al., 2016; Cox et al., 1999). This representation determines the transpiration of water and carbon through the stomatal openings as well as the rate of photosynthesis. Equation 3.30 shows the JULES model representation of photosynthesis.

\[
A = \frac{g_s}{1.6 \times R \times T_s} (c_c - c_i)
\]  

(3.30)

where \(A\) is net leaf photosynthesis, \(g_s\) stomatal conductance to water vapour, \(R\) is the perfect gas constant, \(T_s\) is the leaf surface temperature, and \(c_c\) and \(c_i\) represent the leaf surface and internal \(CO_2\) partial pressures respectively. In Equation 3.30 three values, \(A\), \(g_s\), and \(c_i\), are unknown. The initial \(c_i\) is then approximated by Equation 3.31 where the internal \(CO_2\) is dependent on the external \(CO_2\) concentration \((c_c)\) and the specific humidity deficit \((D)\). \(f_o\) and \(D_s\) are vegetation specific parameters (Cox et al., 1999).

\[
\frac{c_i - c_s}{c_c - c_s} = f_o \left(1 - \frac{D}{D_s}\right)
\]  

(3.31)

Leuning model represented by Equation 3.32 is the basis for estimating stomatal conductance at each time step depending on the photosynthesis rate \((A)\) and vapour pressure deficit \((D_s)\).

\[
g_l = \frac{a \times A}{(c_c - c_s)(1 - \frac{D_s}{D_s})} + g_o
\]  

(3.32)
\( D_s \) is the vapour pressure deficit, \( a \) and \( D_s \) are empirical coefficients which will be parameterised, \( g_o \) is the initial minimum stomatal conductance value (Wang et al., 2009). The term \( \left( 1 - \frac{D_s}{D_s^*} \right) \) represents the response of humidity on stomatal conductance- physically it means that when there is very low humidity the stomata will close reducing leaf conductance \( (g_l) \). \( g_l \) is also related to the leaf photosynthesis \( (A) \) and in JULES this term is directly related to the soil moisture availability factor \( (\beta) \) as the net photosynthesis \( (A_1) \) is a function of \( \beta \) as shown in Equation 3.33.

\[
A_1 = A \times \beta \tag{3.33}
\]

JULES uses the photosynthesis rate to increment the \( g_l \) at each time step based on Equation 3.32 however; the new model does not have such photosynthesis description forcing the use of a single value as initial stomatal conductance to estimate \( g_l \). The initial stomatal conductance \( (g_{initial}) \) used in the new soil moisture model requires tuning for \( C_4 \) plant hence the soil moisture output from JULES and the new soil moisture model were used to find a value that match. Based on this, a \( g_{initial} \) value of 0.025 was used for \( C_4 \) plant. Furthermore, a new adjusted leaf conductance parameter \( g_l(modified) \) was introduced as given in Equation 3.34. The modification was done by multiplying \( g_{initial} \) with moisture availability factor \( (\beta) \) and the ratio of specific humidity to saturation humidity \( (\frac{q_1}{q_{sat}}) \).

\[
g_l(modified) = g_{initial} \times \beta \times \frac{q_1}{q_{sat}} \tag{3.34}
\]

\[
g_c(modified) = g_l(modified) \times f_{par} \tag{3.35}
\]

Plant stomatal closure is largely governed by humidity at the leaf surface and water availability to roots in the absence of light limitation (Bond and Kavanagh, 1999; Bauer et al., 2013). Stomata tend to close with reduced moisture availability and increased vapour pressure deficit (VPD) while stomata open with increased moisture availability and decreased VPD (McAdam et al., 2016) (also shown in Equation 3.32). Therefore, the multiplying factors \( \beta \) and \( \left( \frac{q_1}{q_{sat}} \right) \) were used to account the dependence of stomatal conductance for soil moisture availability and vapour pressure deficit. Modifying the stomatal conductance \( g_l \) with the soil moisture availability factor \( (\beta) \) limits transpiration depending on available moisture while the ratio of specific humidity to saturation humid-
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Equation 3.24 in JULES is modified to Equation 3.35 in the new modified soil moisture model. Section 3.3.4 discusses the model result comparison of a $C_4$ plant.

3.2.3 Additional output to monitor drought: WRSI

One of the reasons for modifying the soil moisture model was to be able to add new outputs that can be used to generate user relevant metrics related to agriculture in Africa. Based on this, the new soil moisture model described in this chapter has an additional feature to output Water Requirement Satisfaction Index (WRSI) which is used to monitor drought. WRSI is the ratio of cumulative actual crop evapotranspiration to the cumulative potential evapotranspiration over a certain growing period (Senay and Verdin, 2003). WRSI describes how much water is available for plants to grow without water stress and the value of WRSI run from 0 to 100 where a value of 100 indicate no water stress and 0 value indicate complete dryness.

\[
WRSI = \left( \frac{\sum_{t=1}^{t} ET_t}{\sum_{t=1}^{t} PET_t} \right) \times 100
\]  \hspace{1cm} (3.36)

\[
ET_t = \frac{SM_t}{SWC_t} \times PET_t
\]  \hspace{1cm} (3.37)

Equation 3.36 is used to calculate the WRSI values where $t$ is the time period, $ET_t$ actual evapotranspiration of the crop for time $t$ and $PET_t$ potential evapotranspiration of the crop for time $t$. The evapotranspiration is calculated as a ratio of the soil moisture at the specific time $SM_t$ and the soil water content $SWC_t$, which is the critical soil water amount below which plants will experience stress. Equation 3.37 is used to calculate the evapotranspiration value $ET_t$ (McNally et al., 2015).

The mean soil moisture availability factor $\beta$ defines WRSI in the modified soil moisture model as expressed in Equation 3.38. $\beta_t$ is the soil moisture availability factor at time $t$ and $t$ is the period in days starting from planting to harvesting.

\[
WRSI_{\beta} = \bar{\beta}_t \times 100
\]  \hspace{1cm} (3.38)
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The reason for using $\beta$ as a measure of WRSI arise since the value $\beta$ represents the availability of moisture which is similar to that of the ratio between $SM_t$ and $SWC_t$ in Equation 3.37. The derivation for the similarity between $\beta$ and WRSI is given below:

(a) Substituting Equation 3.37 into Equation 3.36 results in Equation 3.39.

$$WRSI = \left( \frac{SM_t}{SWC_t} \right) \times 100$$  \hspace{1cm} (3.39)

(b) Equation 3.40 calculates $\beta$ where, $\theta_t$ is the soil moisture content at time $t$, $\theta_w$ the wilting soil moisture content and $\theta_c$ the critical soil moisture content below which plants show stress.

$$\beta = \frac{\theta_t - \theta_w}{\theta_c - \theta_w}$$  \hspace{1cm} (3.40)

(c) Equation 3.41 indicates the moisture content available for plants at time $t$ ($SM_t$) is equal to the difference between the soil moisture content of the soil at time $t$ ($\theta_t$) and the wilting soil moisture content ($\theta_w$).

$$\theta_t - \theta_w = SM_t$$  \hspace{1cm} (3.41)

(d) Equation 3.42 indicates the soil water content below which plants show stress ($SWC_t$) is the same as the amount of soil moisture between critical soil moisture content below which plants show stress ($\theta_c$) and the wilting soil moisture content ($\theta_w$).

$$\theta_c - \theta_w = SWC_t$$  \hspace{1cm} (3.42)

(e) Therefore, based on the above derivation Equation 3.43 indicates that WRSI is the same as $\beta$.

$$WRSI = \beta$$  \hspace{1cm} (3.43)

Based on the above derivation, the $WRSI$ values from Equation 3.36 can be represented similarly by $WRSI_\beta$ values from Equation 3.38. The notation $\beta$ in Equation 3.38 is just to indicate the WRSI is calculated from $\beta$. 
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WRSI values are crop specific and if one wants to monitor drought occurrence within a cropping season, it is crucial to estimate the actual and potential evapotranspiration of the crop. It is needed to have a crop model within the soil moisture model to determine the actual evapotranspiration. In the modified soil moisture model, an additional simple estimation of rooting depth growth, leaf area index and plant height growth model has been set up. The representation of crop growth is done first by estimating the total length of the growing period using the growing degree days (GDD). GDD is used as a measure of the accumulated heat unit for different crops and is used to determine the crop growth rate (Mcmaster and Wilhelm, 1997; Lee, 2011). Equation 3.44 is used to calculate the daily GDD value from planting until harvesting time. $T_{\text{base}}$ refers to the base temperature below which the crop will not grow and $T_{\text{mean}}$ refer to the daily mean temperature.

$$GDD = \begin{cases} 
(T_{\text{mean}} - T_{\text{base}}) & T_{\text{mean}} > T_{\text{base}} \\
0 & T_{\text{mean}} \leq T_{\text{base}}
\end{cases} \tag{3.44}$$

Crops typically have four growing stages which are initial stage where it takes from planting to 10% ground cover (growing stage 1), development stage where the plant reaches up to 80% ground cover (growing stage 2), middle stage from full vegetative growth to seed setting (growing stage 3) and late stage which take from seed setting to maturity (growing stage 4). All these stages will have a different amount of growing degree days (GDD) depending on the crop type and variety. In the new soil moisture model, by providing the total GDD values for these four stages of crops, we determine the length of time required to grow the crop from planting to harvesting using Equation 3.44.

Once the number of days for each growing stage is estimated based on GDD, the model will determine plant root, height and LAI growth. Every crop has a maximum rooting depth ($d_{\text{r max}}$), height ($h_{\text{max}}$) and LAI ($\Lambda_{\text{max}}$). Based on this assumption a linear plant root, height and LAI growth model are implemented from the period of planting to end of development stage (growing stage 2) after that the root, height and LAI will remain constant till harvesting. Equations 3.45, 3.46 and 3.47 are used to determine the rooting depth, plant height and LAI from planting to harvesting respectively;
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\[
d_r = \begin{cases} 
\sum_{\text{planting}} \frac{d_{\text{max}}}{LGP_{\text{planting}}} & \text{stage} \leq 2 \\
\frac{d_{\text{max}}}{d_r} & \text{stage} > 2 
\end{cases} 
\] (3.45)

\[
h = \begin{cases} 
\sum_{\text{planting}} \frac{h_{\text{max}}}{LGP_{\text{planting}}} & \text{stage} \leq 2 \\
h_{\text{max}} & \text{stage} > 2 
\end{cases} 
\] (3.46)

\[
\Lambda = \begin{cases} 
\sum_{\text{planting}} \frac{\Lambda_{\text{max}}}{LGP_{\text{planting}}} & \text{stage} \leq 2 \\
\Lambda_{\text{max}} & \text{stage} > 2 
\end{cases} 
\] (3.47)

In the new soil moisture model switching to “crop mode” lets the use of temporally variable rooting depth, plant height and LAI rather than assuming constant value throughout the year. Therefore, modelling soil moisture as bare soil outside of the growing season and switching to vegetative condition using the temporally varying root depth, plant height and LAI, within the growing season, will help to calculate the WRSI at any time within the growing season. Figure 3.3 shows an example of the root depth, plant height and LAI representation when the ”crop mode” is switched on in the model. The root, height and LAI will have a linear increase until the end of the second stage while retaining maximum value for the rest of the growing period until harvest. In JULES, crop growth starts from the date of sowing and passes through three stages (sowing – emergence, emergence – flowering, flowering – maturity) to be harvested at maturity. The rate of crop development is determined based on the thermal time (growing degree days) (Osborne et al., 2015). This approach is similar to what the new soil moisture model in this thesis also used for crop growth. The main difference between JULES and the new soil moisture model is JULES simulated crop growth and net primary productivity is accumulated over a day then partitioned into the different parts of the plant (root, stem, leaves, and harvest organ) (Osborne et al., 2015). The partitioned amount determines the rooting depth, plant height and LAI day by day whereas, in the new model, this is replaced by linear growth models as described in Equations 3.45, 3.46 and 3.47. Reducing the complexity of crop growth in the new model helps to avoid the many parametrisations required by JULES. Besides Osborne et al. (2015) found that by improving the partitioning of JULES crop growth does not lead to improving modelling sensible and latent heat fluxes.
3.3 Comparison of new soil moisture model with JULES

3.3.1 Model driving datasets

The JULES model requires the meteorological forcing data described in section 3.2. The model can ingest these driving data sets at different time scales ranging from minutes to daily. Using a higher resolution timescale (\(<60\) minutes) is vital for the numerical stability of the JULES model; hence, JULES normally runs at an hourly time step or less. If the driving data is longer than hourly timescale, it conducts an internal disaggregation to higher resolution timescales to maintain the numerical stability. In this study, the model time step was one hour and all driving data sets were disaggregated to the same temporal scale. The new soil moisture model, on the other hand, uses eight driving data sets where shortwave radiation, longwave radiation and snow were removed and surface skin temperature introduced as a new data variable. In the process of simplifying the soil hydraulics from the JULES model, the energy balance was removed and to account for this in
the estimation of evaporation and transpiration processes the new soil moisture model uses the surface skin temperature from the NCEP data set directly (section 3.2 and section 3.3).

NCEP reanalysis data provide a long term global analysis of atmospheric and land surface fields to support research in the field of climate monitoring (Kistler et al., 2001). The reanalysis used past data from 1979 to 2018 for data assimilation and produce different atmospheric and land surface variables estimates on a global scale for a 4-times daily and daily average time scale (Kanamitsu et al., 2002). The NCEP data was designed with the main objectives of providing climatic and land surface outputs, which allow for comprehensive budget studies to be done and availing easily accessible data to users (Kalnay et al., 1996). The reanalysis includes a total surface energy balance, hydrological budget and top-of-atmosphere radiation budget and it uses data assimilation technique to generate different variables and also provide model output variables which do not include observational data sets. The NCEP data is classified into three categories (Kalnay et al., 1996):

1. Group A: the data which is highly influenced by observational data like wind and upper air temperature.

2. Group B: variables which include observation but also influenced by the model used in the reanalysis these include variables like humidity and surface temperature.

3. Group C: this category involves all variables which are a direct output of model reanalysis and do not include any observational dataset examples include all the surface fluxes and precipitation.

NCEP data set production consists of extensive quality control with a three-step process involving data quality control module, analysis module and output module. Despite all the quality control care in using these datasets is vital (Kistler et al., 2001), but the NCEP reanalysis is approved to be a useful and easily accessible data set in the research field for climate studies and more. The product is provided with a 2.5° spatial resolution at a global scale.

A time series of precipitation data from the climate hazards infrared precipitation Tropical Applications of Meteorology using SATellite and ground-based observations (TAMSAT-v3) was used for locations in western Kenya (Kitale; 1.0N, 35.0E) and eastern Kenya (Wajiri; 1.73N, 40.09 E). TAMSAT rainfall dataset is one of the widely used rainfall product in Africa (Maidment et al.,
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2017). The product provides daily rainfall estimate for Africa at a 0.0375° spatial resolution from 1983 to present. TAMSAT uses Meteosat satellite thermal infrared (TIR) imagery to produce cold cloud duration (CCD) fields, which are calibrated against rain gauge observations to produce rainfall estimates. Version 3.0 also employs a spatially and temporally variable bias adjustment on the calibration (Maidment et al., 2017). TAMSAT has been used for applications such as drought risk management and drought monitoring (Black et al., 2016a; Enenkel et al., 2016), development of improved precipitation estimation (Ceccherini et al., 2015) and season onset and cessation estimation (Dunning et al., 2016).

3.3.2 Model setup

To evaluate the new soil moisture model performance compare to JULES, simulations of soil moisture for locations in western Kenya-Kitale (1.0° N and 35.0° E) and eastern Kenya-Wajiri (1.73° N and 40.09° E) were performed. The two locations represent different agro-ecology where Kitale in the west is more humid high rainfall area whereas Wajiri in the east is a semi-arid environment with low rainfall condition. Figure 3.4 and Figure 3.5 show the mean rainfall pattern in Kitale and Wajiri, respectively. Kitale has a prolonged seasonal rainfall and Wajiri has a distinct two season rainfall with a lower amount. The choice to evaluate the soil moisture model in Kenya is because further studies in this thesis regarding drought monitoring (chapter 4) and planting date decision making (chapter 5) were conducted in Kenya and observed ground data required for evaluation (maize yield and farmers planting time) was available from the country.

Figure 3.4: Average daily rainfall of Kitale western Kenya (2003-2017)

Figure 3.5: Average daily rainfall of Wajiri eastern Kenya (2003-2017)

JULES version 4.1 with driving data sets from NCEP (radiation, pressure, temperature and spe-
specific humidity) and TAMSAT-v3 (rainfall) was used to model soil moisture. The driving data set has a daily temporal scale; however, the soil moisture is modelled at an hourly time step and aggregated back to daily value. Data were disaggregated using the internal disaggregation method in the new soil moisture method (Appendix B.1). Both models were set up with four soil layers having constant soil characteristics and a depth of 0.1, 0.25, 0.65, and 2.0 meter for layer-1, layer-2, layer-3 and layer-4 respectively. A radiative canopy with heat capacity (can_model=3) and multilayer approach for radiation interception which uses a vertically varying light limited leaf photosynthesis rate with an exponential decline in leaf number according to canopy height (can_rad_mode=4) was used for JULES. Soil moisture was modelled for bare soil and a \( C_4 \) grass, since the interest of the subsequent chapters in this thesis are the development of planting date decision-making tool which uses bare soil moisture of the topsoil layer and drought monitoring within growing seasons for Maize crop which is a \( C_4 \) plant. Table 3.2 shows the soil and canopy radiation model parameters used. The results for the comparison between the new soil moisture model and JULES are discussed in section 3.3.3 and section 3.3.4.

Table 3.2: Soil and canopy radiation model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>albsoil</td>
<td>Soil albedo</td>
<td>0.11</td>
</tr>
<tr>
<td>b</td>
<td>Exponent in soil hydraulic characteristics</td>
<td>4.641</td>
</tr>
<tr>
<td>hcap</td>
<td>Dry heat capacity ( (J m^{-3} K^{-1}) )</td>
<td>1139708.013</td>
</tr>
<tr>
<td>hcon</td>
<td>Dry thermal conductivity ( (W m^{-1} K^{-1}) )</td>
<td>0.278</td>
</tr>
<tr>
<td>satcon</td>
<td>Hydraulic conductivity at saturation ( (kgm^{-2} s^{-1}) )</td>
<td>0.009</td>
</tr>
<tr>
<td>sathh</td>
<td>Absolute value of soil matric suction at saturation ( (m) )</td>
<td>0.133</td>
</tr>
<tr>
<td>sm_crit</td>
<td>Soil moisture content at the critical point ( (m^3 m^{-3}) )</td>
<td>0.207</td>
</tr>
<tr>
<td>sm_sat</td>
<td>Soil moisture content at saturation ( (m^3 m^{-3}) )</td>
<td>0.413</td>
</tr>
<tr>
<td>sm_wilt</td>
<td>Soil moisture content at the wilting point ( (m^3 m^{-3}) )</td>
<td>0.091</td>
</tr>
<tr>
<td>sm_levels</td>
<td>Number of soil layers</td>
<td>4</td>
</tr>
<tr>
<td>( d_z )</td>
<td>Soil layers depth ( (m) )</td>
<td>0.1, 0.25, 0.65, 2.0</td>
</tr>
<tr>
<td>can_model</td>
<td>Canopy model for vegetation</td>
<td>3</td>
</tr>
<tr>
<td>can_rad_mode</td>
<td>Canopy radiation treatment</td>
<td>4</td>
</tr>
</tbody>
</table>
3.3.3 Bare soil moisture modelling

A comparison between the JULES model and the new soil moisture model was made to evaluate the difference in the model output of soil moisture. Figure 3.6 and Figure 3.7 show the time series and seasonal soil moisture values from Kitale respectively. Figure 3.8 and Figure 3.9 show a similar soil moisture plot for the dry region of Wajiri in eastern Kenya. The Figures indicate that the new model estimates represent the seasonal variability similar to the output from JULES. The new model soil moisture values are higher compared to JULES, especially in the bottom layers. Figure 3.10 and Figure 3.11 show the evaporation from the JULES model and new soil moisture model for Kitale and Wajiri respectively. The evaporation from JULES is higher compared to the new model for Kitale, which in turn reduces the soil moisture of JULES and increases soil moisture from the new model, as shown in Figure 3.7. For Wajiri where there is lower rainfall and higher temperature compared to western Kenya the impact of the evaporation is even more visible especially in the lower layers where the JULES model dries out very fast compared to the new model. During the dry periods, there is higher evaporation from JULES and lower evaporation from the new model.

The difference soil moisture between the new model and JULES could be attributed to many reasons. The first could be the way how the evaporation is estimated between the JULES model and the new model where JULES considers additional parameters based on the soil thermodynamics where the soil temperature from the soil layers are combined in the estimation of evaporation whereas the new model only accounts surface temperature. The difference is even more visible between the two locations wherein a wet, humid environment of western Kenya (Kitale) the soil dries out slowly and in the semi-arid region of eastern Kenya (Wajiri) there is fast drying of the subsurface layer. This fast drying could also be related to the higher surface temperature \( T_s \) in the eastern region compared to a colder environment in the western part (Kitale). The surface temperature \( T_s \) in JULES is calculated at each time step of the model and in the new soil moisture model, the value is directly given from NCEP reanalysis data. \( T_s \) values from JULES are lower than that of NCEP on average by 3K for Kitale and 6K for Wajiri (Figure B.2.1 and Figure B.2.2), where the difference could be attributed to the use of different precipitation rate (Figure B.3.1 and Figure B.3.2) and soil parameters by JULES and NCEP reanalysis data. The new soil moisture model uses direct reanalysis surface temperature from NCEP whereas JULES internally
estimates the values based on the driving data provided, hence the overall difference in soil moisture between the new soil moisture model and JULES in part be the result of this difference.

JULES assumes that there will always be a small amount of transpiration hence considers a rooting depth of 0.1m (Cox et al., 1999)- this will result in the growth of plants leading to more transpiration from the bottom layer. The new model used a similar approach; however the LAI and plant height are kept very low, unlike JULES where the values are calculated at each time step, the difference in LAI and plant height could be the second reason leading to lower transpiration from the bottom layer resulting in the difference in the amount of soil moisture. Jiménez et al. (2013) compared soil moisture from JULES and satellite observation and indicated that JULES soil moisture estimation main driving data is precipitation and when there is no precipitation (dry periods) the internal calculation continues to drain water from the lower layers and drift the soil moisture from the satellite observation and result in lower soil moisture value. This condition of extracting soil moisture from the lower layer during the dry period is visible in the dry location (Wajiri) where the soil moisture is very low during the distinct dry periods in the subsurface layers for JULES compare to the new model. JULES also tends to dry down faster, resulting in lower soil moisture compared to satellite observed soil moisture (Pinnington et al., 2018). Furthermore, JULES overestimates evaporation and falls too quickly during extended dry periods (Blyth et al., 2010), but the new soil moisture model does not show such behaviour resulting in higher soil moisture compared to JULES. JULES is not “perfect” and the use of NCEP sensible heat flux might be attributed to the improvement in the new soil moisture model.
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Figure 3.6: Soil moisture output from JULES and new model with bare soil (Kitale).

Figure 3.7: Seasonal mean soil moisture from JULES and new model with bare soil (Kitale).
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Figure 3.8: Soil moisture output from JULES and new model with bare soil (Wajiri).

Figure 3.9: Seasonal mean soil moisture from JULES and new model with bare soil (Wajiri).
Table 3.3 gives the statistical comparisons between the JULES model and the new soil moisture model outputs. The soil moisture output is strongly correlated in all soil layers with $R^2$ values above 0.8 except for the second layer in Wajiri, which has an $R^2$ value of 0.79. The normalised root mean square errors (NRMSE) are also very small, except for the first soil layer, which has a significant error of 0.34 in Kitale and 0.55 in Wajiri. Though there is a difference in the output of the new model and JULES the central reason of comparison is not to perfectly match the soil moisture results instead it is to evaluate the new model is not highly drifted from the results given by a well-tested land surface model like JULES. The differences are expected as the new model parameterisations differ significantly from JULES.

Table 3.3: Statistical comparison between JULES and new model for bare soil moisture

<table>
<thead>
<tr>
<th>Layer-1</th>
<th>Layer-2</th>
<th>Layer-3</th>
<th>Layer-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kitale</td>
<td>Wajiri</td>
<td>Kitale</td>
</tr>
<tr>
<td>ME (kg/m²)</td>
<td>2.77</td>
<td>0.04</td>
<td>1.70</td>
</tr>
<tr>
<td>MAE (kg/m²)</td>
<td>3.40</td>
<td>1.13</td>
<td>2.55</td>
</tr>
<tr>
<td>RMSE (kg/m²)</td>
<td>4.53</td>
<td>2.23</td>
<td>3.20</td>
</tr>
<tr>
<td>NRMSE</td>
<td>0.34</td>
<td>0.55</td>
<td>0.06</td>
</tr>
<tr>
<td>$R$</td>
<td>0.92</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.85</td>
<td>0.87</td>
<td>0.86</td>
</tr>
</tbody>
</table>
Figure 3.12: Box plot of soil moisture from JULES and new model with bare soil (Kitale).

Figure 3.13: Box plot of soil moisture from JULES and new model with bare soil (Wajiri).
Figure 3.12 and Figure 3.13 show the box plots of the soil moisture output from JULES and new model for Kitale and Wajiri. In both locations the new model was able to replicate the mean and variability of soil moisture in all the soil layers as that of JULES. This bare soil moisture model is used to develop planting date decision making tool which is discussed in chapter 5. The main interest is in the top two soil layers where the soil moisture forecasts to be made are compared with climatological values of soil moisture hence the soil moisture anomalies are more important to make agricultural decision. Figure 3.14 and Figure 3.15 show the total soil moisture anomaly for the first two layers of six years (2012-2017). Figure 3.16 and Figure 3.17 show the soil moisture anomaly for the season March-April-May (MAM) from 1988 - 2017. These anomalies are used as decision making criteria and in both locations it indicates that the anomalies from the new model and fully run JULES are more or less the same despite the difference in actual values for many of the years considered. Therefore, the results of the new soil moisture model can be used for monitoring climatic risk on agriculture and developing additional agricultural decision-making tools.
Figure 3.14: Soil moisture anomaly for the sum of top two layers (Kitale).

Figure 3.15: Soil moisture anomaly for the sum of top two layers (Wajiri).
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Figure 3.16: Standardized soil moisture anomaly for the top two layers for the season MAM (Kitale).

Figure 3.17: Standardized soil moisture anomaly for the top two layers for the season MAM (Wajiri).
3.3.4 Soil moisture modelling with vegetation

Figure 3.18 and Figure 3.19 show the time series and seasonal average soil moisture modelled with a 100% cover of vegetation by a $C_4$ grass for Kitale from JULES and new soil moisture model. Similarly, Figure 3.20 and Figure 3.21 show the results for Wajiri. The two locations have different soil moisture levels where Kitale indicates higher moisture and Wajiri has lower soil moisture; this is due to the environment difference between the locations. Especially in the third and fourth layer, there is minimal variability in soil moisture level in Wajiri compare to Kitale. Wajiri being in the dry region of eastern Kenya with lower rainfall amount the rainfall is not reaching the lower layers resulting in a more constant soil moisture level. The figures indicate that the soil moisture with a full cover of a $C_4$ vegetation is well represented except in the fourth layer where the new model underestimate the moisture.

Figure 3.22 and Figure 3.23 show the box plots of the new model and JULES soil moisture outputs for Kitale and Wajiri, respectively. The figures indicate that the new soil moisture model well represents the variability in soil moisture in a similar way like JULES. However, the new soil moisture model tends to underestimate the amount in the fourth layer at Kitale and third soil layer at Wajiri. The underestimation could be a result of the modified initial stomatal conductance level ($g_{\text{initial}}$) as discussed in section 3.2.2. Since there is no representation of a full photosynthesis process the $g_{\text{initial}}$ used in the new soil moisture model was tuned based on the moisture from the JULES model for a $C_4$ grass and was found to be 0.025. However, in JULES, this initial stomatal conductance is calculated at each time step depending on the amount of photosynthesis. The use of a single constant initial stomatal conductance level ($g_{\text{initial}}$) value could be one reason for the underestimation of soil moisture in the lower layers as JULES internally calculate this value and progressively increase it depending on the vegetation growth. Table 3.4 shows the statistical comparisons between the JULES model and the new soil moisture model with full coverage of $C_4$ vegetation. The values indicate that there is a strong correlation ($R^2 > 0.8$ for all soil layers except layer 3 in Wajiri) between the results from JULES and the new model.
Figure 3.18: Soil moisture output from JULES and new model with full cover of $C_4$ vegetation (Kitale)

Figure 3.19: Seasonal mean soil moisture from JULES and new model with full cover of $C_4$ vegetation (Kitale)
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Figure 3.20: Soil moisture output from JULES and new soil moisture model with a fully covered $C_4$ plant (Wajiri).

Figure 3.21: Seasonal mean soil moisture from JULES and new soil moisture model with a fully covered $C_4$ plant (Wajiri).
Table 3.4: Statistical comparison between JULES and new model soil moisture with full cover of $C_4$ vegetation

<table>
<thead>
<tr>
<th></th>
<th>Layer-1</th>
<th>Layer-2</th>
<th>Layer-3</th>
<th>Layer-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kitale</td>
<td>Wajiri</td>
<td>Kitale</td>
<td>Wajiri</td>
</tr>
<tr>
<td>ME (kg/m²)</td>
<td>0.41</td>
<td>-0.01</td>
<td>0.64</td>
<td>-1.37</td>
</tr>
<tr>
<td>MAE (kg/m²)</td>
<td>1.33</td>
<td>0.94</td>
<td>3.29</td>
<td>1.50</td>
</tr>
<tr>
<td>RMSE (kg/m²)</td>
<td>1.77</td>
<td>1.63</td>
<td>4.54</td>
<td>3.57</td>
</tr>
<tr>
<td>NRMSE</td>
<td>0.10</td>
<td>0.24</td>
<td>0.11</td>
<td>0.14</td>
</tr>
<tr>
<td>$R$</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.91</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.93</td>
<td>0.94</td>
<td>0.92</td>
<td>0.83</td>
</tr>
</tbody>
</table>

### 3.3.5 Evaluation of drought metrics

The soil moisture model with the $C_4$ vegetation is used as a part for the development of agricultural drought monitoring, which could be used by African meteorological service providers. The monitoring of agricultural drought (chapter 4) is based on the soil moisture availability ($\beta$) hence the slight difference in soil moisture amount between the JULES model and the new soil moisture model is less pronounced in the decision to be made regarding the drought. For example Figure 3.24 and Figure 3.25 show the average soil moisture availability ($\beta$) values in Kitale and Wajiri. The figures show that the new model underestimates $\beta$ values especially during the wet period within the season, but the difference in the absolute amount does not matter in decision-making about drought rather the standardised values compare to the climatology is more important. Looking Figure 3.26 and Figure 3.27 for the season March-April-May (MAM) the standardised anomalies of $\beta$ values from the new model are close to values from JULES though there is a year to year variability. However, the new model well represents the dry and wet years; hence, the decision that would have been made based on these anomalies will not be different whether we use the new soil moisture model or the JULES model. In general, the criteria to be used in drought monitoring which is the standardised anomalies of soil moisture availability ($\beta$) coming out of both the new model and JULES are similar making no difference in the final decision that could be made.

The new model uses less number of input data, it runs much faster, requires less computational power, it can be easily adapted to integrate additional outputs, requires no license and can use freely available driving data. Hence, with all these extra benefits using the new soil moisture model is preferred for use in SSA context where National Meteorological Service Centres move into impact-based forecasting.
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Figure 3.22: Box plot of soil moisture from JULES and new soil moisture model with full cover of $C_4$ vegetation (Kitale).

Figure 3.23: Box plot of soil moisture from JULES and new soil moisture model with full cover of $C_4$ vegetation (Wajiri).
Figure 3.24: Seasonal mean soil moisture availability factor ($\beta$) (Kitale).

Figure 3.25: Seasonal mean soil moisture availability factor ($\beta$) (Wajiri).
Figure 3.26: Standardized soil moisture availability factor ($\beta$) anomaly for the period MAM (Kitale).

Figure 3.27: Standardized soil moisture availability factor ($\beta$) anomaly for the period MAM (Wa-jiri).
3.4 Summary

Land surface models (LSMs) have helped to represent many of the land surface processes and generate several important outputs which can be used to study climate and the impact of climate on sectors such as agriculture and water resources. However, the complexity of LSMs presents a challenge to be used in many African countries where the meteorological service providers have little capacity and engaged only in providing basic climate information. This challenge of providing relevant climate information that fits the needs of the end user in African countries could be done by producing easy to use decision-making tools which can be shared and used by the meteorological service providers. This chapter explains a new soil moisture model developed based on the concepts described in the JULES model soil hydraulics. The need for the modification of the soil moisture model arises from the fact that this research was conducted to share the methods with end users in Africa. Therefore, it was essential to avoid the use of a very complex model such as JULES in the decision-making tools developed (chapter 4 and chapter 5), also requires easy manipulation of the soil moisture model to adapt to the framework designed (chapter 2) as well as provide relevant metrics to end users.

The new soil moisture model is written in Python and can run fast on a standard computer with spatial resolutions comparable to the driving data sets provided. The code is also freely available, unlike GLAM and JULES which are under license making to use these models operationally difficult. The simplicity of the new model will allow meteorological services and agricultural advisory providers to produce user-relevant metrics based on their requirement using freely available driving data (e.g. NCEP and TAMSAT). The results of soil moisture between JULES and the new soil moisture model was also found to be equal as the new model represents the amount and variability of the soil moisture. The new soil moisture model is not a replication of JULES instead the comparisons were made to evaluate that the new soil moisture model is not producing unrealistic soil moisture values which might distort decisions to be made related to agricultural activities (such as planting date and drought occurrence). The results of the new model indicated that the new soil moisture model outputs are within a similar value range of the well-established land surface model JULES, hence the new soil moisture model is suitable for the development of agricultural decision-making tools for drought monitoring and planting date.
Chapter 4

TAMSAT-ALERT for seasonal applications: Agricultural drought monitoring and seasonal prediction

This chapter discusses the use of TAMSAT-ALERT framework (chapter 2) for seasonal applications in predicting and monitoring agricultural drought within a crop growing season in sub-Saharan Africa. Drought is a significant risk that farmers face in a growing season and predicting and monitoring the likelihood of this risk as early as possible is crucial for preparing in advance for interventions and provide the necessary support to the vulnerable communities. This chapter addresses the use of model output soil moisture and WRSI to represent agricultural drought and compare it with SPI. The objectives include evaluating the relationship of meteorological drought index SPI and maize yield, demonstrating the WRSI metric as an early drought warning system and evaluate the predictive potential of WRSI due to the incorporation of historical soil moisture in the drought prediction rather than using seasonal weather forecasts only (section 4.1.2). The study area is Kenya where there have been many drought occurrences in the past and required data are available for the study. The agricultural drought prediction and monitoring method used in this chapter is TAMSAT-ALERT drought prediction method (section 4.2.4) where the approach involves using WRSI forecasts within a crop growing season. The results indicate that comparing SPI with soil moisture only the 3-month and 6-month aggregated SPI values have better correlation with soil moisture rather than the 1-month or 12-month aggregated SPI values. The better correlation of the 3-month and 6-month SPI values with soil moisture is because the soil moisture
responds to the rainfall condition at these time scales. However, SPI is rainfall based metrics and
can not be a direct indicator of agricultural drought. Comparing end of season WRSI values with
SPI showed the 6-month aggregated SPI is better correlated with WRSI values than the 3-month
aggregated SPI indicating the latter is not an efficient way to be used as a proxy for agricultural
drought (section 4.3.1). Similar results were also found comparing county-wide maize yield with
3-month and 6-month aggregated SPI values, however, the WRSI value of a growing season is
much better correlated with country-wide maize yield indicating the potential to be used as a
proxy for predicting agricultural drought within a growing season (section 4.3.2). The demonstra-
tion of drought prediction within the growing season using TAMSAT-ALERT showed that anticip-
pating drought condition 2-3 months earlier than the harvest of crops is possible and comparison
of this result with Famine Early Warning Systems Network (FEWSNET) showed the method used
in this chapter could provide an early outlook of the season (section 4.3.3). In general, the results
of this study showed that using TAMSAT-ALERT methods added relevant information on top of
the routinely issued seasonal weather forecasts for decision-makers and farmers to be used as a
proxy of seasonal progress and impact on crop yield. The findings of this chapter offer the poten-
tial of a new actionable drought outlook product to be added to already existing climate service
products and help in the mitigation of drought impact on vulnerable communities.

4.1 Introduction

4.1.1 Background

Extreme and widespread droughts are expected to increase in the African continent with more
devastating effects due to increased population and land and environmental degradation and
this calls for a new approach on drought monitoring forcing to move from crisis management to
risk management (Masih et al., 2014). This shift in paradigm can be accomplished through the
development of early warning systems that are easy to be used by climate service providers over
Africa. A recent study on climate services to support African farmers suggest that presenting cli-
matic information in comparison to the historical conditions will help to connect routinely issued
climate forecasts with historical climate variability (Hansen et al., 2019). In drought monitoring
and prediction the choice of drought indices depend on the availability of data, the consistency of
the indices for the specified region, the suitability of the indices for the specified purpose, clarity,
cost, and the existence of well defined threshold for the indices (Zargar et al., 2011). Drought indices developed based on a single or multivariate variables are used only to specific purposes and do have their own drawbacks. To increase the effectiveness of drought indices the idea of combining different indices together is becoming prominent allowing the positive sides of each indices to be combined and comprehensively explain the drought condition in an area (Zargar et al., 2011).

Considering its simplicity and requirement of a single parameter, (precipitation) SPI is a commonly used drought metric in Africa. However, SPI is a meteorological drought measure indicating precipitation deficit at different timescale aggregate (Mckee et al., 1993) and translating the concept of a meteorological drought to an agricultural drought remains problematic (Black et al., 2016b). In addition, it only provides a single snapshot of the season outlook on a monthly timescale rather than assessing the consequences of the associated risks. Drought monitoring products need to have the ability to predict agricultural drought as early as possible, utilize already existing operational satellite data and should be easy to implement in addition to being crop specific (Niemeyer, 2008). In Sub-Saharan Africa, National Climate Service Centers provide some information on drought situation in the country or region, but products are least developed, operational and utilized at the optimum level (AMCOMET, 2013). Efforts like ENACTS (Enhancing National Climate Services) demonstrate innovations to improve climate service provision by African National Climate Centers through developing derived climate information products and disseminate through online “Maprooms” (Dinku et al., 2014). The new TAMSAT-ALERT framework for agricultural decision support is one way to enhance early warning systems through utilization of historical satellite data in combination with numerical models for evaluating climatic risk associated on crops throughout the growing season. Results over Ghana showed ability to estimate climatic risk on maize yield 6–8 weeks ahead of harvest and evaluate impact of regularly issued seasonal forecast of rainfall and temperature on maize yield estimation (Asfaw et al., 2018). Chapter 2 moreover, showed that most predictive skill emanates from evaluation of the season progress, rather than the seasonal forecasts. This chapter therefore focuses on, the application of the TAMSAT-ALERT system for monitoring agricultural drought throughout the growing season using Water Requirement Satisfaction Index (WRSI) estimated from soil moisture model (chapter 3) and tries to associate agricultural drought risk in comparison to historical conditions.
4.1.2 Study objectives

This chapter aims to produce a comparison between meteorological and agricultural drought measures with validation against observed maize yield. It demonstrates the use of the TAMSAT-ALERT framework (chapter 2) as a prediction tool for agricultural drought within the growing season. Therefore, the chapter focuses on the following research question:

*How robustly do model outputs such as soil moisture and Water Requirement Satisfaction Index (WRSI) represent agricultural drought compared to meteorological based metrics such as Standardized Precipitation Index (SPI)?*

To address the research question the following objectives are set:

- To evaluate how meteorological drought index SPI relates to maize yield over Kenya.
- To demonstrate the WRSI metric as early drought warning system by comparing it with country wide average yield for maize and evaluate the improvements from using SPI as a measure of agricultural drought.
- To evaluate the predictive potential of WRSI due to the incorporation of the historical soil moisture in drought prediction rather than only using seasonal forecast of weather as a means of indicating the season outlook.

4.2 Data and methods

4.2.1 Study area

The study was conducted in Kenya located between -4.87° N and 5.87° N latitudes and 33.12° E and 41.87° E longitudes (Figure 4.1). The choice of the location was due to availability of data and the region is being affected by continuous drought. The country’s climatic zones also consist the western part which is more humid and wet whereas the north and eastern part is semi-arid and dry allowing to see the performance of the TAMSAT-ALERT system in predicting and monitoring drought within a crop growing season. Additionally, the study use maize and this crop is a staple in Kenya. The topography of the country signifies low lands (<1200 masl) in the northern and eastern part of the country while high lands and mountains dominate (>1800 masl) in the central
and western part of the country. The country has a diverse climate where the western part is dominated by humid to sub-humid climate with average annual rainfall of about 1000 to 2000 mm with a bi-modal seasonal cycle with no distinct dry period between the seasons (see Figure 4.3(a) and Figure 4.3(c)), the average temperature is 15°C–18°C and a growing period of 180–270 days for sub-humid and above 270 days for humid regions (Kamoni et al., 2007; Kinyanjui et al., 2014). The climate of the eastern part is predominantly semi-arid with characteristically erratic and unreliable rainfall. Mean total annual rainfall ranges from as low as 300 mm to 1000 mm. The rainfall in the eastern part of the country follows a distinctly bi-modal with the main rainy season being March to May and second season October to November (see Figure 4.3(b) and Figure 4.3(d)). The average annual temperature is also higher than the western part of the country ranging between 24°C–30°C. Figure 4.2 shows the annual mean precipitation and temperature for the period 1983–2018.

East Africa rainfall is generally extremely heterogeneous due to topography, presence of Lakes, the maritime influence and seasonal tropical circulation (Nicholson, 2017). The typical explanation of the seasonal cycle of precipitation in the eastern Africa region is due to the seasonal migration of the Intertropical Convergence Zone (ITCZ) where the long rains occur as the ITCZ migrates northward and the short rains occur as it travels southward (Hession and Moore, 2011). But this is not the only explanation for the rainfall variability in the region rather, investigation of the wind regime in the region suggests differences in the seasonal cycle, large-scale teleconnections, and spatial patterns of variability play greater role too (Nicholson, 2017). Features like Lake Victoria for instance plays a greater role in creating mesoscale circulation system triggering strong nighttime rainfall in the western side and afternoon rainfall eastern side (Nicholson, 2017) which is one reason western Kenya has a higher rainfall. The El-Nino Southern Oscillation (ENSO) also influences east African rainfall and it is associated with prevalent positive rainfall anomaly conditions over the eastern Africa region (Schreck III and Semazzi, 2004).
Figure 4.1: Study area with the topography of the region (color representing height above sea level in meters). The blue dots represent four locations in different part of the country where further analysis is done.

Figure 4.2: (a) Mean annual precipitation and (b) mean annual temperature in the study area.
4.2.2 Data used

The data set required to run the TAMSAT-ALERT system for estimating soil moisture is explained in chapter 3. For this study, daily precipitation data from Tropical Applications of Meteorology using SATellite and ground-based observations (TAMSAT-v3) was used by re-scaling the grid size to 0.25° spatial resolution. Other climatic data sets required for TAMSAT-ALERT were taken from NCEP reanalysis data (Kistler et al., 2001) which is provided with a 2.5° spatial resolution at a global scale and re-scaled to a 0.25° spatial resolution and daily temporal scale. In addition, to run the model maize crop which was planted March 1st is used having a maximum rooting depth, plant height and leaf area index of 0.8 m, 0.7 m and 2.0 respectively. Details of the model driving dataset and setup is described in section 3.3.1 and section 3.3.2.

Figure 4.3: Daily rainfall average (1983–2018) for four locations specified in Figure 4.1. Rainfall has two seasons but in the western part there is no distinct dry period between the long rains and short rains.
4.2.3 Standardized Precipitation Index (SPI)

SPI is the most widely used drought indices globally. This index utilises a long term monthly precipitation time series to compute SPI values. The method takes the time series of long term precipitation and fits a gamma distribution for the specific location and time step. After determining the cumulative density function (cdf) of the gamma distribution, it converts it into a normalized Z-score value in order to make the values comparable to each other (McKee et al., 1993). SPI values range between -4 (extreme dry condition) and +4 (extreme wet condition) where, the negative values indicate drought conditions and the positive values indicate wet conditions. These values are arranged in a way to give a descriptive value for the drought and it is considered that the drought is sever if the SPI index falls below -1.5. The calculation of SPI values can be done over a different time scale starting (e.g. 1-, 3-, 6-, 12-, 24-, 48 months) and each time scale can help to determine from short term important indication like soil moisture to a longer term impact on ground water supply (Haied et al., 2017).

SPI values are calculated by fitting a gamma probability density function to a precipitation total of a specific location. The distribution function is given by Equation 4.1.

\[ g(x) = \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha-1} e^{-x/\beta} \]  

(4.1)

where \( \alpha \) is shape parameter and \( \beta \) is the scale parameter. Both values \( \alpha \) and \( \beta \) are greater than zero. \( x \) is the precipitation amount \( (x > 0) \). The gamma function \( \Gamma(\alpha) \) is calculated based on Equation 4.2 where \( \Gamma(\alpha) \) represent the gamma function.

\[ \Gamma(\alpha) = \int_0^\infty y^{\alpha-1} e^{-y} dy \]  

(4.2)

the shape parameter \( \alpha \) and scale parameter \( \beta \) are given by Equation 4.3 and Equation 4.4 respectively.

\[ \alpha = \frac{1}{4A} \left(1 + \sqrt{1 + \frac{4A}{3}}\right) \]  

(4.3)
\[ \beta = \frac{\bar{x}}{\alpha} \]  

\[ A = \ln(\bar{x}) - \frac{\sum \ln(x)}{n} \]  

The simplicity and robustness of the method makes it more preferable and used widely to describe the drought condition globally. SPI is considered by the World Meteorological Organization (WMO) as the benchmark index for measuring meteorological drought (WMO, 2012) but, since it only base on the precipitation values only it does not take into account climatic condition such as the temperature which also has a large impact on drought conditions of an area.

### 4.2.4 TAMSAT-ALERT drought prediction method

TAMSAT-ALERT drought prediction works based on the framework described in (Brown et al., 2017; Asfaw et al., 2018). The main concept of using the framework for drought monitoring lies on the use of Water Requirement Satisfaction Index (WRSI) as explained in chapter 3. WRSI is used rather than direct soil moisture estimates as the WRSI value is estimated for the growing season of a crop unlike the soil moisture thus accounting for the variability in crop type while monitoring agricultural drought. In order to use TAMSAT-ALERT for drought prediction over Kenya, the soil moisture model was run using the driving weather data set and four layers of soil with depth 0.1 m, 0.25 m, 0.65 m, and 2 m respectively. Here the “crop mode” was activated allowing a variable plant root depth, plant height and leaf area index to be used. Outside the growing season, the model ran a bare soil moisture model with the minimum planting root, plant height and leaf area index of 0.1 m, 0.1 m, and 0.006 respectively. These minimum values were given as the soil is not going to be completely devoid of vegetation and transpiration (chapter 3). After the planting date of the crop, which is set to be March 1st, the model will run according to the variable crop parameters at each four stages of the crop (initial, development, middle and late stages). The end of each stage is determined according to the accumulated growing degree days (GDD) for maize crop estimated from the model.

The soil moisture model output WRSI values calculated within the period of interest which
is the period from planting to harvesting and determined by the cumulative GDD. Initially TAMSAT-ALERT system runs the soil moisture model to obtain historical values and then it runs the soil moisture model again from the specified forecast date till the end of the period of interest (harvesting date) using historical weather data from the climatology. Here the climatology period was set to 1983–2012, hence, the model ran using 30 years of data from the forecast date till the crop harvesting date resulting in 30 ensembles of soil moisture values and soil moisture availability factor ($\beta$). The soil moisture availability factor ($\beta$) is used to calculate the WRSI value (chapter 3), where WRSI is the average $\beta$ with in the growing period (the period planting to harvesting) resulting in a single annual quantity unlike that of $\beta$ which is a daily value. Figure 4.4 shows an example of a total soil moisture prediction for a single location in Kenya (Nakuru). This output is used to determine the soil moisture availability factor and the WRSI values hence can be presented as an example on how the drought prediction method works with in TAMSAT-ALERT system.

The following points explain what is represented in Figure 4.4:

a) The vertical green lines indicates the period of interest. The period of interest is always between the user defined planting date and spatially variable climatological harvesting date of the crop. Here the crop was planted on March 1\textsuperscript{st} 2009 and harvested September 22\textsuperscript{nd} 2009. This period is used to calculate the ensemble mean and standard deviation later.

b) The red vertical line represents the forecast date (April 1\textsuperscript{st} 2009). The forecast date could be any date within the period of interest (between the green lines) and the ensemble forecasts are made from this date to the end of the interest period.

c) The solid black line shows the historical moisture (what already happened in the year).

d) The colored lines between the forecast day and the end of interest period are the percentiles of the ensemble forecasts. The values are from the 10\textsuperscript{th} to 90\textsuperscript{th} percentile. Actually there are 30 ensemble values resulting from the 30 years of climatology driving data used.

e) The dark gray shade represent the climatology range with in unit standard deviation and the light gray shade shows the climatological maximum and minimum.
Based on the historical WRSI values, the system generates a distribution using climatological mean and standard deviation. Then a second probability distribution is created using the mean of the and standard deviation calculated from the WRSI values within the period of interest. Here it should be noted that the mean and standard deviation are based on both the historical values within the period of interest and the ensemble forecasts within the period of interest. This helps to account for the antecedent moisture and the impact it has on the overall outcome of the whole season.

![Total soil moisture for layer 1 and 2](image)

Figure 4.4: Total soil moisture for the first two layers at Makuru. The green vertical lines represent the planting and harvesting dates of maize, the red vertical line shows the date the forecast was made, the dark gray shade is the climatological value with +/-1 standard deviation, the light gray shade shows the climatological maximum and minimum value. The solid black line indicates the historical soil moisture and the percentile lines are derived from the 30 ensemble values and each line represent the percentile values indicated in the legend.

The two distributions; one from the climatology and the other from the combined historical and ensemble within the period of interest, are then compared to determine the probability of the WRSI being below average (<0.5 probability) and well below average (<0.25 probability) against the climatology at each location. These two probability thresholds signify the drought conditions
in the area where if the well below average probabilities indicate a severe drought levels in the area and the below average probability indicate a lesser drought level. These probabilities only indicate the climatic risk due to agricultural drought but does not consider the many other factors that might cause the damage on crops such as pest, disease and poor soil fertility.

4.3 Results

4.3.1 Comparison of SPI and soil moisture metrics

Soil moisture availability ($\beta$) is used to estimate the WRSI in the growing season (chapter 3) which serves as an indicator for agricultural drought in TAMSAT-ALERT system. Therefore, the correlation between the soil moisture availability ($\beta$) and SPI values at different time scale are presented to see how the meteorological drought and agricultural drought are related. First, the monthly time series of SPI was calculated and scaled from zero to one. Secondly, the daily soil moisture availability factor was weighted by the fraction of crop harvested area for each grid cell (Figure 4.9). The weighted daily $\beta$ values were then converted into monthly average values. These monthly values were correlated with the monthly SPI values for the different aggregation periods (1-, 3-, 6- and 12-months). The result indicated in Figure 4.5 shows that the meteorological drought indicator SPI aggregated to three and six months are more correlated to soil moisture availability than the one month and 12 months aggregated SPI. A similar comparison of SPI and agricultural drought indicator - Soil Moisture Deficit Index (SMDI) over the Blue Nile river basin in Ethiopia showed that SPI-3 is highly correlated with SMDI (Bayissa et al., 2018). This mainly occurs as the 3-months and 6-months SPI aggregates rainfall condition over a more extended period and within this period the soil moisture responds to the rainfall condition. However, SPI is a rainfall-based metrics and soil moisture responds not only to rainfall but also to the evaporation in the region; therefore, the 3-months and 6-months SPI values are not a direct representation of the agricultural drought. Tian et al. (2018) showed that in the south-central United States soil moisture is better represented with a drought index that accounts for rainfall and potential evapotranspiration.
Meteorological drought indicator SPI is calculated on monthly basis using different aggregation timescales, but WRSI value is calculated only for the growing season as an average value hence direct comparison of SPI values of different aggregation time with WRSI can not be done. However, considering the 3-months and 6-months timescale SPI values for the end of growing season month (September) correlation was done with WRSI value. Figure 4.6 shows the correlation value for SPI-3 and SPI-6 with WRSI for the end of the season. The values of the correlation indicate that end of season SPI-3 is poorly connected to WRSI while SPI-6 is better correlated. This represents
using SPI-3 as a proxy for agricultural drought indication is not viable.

Figure 4.6: Correlation of SPI-3 and SPI-6 with WRSI. Comparison was done using end of season (September) SPI values.

Figure 4.7: Standardise anomalies of SPI-3 and SPI-6 of September with maize yield over Kenya. The Figure indicates that SPI-3 is less correlated with season yield and SPI-6 is better correlated with season yield.

Similarly, a comparison of SPI-3 and SPI-6 values with countrywide average maize yield obtained from FAOSTAT (http://www.fao.org/faostat/en/#data) was done. Figure 4.7 compares the standardized anomaly of SPI-3 represent a drought period in years where the yield was high and SPI-6 on the other had better replicate the yield pattern. Figure 4.8 shows the correlation
between countrywide maize yield and SPI values at three and six months aggregate, where SPI-3 has a 0.26 correlation and SPI-6 has a 0.46 correlation. This shows that longer time aggregates are better representatives of the overall countrywide yield outlook that the SPI-3. In the south-central United States, maize yield was highly correlated with June SPI value as this is the period where maize yield most sensitive to water supply (Tian et al., 2018). Therefore, the weak correlation of SPI-3 could be associated with the fact that the maize in Kenya was not sensitive to three months aggregate rainfall as the growing season is nearly six months long from March to September. This result tells the fact that only using the rainfall does not reveal much about the yield outcome of a season; hence monitoring yield and drought impact on agriculture should be based on the soil moisture condition throughout the season.

Figure 4.8: Scatter plot of SPI-3 and SPI-6 with maize Yield over Kenya. The September SPI value for 3-month and 6-month timescale was used. The blue line represents the best fit line for SPI-3 with correlation coefficient of 0.26 indicating poor correlation. The red line represents the best fit line for SPI-6 with correlation coefficient of 0.46 indicating improved correlation.

4.3.2 Comparison of WRSI with crop yield

Figure 4.10 indicates the anomalies of countrywide WRSI and maize yield. Maize grown during the primary rainy season, planted in March and harvested in September, was used for this analysis for which WRSI was estimated. The county crop yield data of maize of 35 years (1983-2017) were
taken from FAOSTAT (http://www.fao.org/faostat/en/#data). The figure shows that WRSI is related to the maize yield harvest for many of the years. For example, in 1985–1990 both WRSI and maize yield have positive anomalies indicating there was no intense drought in the country in that period, data from EM-DAT (https://www.emdat.be/) also supports this as there was no record of drought during this period. The year-to-year variability is high, but WRSI represents the overall pattern in countrywide maize yield over Kenya. The observed discrepancies between the WRSI and yield could be associated with many factors like the use of single planting time for all years, soil type and the weighting of maize harvest area fraction. A correlation analysis was also done (Figure 4.11) with the WRSI values which are spatially weighted by harvest area fraction for each grid cell shown in Figure 4.9 and countrywide average maize yield data weighted by total harvested area to analyse if WRSI affects the country maize yield. The result shows that the overall correlation is about 60%. Other studies have shown that WRSI well represents maize yield over Ethiopia, especially in identifying water limited and water-unlimited districts (Senay and Verdin, 2003) and in Zimbabwe where WRSI was used to estimate maize yield and showed a significant correlation (Verdin and Klaver, 2002). Looking at Figure 4.11 and Figure 4.8 WRSI value correlation improved by 14% from SPI-6 values of September. This indicates that the use of soil moisture is a better indicator for agricultural drought impact on maize yield rather than using rainfall as a single indicator. Although countrywide yield is not only related to soil moisture deficit but also other factors like soil fertility, pests, and diseases (Machado et al., 2002), there is still a strong correlation with WRSI. Hence, WRSI could be used as a proxy to predict the outlook of the season related to drought and its consecutive impact on overall crop production.
Figure 4.9: Average fraction of grid cell for maize harvested from 1997–2003 in Kenya (Monfreda et al., 2008). This fraction of harvested area fraction was used to weight the WRSI values for further analysis.

Figure 4.10: Standardise anomalies of WRSI and maize yield over Kenya.
4.3.3 Demonstration of TAMSAT-ALERT: drought forecast case study over Kenya

Over the past 35 years (1983–2017), Kenya has faced many years of severe droughts of which 2009 was one year where the average countrywide maize yield was very low (Figure 4.10) (Masih et al., 2014). This year was associated with relatively low rainfall during the primary growing season (March-April-May) resulting in a strong meteorological drought. Figure 4.12 indicates the SPI-1, SPI-3, SPI-6 for March, April and May of 2009. The 3- and 6- months aggregate SPI values indicate that there was a meteorological drought in the growing season due persistent below average rainfall. The 3-months and 6-months aggregate SPI usually is taken as a proxy to show a deficiency in soil moisture which is considered agricultural drought but, as shown in section 4.3.1 and 4.3.2, SPI-3 is less correlated with maize yield over Kenya and SPI-6 was not as highly correlated as WRSI with maize yield. Therefore, WRSI is used as an early indicator of season yield and the impact of the climate over agriculture. Based on the forecasts of WRSI made for the season at the beginning of each month the overall season outlook was associated with intense agricultural drought as indicated in Figure 4.13. The figure shows the probability of well below average (<0.25 probability) and below average (<0.5 probability) values for the WRSI.
of the growing season based on maize crop planted at the beginning of March. March 1, 2009 forecast indicates that at the start of the season the outlook is that the eastern part of the country is going to face a lower WRSI value indicated by the higher probability, but there is a minor chance that the WRSI value of the season is going to fall well below average (<0.25 probability) compared to the climatology. April 1, 2009 forecast, one month into the growing season, the outlook suggests that southern part of the country will face strong drought probability indicated by the well below average WRSI value and almost all part of the country will face a below average WRSI compared to the climatology. High probability shows that 2–3 months before the harvest period (September) that the overall indication is that there will be a poor harvest in the season. May 1, 2009 forecast, two months into the season it is evident that the season will be associated with a significant drought which leads to crop failure.

![SPI-3 for March, April, May of 2009 in Kenya](image)

Figure 4.12: SPI-3 for March, April, May of 2009 in Kenya. The three-month aggregate SPI indicates the persistence of the rainfall shortage which also used as an indicator for a decrease in soil moisture level due to a prolonged lack of rainfall. SPI-6 of the main rainy period in Kenya March-April-May for the 2009 season shows that the season is associated with intense drought over the country which persisted over the past six months for each month. This persistence of the meteorological drought is the one that is associated with the agricultural drought leading to lower soil moisture availability.
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Figure 4.13: WRSI forecast at the beginning of each month for the primary growing season March-April-May for 2009 season. Green color indicate the regions with lower chance of WRSI value being below the threshold indicated and the brown color indicate those region having high chance of being above the threshold probability.

Figure 4.14 shows the WRSI forecasts at the end of each month in the primary growing season and the results indicate that there is even a strong probability of getting below average and well below average water requirement satisfaction for the crop. At the end of each month, the forecast indicates that three months into the season there will be a 100% chance that the WRSI values will be well below the average compared to the climatology. This indicates that the main rainy
period has failed and no matter what happens after this the crop failure is imminent. In 2009 the overall country average yield was low as shown in Figure 4.10 which supports the forecasts from TAMSAT-ALERT as early as 2–3 months. Hence, TAMSAT-ALERT can anticipate, 2–3 months ahead, that there will be a very poor season harvest at the end of the season as the main rainy season period is strongly associated with high probabilities of below average WRSI.

Figure 4.14: WRSI forecast at the end of each month for the primary growing season March-April-May for 2009 season. in Kenya at the end of the main rainy season there was a 100% chance that the WRSI will be well below average.
Seasonal weather forecasts and outlooks are issued at the beginning of each month (e.g. GHA-COF), but the impact of the climate is generally delivered at the end of the season. Hence, it would be difficult to take appropriate measures in relieving the impact especially in the case of drought. TAMSAT-ALERT system is beneficial with this regard as it allows to monitor the condition as the season progress. Figure 4.15(a) shows the FEWSNET estimated outlook on food security which is issued in August 2009 for Kenya (FEWS, 2009) and Figure 4.15(b) shows a similar outlook of the season in terms of WRSI probability for Kenya forecasted at the end of May 2009. It clearly indicates that the 2009 season crop production in Kenya is going to be severely affected and it is confirmed that at the end of August by FEWSNET that most of the country except western region near Lake Victoria are highly or extremely food insecure. This shows that based on the TAMSAT-ALERT system of following the season outlook it is possible to anticipate climatic impacts as early as 2–3 months and the spatial variability is well captured.

One of the recommendations for climate services in sub-Saharan Africa is that the climatic forecast should include probabilistic impacts on agriculture which are updated through the growing season enabling a range of decision-makers to take multiple climate risk management interventions (Hansen et al., 2011). TAMSAT-ALERT is such a tool that helps to monitor climatic risk (e.g. drought) through the growing season. Figure 4.16 shows the WRSI forecast ensembles for four
locations in Kenya (Kitale, Nakuru, Wajiri and Makindu). In the western part of Kenya at the end of May, the probabilities are very low for falling well below average values of WRSI climatology indicating that the drought condition in the region is not as strong as that of the eastern and southern part of the country. In the eastern and the southern part, we can see that there is a 100% chance that the WRSI values will fall well below average from the climatology indicating that no matter what happens after this period that drought is imminent which will lead to lower crop yield harvest at the end of the season. In addition to the low rainfall over the MAM season, the eastern and southern part of the country (locations like Wajiri and Makindu) are located in the semi-arid environment and follow a distinct two season rainfall. Therefore, the use of long growing maize is not a preferred choice which pushes the growing season to include the dry period. However, TAMSAT-ALERT accounts for the climatology which also include the dry season hence provide a reasonably reliable estimate of the growing season as shown by the comparison with the FEWSNET season outlook issued in August 2009 (FEWS, 2009). A similar result of the top two layers (0.35 m depth) of soil moisture results presented in Figures C.1.1 and C.1.2 (Appendix C.1) indicate that for the eastern and southern locations a dry period follows after the MAM season.

Figure 4.16: Ensemble of WRSI forecast for specific locations over Kenya for 2009 season. The result indicates that in the western part of Kenya (Kitale and Makurdu) even at the end of the season the outlook for drought occurrence cannot be definitively determined instead there is a strong chance that the WRSI values are going to be below average. Whereas in the eastern and southern part of the country (Wajiri and Makindu) it can be seen that all the ensembles are below one standard deviation from the climatological mean indicating that there is a high chance of drought occurrence in the season.
4.4 Discussion and Summary

This study evaluated the performance of TAMSAT-ALERT system in monitoring agricultural drought through the growing season using WRSI and compared it with the performance of commonly used meteorological drought indicator-SPI over Kenya. Maize is one of the primary crops grown in Kenya and this study examined the relationship between maize yield and the drought indices SPI and WRSI using the period (1983–2017). The results indicate that SPI-3 has a weak correlation with maize yield while SPI-6 and WRSI are better correlated with maize yield over Kenya with 46% and 60% correlation coefficient respectively. Despite the many factors that could affect annual maize yield in a region like sowing date, maize variety, soil texture, elevation and disease (Machado et al., 2002; Bonelli et al., 2016), WRSI values were observed to track the variation in maize yield over Kenya well. A similar implication of WRSI value based on the FAO calculations was also found in Ethiopia where WRSI is highly correlated with maize yield and helps to identify water limited and water unlimited districts (Senay and Verdin, 2003). Moreover, maize yield estimated by regression using WRSI as an independent variable showed a strong agreement in Zimbabwe (Verdin and Klaver, 2002). Comparing it with SPI, which is a retrospective approach; where we only see the drought after it occurs the use of TAMSAT-ALERT method, can estimate the likelihood of agricultural drought occurrence ahead of season harvest. In addition, SPI is calculated on a monthly scale and it is hard to follow the progress of the season before the end of each month, but the TAMSAT-ALERT system using WRSI can be used to evaluate the condition of the season at any time within the growing period using sub-monthly data. Based on the case study presented for 2009 season over Kenya, it is shown that TAMSAT-ALERT predicts WRSI as early as 2–3 months ahead of season harvest (Figure 4.15). Since there is a significant connection between WRSI and annual maize yield over Kenya, the implication for an early warning system on the outlook of the season for food shortage is paramount as conventional crop surveys are available few months after harvest and this delays decision that needs to be taken on necessary measures if there is a poor harvest.

Despite the interest of farmers in receiving seasonal forecasts combined with additional information from climate service providers; Regional Climate Outlook Forums and National Climate Service providers tend to gravitate towards safe forecasts by giving higher probabilities to the middle tercile and this tendency is partly responsible for the failure to indicate the below-normal
rainfall that occurred in major growing seasons (Hansen et al., 2011; Walker et al., 2019). For example, at the end of May 2009 for Kenya the season was considerably dry resulting a strong meteorological as well as agricultural drought (Figure 4.12 and Figure 4.14) but this information is not contained within the seasonal forecast. A further drawback of depending on forecasts for seasonal decision-making relates to the fact that it does not consider the historical observations (Hansen et al., 2019), but TAMSAT-ALERT system allows to compare the forecasts with historical observations and provide ongoing monitoring of the season in a form exceedance from the historical climate distribution. A combination of monitoring and forecasting is required for assessing risks of the climate on agriculture because occurrence of an adverse event depend both on the past and the future weather within the growing season. The new system connects the forecast with historical variability which add the value of past conditions awareness and allows decision-makers to use the system even in the absence of seasonal forecasts. In addition, the forecasts made by TAMSAT-ALERT can be compared with user defined thresholds for instance the values below average (<0.5 probability) and well below average (<0.25 probability) for the WRSI are thresholds to indicate the significant agricultural drought levels.

This study showed that TAMSAT-ALERT adds relevant information on top of the seasonal weather forecast to decision-makers and farmers regarding the seasonal progress and its impact on crop yield. The findings and methods presented here offer the potential for a new actionable product of drought outlook for food security analysis. Further developments will include a rigorous assessment of forecast skill and improved functionality, including variable planting date and crop type.
Chapter 5

TAMSAT-ALERT for short term applications: Planting date decision making

This chapter explains and demonstrates how the TAMSAT-ALERT framework (chapter 2) is modified to develop a decision making criteria to identify an optimum planting date for maize crop over western Kenya. Choice of planting time is one of the critical decisions made by farmers every year it is paramount to get the optimum date as it determines further farming practices like fertiliser application, harvesting time and second crop planting. The chapter explains how historical weather and numerical models can be integrated for identifying an optimum planting time for maize in western Kenya and evaluate the decision-making criteria. The main objectives were designing operationally viable planting date decision-making methodology using TAMSAT-ALERT framework, exploring links between environmental conditions and optimal planting date and demonstrate the application (section 5.1.2). Western Kenya is chosen as there were farmers field data on planting time and maize yield to evaluate the new decision-making criteria and allowed for further operational trials as this work was done in collaboration with an institute that works in advising farmers on agricultural practices in the region (One Acre Fund (https://oneacrefund.org/)). Using satellite estimate of weather data from Climate Hazards Group InfraRed Precipitation with Station data (CHIRPS) rainfall estimate and National Center for Environmental Prediction (NCEP) reanalysis the chapter used three methods of planting date decision making for the region including local recommendation by agricultural advisory ser-
service provider (One Acre Fund method), an objective rainfall season start identification method (Onset method) and the newly developed TAMSAT-ALERT planting date method (TAMSAT-ALERT PD) and evaluate the methods for two growing seasons (2016 and 2017) for which field data were available (section 5.2.3). The first two methods are solely based on the rainfall, while the new method explained in this chapter include the use of soil moisture and WRSI (chapter 3). The results indicate that farmers planting date choice is very diverse spatially reiterating the fact that more factors which are non-climatic are considered for the choice of planting time (section 5.3.1). Comparing the new TAMSAT-ALERT PD with the farmers practice it helps to identify clusters of regions in western Kenya where planting time is similar however the spatial diversity of farmers planting time is not captured (section 5.3.2). The yield comparison between the actual farmers planting date and the planting date that would have been recommended using the new method showed that those farmers who planted later than the prescribed date obtained significantly lower yield hence, the current advice for farmers would be to start planting if they have not started yet (section 5.3.3). Planting time adjustment is one of the ways that can quickly be adopted by farmers to utilise the season effectively without any cost and helps to enhance productivity. Therefore, evidence-based advice on planting date benefits farmers by reducing the risk of crop failure due to water stress during the growing season or germination failure at the beginning of the season. This chapter for the first time introduced an operationally viable planting date decision-making method and evaluated it in western Kenya. The new planting date identification approach is currently being used operationally in Uganda and Zambia (not included in this thesis) and the response of the local advisory service is very positive. The next steps will involve the development of this tool with a user interface and training for the local advisory service providers so that they can operate it in conjunction with other climate services like weather forecasts and season outlooks.

5.1 Introduction

5.1.1 Background

Choosing the right time for planting that would maximise productivity from their crops is a challenge faced every year by many farmers (Sacks et al., 2010). This planting period is very variable as the weather is highly variable and uncertain, especially for Sub Saharan Africa (SSA)
where most of the crop production is based on rainfed agriculture system (Waongo et al., 2014, 2015). In practice, planting date for rainfed farming depends on the onset of rainfall (Wang et al., 2008). For example, in Burkina Faso farmers make planting decision from their experience in the previous year with small adjustment based on short term assessments of the upcoming season (Ingram et al., 2002). However, the occurrence of unexpected and prolonged dry spells after the start of the rain season presents a significant risk for farmers (Wang, 2005; Marteau et al., 2011). The significance of planting date in the season farming calendar emanates from the fact that it determines the timing of other farm operations like land preparation, fertiliser application, weeding, harvesting and even the time of second crop planting if there is one (Hassan, 1996; Wolf et al., 2015). Planting time also has an impact on the yield of crops in combination with other factors (Marteau et al., 2011; Sacks et al., 2010; Bondeau et al., 2007; Stehfest et al., 2007). Planting date selection is also considered one of the adapting strategies in improving productivity in changing future climate (Tubiello et al., 2000) and studies of climate change impact on crop productivity have shown the influence of variation of planting date on yield of crops like maize and wheat (Challinor et al., 2007; Thornton et al., 2014). Srivastava et al. (2016) also shown the response of model crop yield to different planting dates and environments is hugely variable.

Planting dates are very variable both regionally and seasonally and the variability arises from variations in soil moisture availability during planting periods, farming operation practices such as harvest times of the preceding crop, and availability of farming inputs such as seeds, fertiliser and labour (Harrison et al., 2000; Chmielewski et al., 2004). Despite the importance of planting date decision making, there is no operationally viable planting date decision-making tool. Instead, there are tools that are based on local expert knowledge of farmers’ practices which are compiled in a lookup table for users to choose depending on their location agroecology where the FAO generic Crop Calendar (http://www.fao.org/agriculture/seed/cropcalendar/welcome.do, last accessed: August 2018) and Global Yield Gap (http://www.yieldgap.org/, last accessed: August 2018) are good examples (Wolf et al., 2015). The FAO Crop Calendar provides information for more than 130 crops, located in 283 agroecological zones of 44 countries whereas Global Yield Gap has collected local planting date of eight major crops including wheat, rice, maize and sorghum over the world and for about 15 countries in SSA. These data sets on planting date are available for users, but the drawbacks of this approach are that similar planting dates are advised year after year, irrespective of the variability in rainfall and there is no consideration for
local variation in varieties of crops. Also, these planting dates are subjective as they depend on local expert knowledge of farmers’ practices (Wolf et al., 2015). Another global crop planting date available for use is based on ten years (1990-2000) average of planting date recorded from six different sources over the globe for 19 major crops (Sacks et al., 2010). The main similarity between the above planting date sources is that all of them are not operational tools; instead, they are records based on local practice making it difficult to update to changes in local conditions. An alternative approach in choosing optimum planting date at a global level is to select a planting date based on optimising the yield obtained using a crop model (Stehfest et al., 2007; Liu et al., 2007). However, such a methodology relies on the crop models in question capturing the observed relationship between crop yield and planting date.

Besides local planting records, other approaches use measurable climatic variables (rainfall and temperature) to determine optimal planting dates for different crops at global and regional scales. For example, Waha et al. (2012) presented climate-driven global planting date for 11 major crops based on climatic conditions and crop-specific temperature requirements. The results showed that planting dates estimated from climatic conditions agree over 60% of the cultivated area with a difference of less than one month compared to observed planting date indicating that planting date for rainfed farming could be estimated from climatic conditions for large parts of the earth. The methodology used for this research is based on the assumption that planting date is dependant on the inter-annual variability of precipitation and temperature, and the temperature of the coldest month \( T_{cm} = 10^\circ \text{C} \). With this, it created a set of criteria to determine precipitation seasonality and temperature seasonality from annual variation coefficient values calculated as the ratio of the standard deviation to the mean \( CV_{\text{precip}} = 0.4 \) and \( CV_{\text{temp}} = 0.01 \) from which planting dates were estimated (Waha et al., 2012). Sacks et al. (2010) provide a global planting date data for crops by identifying the precipitation and temperature limited regions through an examination of local planting date with temperature, precipitation and potential evapotranspiration from a 30-years climatology. The data defined locations of precipitation and temperature limited planting dates over the globe for 19 crops.

There is also research on the estimation of planting date with a focus on individual countries and crops. For example, Dobor et al. (2016) used soil temperature and soil moisture to determine planting date under climate change using 4M crop model to set soil specific variables. Eight
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criteria were used to determine planting date of Maize over Hungary whereby the criteria combine average daily air temperature at 2 m ($aT$), total precipitation amount of the last three days (3dayTprec), the normalised water content of the topsoil ($NWC$) and temperature of the topsoil ($soilT$). The result showed maize planting should follow when $aT > 12^{\circ}C$ for 5 days and $20\% < NWC < 80\%$ and $soilT > 10^{\circ}C$ for 5 days. Studies have tried to establish criteria to identify optimal planting dates for crops at local levels in sub-Saharan Africa too. For instance, different approaches have attempted to optimise planting date for maize and millet in Africa, which are among the staple crops in many African communities (Sultan et al., 2005; Waongo et al., 2014; Kamara et al., 2009). Wolf et al. (2015) found that in Burkina Faso, model-based planting date determination worked very well for maize and sorghum. The study used the WOrld FOod Studies crop simulation model (WOFOST) to simulate maize and sorghum and applied different rules for setting the planting date. The planting rules were determined based on available soil water (cm), the cumulative amount of rainfall (cm, as counted between earliest and latest possible sowing date), and initially available soil water (cm) in initial rooting depth. The planting date identified for the region should use a maximum of a 40-day window around the estimated planting date given by the FAO Crop Calendar and maize should be sown from day 160 to 200 of the year with a 30 mm cumulative rainfall within the planting window and a 20 mm available soil moisture in central Burkina Faso. For the humid regions in the southern part of Burkina Faso, a 20 mm or more cumulative rainfall within the planting window and 10 mm available soil moisture level should be used (Wolf et al., 2015). A study conducted in Ghana used LINTUL5 crop model embedded into SIMPLACE (Scientific Impact Assessment and Modelling Platform for Advanced Crop and Ecosystem Management) combined with a soil water balance model (SLIM) maize yield in central Ghana to simulate maize yield by assuming eight planting dates based on different criteria that are deterministic and involving probabilistic values. The results showed that probabilistic planting date determination approaches with the assumption of normally distributed sowing dates around the sowing day estimated with a rainfall based rule (20 mm rainfall within seven days) was found to capture the spatial and temporal variability of maize yields in central Ghana than deterministic approaches (Srivastava et al., 2016).

In general, the discussions above indicate the importance of identifying an optimum planting date for crops in every region. Delaying planting due to lack of a reliable method to define the season onset, for instance, force farmers to plant late in the Sahel (Bussmann et al., 2016). Consequently,
such planting delays result in ineffective utilisation of the growing season and leads to low yield (Bussmann et al., 2016; Wolf et al., 2015). Whereas in Burkina Faso, using an optimum planting date results in an increase in maize yield (Waongo et al., 2014). The planting decision-making approaches discussed earlier are focused on identifying an invariant planting date that optimises crop yield, retrospectively. Some are based on climatic data, some are based on expert’s judgment and others use crop models to determine a planting date that gives higher crop yield. However, in SSA, where the climatic conditions, soil type and crop varieties planted are very diverse, the planting date of crops will also vary spatially and seasonally.

5.1.2 Study objectives

The previous discussion indicates it is crucial to have an operational planting date decision-making tool that considers local conditions. Therefore, this chapter tries to address the need for an operationally viable decision-making method on planting date in Africa. The study evaluates the difference in planting date decision made by three methods which have a significant level of variation in complexity and data requirement as well as how these methods can be operationally available for users to make decisions on planting date. The primary research question for the chapter is:

*How can historical weather information and numerical models be integrated for deciding on the optimal planting date?*

The objectives of this study include to:

- Design a methodology for operationally viable decision making on planting date based on the framework TAMSAT-ALERT.
- Explore the link between environmental conditions and optimal planting date to identify decision-making criteria for planting date in western Kenya.
- Demonstrate the application of the new system in western Kenya and compare it with planting decision made based on local advisory, objectively defined season onset method and farmers practices.
5.2 Data and methods

5.2.1 Study area

The research was conducted in western Kenya between 1.5°N and 1.5°S latitudes and 34.0°E and 35.5°E longitude. The choice of the region for the case study emanates from the availability of field data regarding farmers planting time and observed crop yield from One Acre Fund (https://oneacrefund.org/) for further evaluation of the new planting date decision-making tool developed in this study. The region is characterized by mountains to the east and flat land to the west reaching to Lake Victoria. Figure 5.1 shows the study area with the topography map of the region where the colors represent height above sea level. The climate of the region is humid to sub-humid, shown on Figure 5.2, with average annual rainfall of about 1100 to 1800 mm with a bi-modal seasonal cycle, average temperature 15°C –18°C and a growing period of 180–270 days for sub-humid and above 270 days for humid regions (Kamoni et al., 2007; Kinyanjui et al., 2014). Figure 5.3 indicates the average daily rainfall of the study area. The long rainy season occurs from March to May whereas a short rainy season is not distinct in the region as the region receives rainfall June throughout November. Planting takes place mainly during the March to May rainy season and our research thus focuses on this rainy season (Jaetzold et al., 2006; Mutiga et al., 2015). The explanation of the seasonal cycle of precipitation in the eastern Africa region is discussed in section 4.2.

5.2.2 Data used

The meteorological variables required for the planting date decision-making tool we propose are long-term daily records of precipitation, surface temperature, air temperature, pressure, wind speed, specific humidity and diurnal temperature range. All these data sets, except precipitation, are obtained from the National Center for Environmental Prediction (NCEP) reanalysis (ftp://ftp.cdc.noaa.gov/Datasets/ncep.reanalysis/surface\_gauss/, last accessed: August 2018) (Kanamitsu et al., 2002). These data sets are used to drive a soil moisture model (chapter 3) to estimate soil moisture levels and calculate water requirement satisfaction index (WRSI) for Maize. These reanalysis data are chosen because they are updated frequently and are easily accessible. The daily precipitation estimates are obtained from Climate Hazards Group InfraRed Precipitation with Station data (CHIRPS) which is derived based
Figure 5.1: Study area with the topography of the region (color representing height above sea level in meters) and farmers field locations for 2016 season (black dots) and 2017 season (blue dots).

Figure 5.2: Map depicting the climate-zones of Kenya and the location of the study area (yellow box), Figure adapted from (Kamoni et al., 2007)
on a combination of satellite rainfall estimates derived using Infrared satellite observation of cold cloud duration (CCD) and gauge data from Global Teleconnections systems (GTS) and privately held records (ftp://ftp.chg.ucsb.edu/pub/org/chg/products/CHIRPS-2.0/global\_daily/netcdf/p05/, last accessed: August 2018) (Funk et al., 2015). CHIRPS is one of the widely used rainfall products in Africa in areas of designing drought monitoring and global environmental changes (Funk et al., 2015). The product provides a daily rainfall estimate at a 0.05° spatial resolution. CHIRPS combines a 0.05° resolution of satellite images and data from ground stations to form a gridded rainfall time series. The second version of CHIRPS provides an improved daily rainfall time series (1981-present) with a spatial resolution of 0.05° ranging from 50° S to 50° N and the product is updated regularly (Funk et al., 2015). CHIRPS has been used for applications like drought monitoring (Funk et al., 2015), impacts of climate change and global environmental applications (Abiodun et al., 2017; Zambrano-bigiarini et al., 2017), development of improved precipitation estimate (Ceccherini et al., 2015) and species distribution modelling (Deblauwe et al., 2016).

Planting date and yield data from 4686 farmers for the 2016 season and 1489 farmers for the 2017
season over the study area were provided by One Acre Fund (https://oneacrefund.org/, last accessed: August 2018) which is a non-governmental institute working in eastern Africa providing farming advice. One Acre Fund collected this data during field visits by extension workers. The data contain farmers location, planting date of crop (Maize), different agronomic practices used (fertilizer applied, compost amount applied), problems that were encountered in the season (drought and poor germination) as well as yield values estimated by crop cuts from two 40\(m^2\) areas of each farmers field selected randomly by the extension workers of One Acre Fund. During pre-processing of this data, incomplete data records were removed and therefore, only 2647 farmers from 2016 season and 1404 farmers from 2017 were used for this study.

5.2.3 Methodological approach

This study presents an estimate of optimal planting date for western Kenya using three methods based on local expert judgment for the start of the season, objective estimation of season onset and a combination of soil moisture and Water Requirement Satisfaction Index (WRSI). The methods for optimal planting date estimation are:

1. One Acre Fund method (1AF)
2. Onset method
3. TAMSAT-ALERT planting date method (TAMSAT-ALERT PD)

The first approach is taken from One Acre Fund, which provides farming advisory services to farmers in the region. The fact that most farmers and agricultural agents working on the field use rainfall onset as a critical factor for making their decision on planting date, but there are no defined rules on how to make this decision except a rule of thumb like planting after three days of consecutive rainfall. The second approach emanates from the onset of a season determined in an objective way as described in Dunning et al. (2016), where rainfall onset is determined by evaluating the cumulative rainfall anomaly. This onset method is proved to be useful in identifying the onset date of the season and it can be used to assess agricultural risk besides its advantage of using only daily rainfall as a parameter. The third approach, TAMSAT-ALERT PD, is based on the idea that when deciding planting date farmers face the risk of losing seedling germination ability by planting early and the risk of passing the main rain period to meet the water need by the crop.
during the flowering period if they plant their crop late. Therefore, it assumes that the optimum planting time is always balancing these two risks. Section 5.2.3.1, section 5.2.3.2 and section 5.2.3.3 present details of the methods.

5.2.3.1 Method 1: One Acre Fund planting advisory method

The One Acre Fund planting advisory method (1AF) consider a three-day consecutive rainfall ($\geq 5\text{mm}$ rainfall on each day) after the rainy season starts which is in March for the region on average as planting date. This is the current planting advisory provided by One Acre Fund for farmers in the study area.

5.2.3.2 Method 2: Onset method

This method uses the rainy season onset to determine planting date. Identification of the onset of the season is based on the cumulative rainfall anomaly where the season starts at the minimum of the anomaly and ends at the maximum point of the anomaly (Dunning et al., 2016). The onset method is based only on a single parameter of daily rainfall and it is proved to determine season onset effectively (Dunning et al., 2016; Liebmann et al., 2012). Moreover, the method accounts for false onset, which might lead to a prolonged dry spell forcing crop germination failure. Figure 5.4 shows how the method of rainy season onset work as described in (Dunning et al., 2016). The technique follows a two-step approach to identify the season onset where initially the climatological water season (i.e. the period of the year when the wet season occurs) is determined (green line in Figure 5.4) by cumulating climatological daily mean precipitation anomaly (blue line in Figure 5.4). The climatological daily mean precipitation anomaly is calculated by subtracting the climatological daily mean rainfall from the climatological daily mean precipitation (red line in Figure 5.4). The minimum and the maximum (the magenta dots) of the cumulative daily mean rainfall anomaly (green line in Figure 5.4) mark the extent of the climatological water season. At the second stage, onset dates are identified for any year by computing the daily cumulative rainfall anomaly minimum value between -50 to +50 days from the start of the climatological water season (Dunning et al., 2016).
5.2.3.3 Method 3: TAMSAT-ALERT planting date method

TAMSAT-ALERT planting date method (TAMSAT-ALERT PD) considers two factors to identify optimum planting date. First Water Requirement Satisfaction Index (WRSI) of crops calculated from historical weather data and the second the topsoil layer (0.1 m) moisture during planting (chapter 3). Based on the two factors, TAMSAT-ALERT PD answers the following two questions:

a) What is the climatological WRSI for a given planting date?

b) What percentage of the topsoil layer field capacity (PFC) of the soil water is expected to be available in the next 14 days after planting?

The specific criteria used for this study in western Kenya are described in detail below.

**Water Requirement Satisfaction Index (WRSI)**

WRSI refers to the ratio of cumulative actual crop evapotranspiration to the cumulative potential evapotranspiration over the growing period of a crop (Senay and Verdin, 2003). WRSI describes how much water is available for plants to grow without water stress where a value of one indicates no water stress and zero value indicate complete dryness (section 3.2.3). Figure 5.5 shows WRSI...
values for a single location in western Kenya. For each planting date of the year, WRSI value for maize crop was calculated based on a climatological period of 30 years (1983–2012). The grey lines represent the ensemble WRSI value and the red line shows the climatological mean WRSI value for the location. The climatological mean WRSI value can then be used to determine the planting window period based on a user-defined threshold percentage of WRSI from the maximum amount of WRSI for any location so that planting occur within a reasonable period where sufficient water satisfaction rate could be found. Figure 5.6 shows the maximum value of WRSI value that can be achieved in western Kenya. The southwestern part of the region there is a higher WRSI value and in the northern part the maximum level WRSI is low indicating lower rainfall in the area.

Figure 5.5: Historical WRSI for a location in western Kenya (0.88°N, 34.88°E). The grey lines represent the ensemble of WRSI for a climatological period of 30 years (1983–2012) and the red line indicate the mean WRSI value (Figure D.1.1 for other locations in Appendix D).
Percentage Field Capacity (PFC) of the soil

For seeds to properly germinate, the moisture in the soil needs to be enough and no drying should occur at all. In general, it would take five to seven days for germination depending on the crop and temperature and water content of the soil. The seedling survival depends on what happened with in the first two weeks after planting; therefore, the first 14 days soil moisture were considered. The critical level of soil moisture for crops is different, but it needs to be sufficient enough to facilitate seed germination and survival until the plant roots are strong enough to utilise the moisture in the lower soil layers. First, the percentage field capacity (PFC), which is the ratio of the soil moisture of the top 0.1-meter soil and the field capacity of the soil in the same soil layer, was calculated using Equation 5.1. The PFC of the soil is predicted using the soil moisture model discussed in chapter 3. After identifying the PFC of the soil, users can set a critical percentage field capacity (crPFC) to determine when planting can take place. This crPFC is dependent on the willingness of farmers to take a risk and their experience in the past season hence choosing low critical value results in early planting within the planting window determined by the WRSI and choosing higher value results in late planting within the planting window. Figure 5.7 shows an example of the TAMSAT-ALERT PD method.
\[ PFC = \left( \frac{\theta}{\theta_{fc}} \right) \times 100 \]  
(5.1)

where \( \theta \) Soil moisture of the first layer and \( \theta_{fc} \) represent the soil moisture level at field capacity where field capacity of the soil is 80% of soil saturation.

The TAMSAT-ALERT approach described in chapter 2 was used to forecast the 14-day soil moisture level starting from a forecast day. Soil moisture forecasting is done by running the soil moisture model with historical data up to the date of the forecast to obtain a realistic representation of the antecedent soil moisture and after that by using 30 years of climatological data (1983–2012) from the day of forecast onward, creating 30 ensemble members. The mean of the ensembles of PFC is compared with a different critical PFC (crPFC) value to identify a single optimum planting date for recommendation.

![Figure 5.7: TAMSAT-ALERT planting date decision-making methodology example for a location in western Kenya (0.88°N, 34.88°E). Red line indicates the climatological WRSI which will be used to define a planting window in the location by considering a critical WRSI value of 75% of the maximum WRSI. This gives a planting window of February 11th till September 3rd which is represented by the two green vertical lines. The blue bars represent the percentage field capacity of the 14 days average soil moisture forecast and will be used to determine the planting date within the planting window specified. The black solid horizontal line shows crPFC of 70% and the planting date would be April 5th as indicated by the star (Figure D.1.2 for other locations in Appendix D).](image-url)
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TAMSAT-ALERT PD decision making criteria

Based on planting date and maize yield data of farmers in the study area provided by One Acre Fund, the study identified a set of recommended specific decision-making criteria. The two factors used as decision-making criteria are:

1. The planting date should be within the window where critical Water Requirement Satisfaction Index (crWRSI) level is 75% of the maximum for the location (Figure 5.6). The value indicates the level of water stress that a crop will face throughout the growing period that means for a crop planted within the window identified by this critical value, there will be at least 75% of moisture available to supply crop growth. The 75% is an arbitrary choice identified through trial and error for the region so that there will be enough days as a planting window. The crWRSI can be changed by the user depending on the local conditions and willingness to take the risk for planting early or late; by increasing the crWRSI, the number of days in the planting window will be reduced and vice-versa. This criterion was chosen to account that crops will not fail due to moisture stress during the flowering period where water demand is high by the plant and using the 75% matches well with the main growing period in the region.

2. Within the planting window identified in step 1, the first date where the mean of ensembles of the 14-day percentage field capacity (PFC) forecast exceeds a critical percentage field capacity (crPFC) is taken as the recommended optimum planting date. The specific crPFC for the area is set to be 70%. The 70% crPFC value was derived from a sensitivity study for the region and a range of planting dates determined for six crPFC values is shown in Figure 5.10 and Figure 5.11 for the 2016 and 2017 seasons respectively (Appendix D.2).

Figure 5.8 shows the flow chart for the process of optimum planting date decision-making developed (TAMSAT-ALERT PD) for the trial in western Kenya. The process is a two-step process where the first criteria of identifying planting window based on WRSI is run once as it is climatology and it is fixed (represented by the black ellipse). The second step is forecasting soil moisture, which is done every time of the day until obtaining an equal value of the crPFC for each location (represented by the blue ellipse). Blue rectangles represent the input data variables, which include precipitation, surface temperature, air temperature, wind speed, pressure, specific
humidity, and diurnal temperature.

The first step is indicated by the black ellipse. Here, the soil moisture model is run with the crop variables for each day of the year as a planting date. The $GDD$ is the growing degree days for the specific crop used (in this case, maize). The soil texture is the percentage of sand, silt and clay content of the soil, which is used while modelling the soil moisture (here it is set to be loam soil). Based on the input data variables in the blue rectangle, the soil moisture model will be run (chapter 3). The outputs from the first step model run are historical WRSI which will be used to generate the climatological WRSI values. The climatological WRSI values are used to identify a planting window based on a critical WRSI (crWRSI) value of 75% of the maximum WRSI. Those days where crWRSI is satisfied are considered planting widow and the rest will be considered outside planting window (Figure 5.7).

The second step, which is marked by the blue ellipse, is based on bare soil moisture model run (chapter 3) for each forecast date based on similar input data. The model run output in this step are historical and forecasted soil moisture, which will be used to get 14 days mean Percentage Field Capacity (PFC). From this, a decision was made based on the 70% crPFC within the planting window obtained from the first step. Red and green rectangles are the decisions made by the model; green signals recommend planting on the date and red signals to wait.

5.2.4 Implementation of TAMSAT-ALERT PD in western Kenya

Planting window

Planting window in the study area for a maize crop with 160 days average growing period length was identified using a critical water requirement satisfaction index (crWRSI) of 75% of the maximum WRSI. The choice of 75% of the maximum WRSI is to allow a wider planting window in the region and make sure that every location will have a specific window based on the climatological maximum of the area. In western Kenya, regions receive a different amount of more rainfall throughout the year- this results in varying WRSI where in some part there is enough water to supply for crop and some areas there will not be sufficient water to provide for the crop. Therefore, the choice of planting window needs to be site-specific because waiting for the highest WRSI value will not work everywhere. Figure 5.9 indicates the identified start of planting, end of planting and the window length for western Kenya, which is based on climatological (1983–2012)
mean WRSI values. The figure indicates that in western Kenya planting can start as early as January and end very late in August with all the region having planting window of over 150 days.

Comparing the planting window and the farmer’s practice described in section 5.3.1, even though there is a possibility to plant early in the season most farmers prefer to plant late into the season in 2016 (Figure 5.13(a)). But for the 2017 season, farmers shifted their planting earlier by almost a month (Figure 5.13(b)) and this is in line with the planting window start
date. The FAO crop calendar for the region (Nyanza and Western provinces of Kenya) suggests that the primary growing season planting for maize is from day 59 to day 115 of the year (http://www.fao.org/agriculture/seed/cropcalendar/welcome.do). This window is short compared to what is suggested based on the WRSI; this is because the WRSI system is identifying a one-season maize growth while the FAO calendar identifies two seasons growing where a second season planting starts from day 213 to day 304. The contributing factors for the wide planting window are the maize variety, set by the total GDD required until maturity (section 3.2.3), which results in a 160 days total length of growing period, the region is wet with a large amount of rainfall and the choice of 75% of the maximum WRSI.

Figure 5.9: Start of planting, end of planting and planting window for maize crop with a 160 days total length of growing period and a critical WRSI value set at 75% of the maximum WRSI.

**Optimum planting date**

Identifying an optimum planting date for a recommendation was done using three methods as described in section 5.2.3. One Acre Fund method and Onset method are based on the precipitation only whereas the third method involves the use of WRSI and soil moisture. For the third method, additional critical values for critical WRSI (crWRSI) and the percentage field capacity (crPFC) are required (section 5.2.3.3). In western Kenya, there is a wide planting window allowing planting to start as early as January. Figure 5.10 and Figure 5.11 show the planting date identified for 2016 and 2017 season using six crPFC values (55%, 60%, 65%, 70%, 75% and 80%). The figures indicate that lower crPFC result in early planting recommendation, while higher crPFC values result in late planting. Based on the relatively lower moisture requirement for maize germination compared to other crops and comparison of the farmers yield data obtained from One Acre Fund (Appendix...
D.2), a crPFC value 70% is considered for detail comparisons of planting date advisory based on TAMSAT-ALERT PD method. Section 5.3.2 discusses the comparison of the planting date recommendation from the three methods.

Figure 5.10: Planting dates determined based on 6 levels of critical percentage values ranging from 55% to 80% for 2016 season. (DOY represent day of year)
5.3 Results

An assessment was done in western Kenya based on rainfall data from CHIRPS rainfall data (Funk et al., 2015) and other climatic variables from NCEP reanalysis (Kanamitsu et al., 2002) for western Kenya region planting date recommendation at a 0.05 degrees of spatial resolution using three methods described in section 5.2.3. Two growing seasons (2016 and 2017), for which farmers planting information was available from the region, were analysed against farmers choice of planting time to evaluate the method.
5.3.1 Farmers practice on planting date

Figure 5.12(a) shows the cumulative rainfall from January to June for the season 2016. In the early part of the season from mid-February to end of March, rainfall was below the climatology, but starting end of March to April, the cumulative rainfall values show a rapid increase and most farmers start planting during this time as indicated in Figure 5.12(b). Figure 5.12(c) shows a similar cumulative rainfall for 2017 season and the season was dry from January until the start of March, but there were high rainfall amounts which increase the cumulative rainfall followed by a dry period in last weeks of February. The farmers preference to plant early in the last two weeks of February and early two weeks of March (Figure 5.12(d)) matches with the increase in cumulative rainfall for the season. In general, these figures indicate that farmers in the region follow the rainfall pattern to start planting which reiterate that the region is a precipitation limited area for maize planting forcing farmers to plant around the start of the rain (Sacks et al., 2010).

Comparing the two seasons, in 2016 farmers plant starting late in March through April while in 2017 most farmers plant very early in February and first two weeks of March. This corresponds with the sharp increase in rainfall for starting planting time, but the early planting in 2017 was followed by dry periods which could have a significant impact on the germination and proper growth of seedlings in the early stage of crops. Even though there could be many reasons for farmers to shift their planting time like availability of labour, seed, fertiliser and desire to plant a second crop after the harvest of first crop (Hassan, 1996); previous year experience could also be one reason as the case of farmers in Burkina Faso (Ingram et al., 2002). Though it is hard to conclude based on two seasons of data for western Kenya farmers, in 2015 the rainfall was significantly lower than the climatology and farmers probably remember this experience and tend to avoid the risk of planting early in 2016. Whereas for 2017 the previous season 2016 had a normal rainfall amount hence this experience might give farmers in the region to plant earlier in 2017.

Figure 5.13 shows the spatial variability of farmers planting time in 2016 and 2017 season. In both seasons, the farmers planting is spatially variable which reiterates the fact that there are more factors than just the rainfall condition in farmers planting time preference (Hassan, 1996), and in many regions of SSA, farmers use indigenous knowledge mostly of non-climatic reasons for planting (Waongo et al., 2015).
Figure 5.12: (a) 2016 season cumulative rainfall, (b) Farmers planting time by week for 2016 season, (c) 2017 season cumulative rainfall and (d) Farmers planting time by week for 2017 season.

Figure 5.13: Spatial distribution of farmers planting date for (a) 2016 and (b) 2017 season.
5.3.2 Comparison of planting dates

Figure 5.14 shows the spatial and temporal distribution of planting date recorded for framers and the three methods used to define planting date. The figure indicates that farmers planting date choice is spatially diverse, whereas the planting date recommendation given by all the three methods show less variability; however, the methods identify a cluster of regions with different planting date for western Kenya. In 2016 season the farmer’s planting time was from February to May (≈ day 30-150) (Figure 5.12(a)), whereas the recommendation from One Acre Fund method shows two distinct planting periods (≈ day 70-75 in the south and central part and ≈ day 100-110 for the north-west part of the region). The result is expected as the planting recommendation by this method is fixed to be after March in line with One Acre Fund practice. The rainfall onset method provides a single planting time for all the region (≈ day 90-100) except for few grid points in the south, which indicate much earlier planting time. Rainfall onset is based on objective criteria; hence, it provides a similar onset for the region for this season. Though the farmers planting practice is diverse, majority of the farmers start planting after the onset of the season, which is a common practice of farmers in SSA (Ingram et al., 2002; Wang et al., 2008; Marteau et al., 2011). TAMSAT-ALERT PD provides an early planting recommendation in the southern part of the region (before ≈ day 30), ≈ day 70-80 for the central part and ≈ day 85-95 for the northern part of the region. TAMSAT-ALERT PD shows a clear pattern of late planting as we move from south to north, creating clusters of regions with similar planting time recommendation. In 2017 season, on the other hand, farmers plant their crop earlier than the 2016 season (Figure 5.12(c)) while One Acre Fund method identifies two planting time recommendations ≈ day 90-100 in the south and northeast of the region and ≈ day 60-70 in the northwest area. The rainfall onset method, on the other hand, identifies planting to be ≈ day 45-50 in the northwest part and few locations in the south. Other than this, it recommends planting in ≈ day 70-75 in the south and late planting (≈ day 100-105) in the northwest part. TAMSAT-ALERT PD showed the planting time to be in three distinct times for different regions similar to the 2016 season. Early planting in the south and northwest (≈ day 55-65), second region in southwest and north with planting recommendation in ≈ day 70-75 and lastly a late planning recommendation (≈ day 90-95) northeast part.

The rainfall onset method is better in identifying the season onset as the farmers planting time better matches with the onset method for 2016 season and has only a slight variation for 2017 sea-
son (Figure 5.14). This indicates that the 1AF method of identifying season onset is not a viable approach compared to the more objective-based method of onset identification described by Dunning et al. (2016). However, both methods rely on rainfall onset, making the practicality of using it for operational planting date identification difficult as forecasting rainfall amount is hard. Here the methods are only presented to see what farmers had followed in the past in retrospective.

The new method TAMSAT-ALERT PD accounts WRSI and soil moisture for deciding on planting date; hence, it is different from the other two methods mentioned. Compared to farmers practice, TAMSAST-ALERT PD was not able to replicate the planting time diversity of the farmers, but it helps to identify regions where we could recommend similar planting time.

Figure 5.14: Farmers planting date and recommended planting dates based on the three methods TAMSAT-ALERT PD, Rainfall onset method and One Acre Fund method.

The optimal planting time is considered to be the time that reduces the risk of replanting during the first stage of the crop and that will lead to relatively low moisture stress during the period where the plant is more sensitive to water stress (Waongo et al., 2014; Sacks et al., 2010). Figure 5.15 shows WRSI values for farmers and recommended planting dates by the three methods. In 2016 season the WRSI values for the three methods show that the northwest region had over 0.90 WRSI
and parts of the south and northeast region had a slightly lower WRSI of 0.75–0.85. A similar result is observed for 2017 season too where WRSI value is above 0.80 throughout the area. The figure indicates that in western Kenya, there will be enough water for the plants despite the difference in planting time. However, this does not mean the planting time recommendation is optimal; instead, comparing farmers maize yield with the recommended planting time is important in understanding the impact of planting time.

Figure 5.15: WRSI values for a maize crop with 160 days average growing period for the different planting dates identified by the methods for 2016 and 2017 seasons.

5.3.3 Yield comparison

Comparing planting date from the recommendation by the three methods with what farmers are using as planting date does not give a full representation of the optimum planting date. Therefore, to assess the value of the recommendations, a comparison between reported farmer yield against the difference between the actual date of planting and the date that would have been recommended by each of the three methods was made. For the comparison, the yield data were binned based on the difference between actual and recommended planting date (using 10-day
bins) and Figure 5.16 and Figure 5.17 show the results related to the number of farmers and yield respectively. Figure 5.16(a) indicates that in 2016, most farmers plant their crop later than the recommended planting date by TAMSAT-ALERT PD method. The average yield obtained declined for those farmers who planted late by >20 days, while the yield obtained makes no significant difference for those farmers who planted within 20 days from the recommended date (Figure 5.17(a)). Similarly, Figure 5.16(b) shows in 2017, most of the farmers plant within a ten days range from the recommended planting date or earlier than the recommended date. Those farmers who plant earlier than the recommended date obtain high yield compared to those who plant later than the recommended planting time by TAMSAT-ALERT PD. Especially those farmers who were late by >20 days got significantly reduced yield as shown in Figure 5.17(b).

Table 5.1 and Table 5.2 show the statistical comparison for the yield obtained by farmers who planted after the recommended planting dates by the three methods. Based on TAMSAT-ALERT PD, it indicates that for 2016, those farmers who plant very late (over +30 days) obtain significantly lower yield (yield reduction of up to 0.75 $tha^{-1}$ which is 26% of the average yield for the season) and those farmers who plant within the first 30 days after the recommended date did not improve their yield. In 2017 those farmers who plant late (over +30 days) did not get significantly low yield even though the amount is still lower than those who planted on the recommended date. However, the number of farmers who planted in this period was less than 40; hence, the yield result is not necessarily an indicator. For the other two methods based on rainfall (One Acre Fund and onset method), the results indicate a mixed feature. In 2016 the One Acre Fund method show farmers who plants late get higher yield value and the onset method for the same season show those who plant over +50 days get significantly lower yield and those who planted before this time get a higher yield. In 2017, those who plant after One Acre Fund and onset method recommendation got substantially lower yield. However, looking at the number of farmers who planted over 40 days from the recommended date by the two methods, the number of farmers were low (<100 farmers) compared to those who planted before this period. This signifies that in the comparison of yield obtained, the first 30 days after the recommended date is more crucial. In those early 30 days from the recommended time by One Acre Fund and onset methods, the yield makes no significant difference in 2016 season and reduced significantly in the 2017 season.
Figure 5.16: Comparison of number of farmers and difference between farmers and recommended planting dates. The black solid line indicate the recommended planting date by the three methods and negative values in the $x$-axis indicate early planting by farmers while positive values indicate late planting.
Figure 5.17: Comparison of average yield and difference between farmers and recommended planting dates. The black solid line indicate the recommended planting date by the three methods and negative values in the x-axis indicate early planting by farmers while positive values indicate late planting.
Table 5.1: 2016 season average maize yield (tha$^{-1}$) and p-values for yield comparison obtained by farmers after the recommended planting date by the three methods.

<table>
<thead>
<tr>
<th>Days from recommendation</th>
<th>2016 season</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1AF Onset TA-PD</td>
<td>#farmer</td>
<td>yield</td>
<td>p-val</td>
<td>#farmer</td>
<td>yield</td>
</tr>
<tr>
<td>+ 0 days</td>
<td></td>
<td>710</td>
<td>2.73</td>
<td>-</td>
<td>405</td>
<td>2.94</td>
</tr>
<tr>
<td>+ 10 days</td>
<td></td>
<td>486</td>
<td>2.93</td>
<td>1.0</td>
<td>1235</td>
<td>2.97</td>
</tr>
<tr>
<td>+ 20 days</td>
<td></td>
<td>668</td>
<td>2.90</td>
<td>1.0</td>
<td>702</td>
<td>2.77</td>
</tr>
<tr>
<td>+ 30 days</td>
<td></td>
<td>409</td>
<td>3.03</td>
<td>1.0</td>
<td>35</td>
<td>3.05</td>
</tr>
<tr>
<td>+ 40 days</td>
<td></td>
<td>87</td>
<td>2.86</td>
<td>0.91</td>
<td>39</td>
<td>3.59</td>
</tr>
<tr>
<td>+ 50 days</td>
<td></td>
<td>23</td>
<td>3.56</td>
<td>1.0</td>
<td>22</td>
<td>2.69</td>
</tr>
</tbody>
</table>

Table 5.2: 2017 season average maize yield (tha$^{-1}$) and p-values for yield comparison obtained by farmers after the recommended planting date by the three methods.

<table>
<thead>
<tr>
<th>Days from recommendation</th>
<th>2017 season</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1AF Onset TA-PD</td>
<td>#farmer</td>
<td>yield</td>
<td>p-val</td>
<td>#farmer</td>
<td>yield</td>
</tr>
<tr>
<td>+ 0 days</td>
<td></td>
<td>265</td>
<td>2.82</td>
<td>-</td>
<td>390</td>
<td>2.99</td>
</tr>
<tr>
<td>+ 10 days</td>
<td></td>
<td>350</td>
<td>2.35</td>
<td>0.0</td>
<td>195</td>
<td>2.49</td>
</tr>
<tr>
<td>+ 20 days</td>
<td></td>
<td>54</td>
<td>1.88</td>
<td>4.8E-15</td>
<td>408</td>
<td>2.65</td>
</tr>
<tr>
<td>+ 30 days</td>
<td></td>
<td>19</td>
<td>2.39</td>
<td>0.04</td>
<td>253</td>
<td>2.28</td>
</tr>
<tr>
<td>+ 40 days</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>46</td>
<td>1.64</td>
</tr>
<tr>
<td>+ 50 days</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>1.86</td>
</tr>
</tbody>
</table>

5.4 Discussion and Summary

Information regarding optimum planting date is crucial and many methods have been developed to optimise planting date to maximise yield (Sacks et al., 2010; Waongo et al., 2015; Dobor et al., 2016; Bussmann et al., 2016). These methods are based on different approaches of using climatic information (rainfall and temperature) and continuous evaluation of planting dates through
using crop models and selecting dates that result in higher yield. There are also methods based on expert judgment and others based on statistical probability distributions around local planting time. This chapter presented a new method of identifying optimum planting date using Water Requirement Satisfaction Index (WRSI) to define a planting window to assure sufficient water availability from the rainfall throughout the season and enough soil moisture for the first two weeks after planting for the survival of seedlings. A comparison between the new method (TAMSAT-ALERT PD) and two other methods (1AF and Rainfall Onset), which are based on rainfall onset, was made. Based on farmers practice for two seasons (2016 and 2017) of maize crop planting time, the methods were evaluated in western Kenya.

The results indicate that in western Kenya, where there is no concrete rule for planting date decision except a rule of thumb recommendation by agricultural advisory service providers like One Acre Fund, farmers tend to follow their own rule despite the recommendation given by farming advisory service providers. This is evident from the results shown in Figure 5.12 and Figure 5.13, where farmers planting time is temporally and spatially variable. Farmers planting time tends to peak in a single week; first week of April in 2016 and the first week of March in 2017 (Figure 5.12(b) and Figure 5.12(d)) however planting starts from February and extends to end of May making it a wide window used by farmers for planting maize in the region. The planting time of farmers follows the rainfall pattern in the area. In 2016, for instance, farmers plant late as the season was a normal season with no significant high rainfall events. In 2017 they started planting earlier due to high rainfall conditions, but a dry spell followed the planting time (Figure 5.12) and this prolonged dry spell at the beginning of the season is the main concern of farmers in SSA resulting a major risk of replanting and crop failure in the first stage of the plant development (Waongo et al., 2014). Despite the risk farmers face with dry spells, western Kenya is a region where rainfall plays a significant role in limiting crop growth compared to temperature and in areas which are precipitation limited for farming, farmers tend to plant around the start of the rainy season (Sacks et al., 2010). Comparing the planting date recommendation that would have been given based on the three methods presented in this chapter, all the three methods were not able to replicate the variability of planting time choice by farmers (Figure 5.14). This is mainly due to other factors associated with farmers planting date decision making at an individual level like seed and labour availability.
Chapter 5. TAMSAT-ALERT for short term applications: Planting date decision making

The rainfall based methods used for planting date estimation in this chapter use different criteria for setting the onset season. One Acre Fund season onset is a very general method compared to the more objective season onset method by (Dunning et al., 2016). The results of planting recommendation from these methods show that the peak number of farmers planting time coincide with One Acre Fund method recommendation for 2016 and deviates by 10-days for 2017, whereas the objective-based season onset method recommendation deviates 10-days in 2016 and 20-days in 2017 from the farmers practice, indicating farmers were inclined to plant after some rainfall occurrence (Figure 5.16). However, the recommended planting dates that would have been given to the farmers did not result in yield difference had the farmers followed it. The result of this was presented and discussed in section 5.3.3. The farmers who planted during the recommended time or after the recommended time showed no significant difference or resulted in a high yield decreased (Figure 5.17). The results also indicate that even though farmers base their planting time on the onset of the season, they were not following any of the advice given to them by One Acre Fund.

The new method TAMSAT-ALERT PD utilises WRSI and PFC (soil moisture) (section 5.2.3.3) where these two criteria are basic decision criteria that link the environment with planting time. The method accounts for the historical weather condition in the region and soil moisture instead of using only rainfall. Rainfall does not immediately translate to available soil moisture for crops; hence, using soil moisture, as a parameter to define planting time is close to the crop. Since the method uses estimated soil moisture, the value of the antecedent moisture from previous weeks and months is accounted for. A high antecedent soil moisture at the beginning of the season allows for better germination of crops even when the rainfall is deficient. Murungu et al. (2003) evaluated the effect of soil matric potential on emergence of maize and showed that low matric potential (-10KPa) (wet soil) results in a 100% emergence of maize seeds whereas high matric potential (-50KPa) (dry soil) results in only a 2% seed emergence. Similarly, during planting date decision making a wet soil moisture anomaly allows for early planting and better utilisation of the rainy season than a season with dry soil moisture anomaly in which the initial few days and weeks of rainfall will infiltrate to replenish the deeper soil layer which takes more time. This will delay planting and result in a short growing season, which could lead to crop failure due to moisture shortage during the flowering time of the crop. The results of planting date recommendation form TAMSAT-ALERT PD identified clusters of regions with
similar planting time over the western Kenya region (Figure 5.14). However, the method was not able to replicate the farmers planning time variability. The mismatch between farmers practice and the recommended planning date by TAMSAT-ALERT PD is expected because farmers planting decision is not solely based on weather conditions, but also determined by the availability of labour for farm work, seeds and fertiliser (Sacks et al., 2010). Dobor et al. (2016) also discussed a similar condition where objective methods of identifying planting date based on climatic factors do not reproduce observed planting time as farmers decision on planting is highly subjective. Also, comparing planting time and maize yield obtained by farmers in the area TAMSAT-ALERT PD identifies the optimum planting date that results in higher yield and showed that those farmers who planted after what would have been given as a recommended date by TAMSAT-ALERT PD obtained a significantly decreased yield or found no significant difference (Figure 5.17). Therefore, the recommendation using the TAMSAT-ALERT PD would be to advise farmers to take the risk of planting earlier. By planting earlier farmers will also benefit through the extra period in which they can plan a second crop planting in the remaining season.

In summary, planting date optimisation is a common strategy for improving yield even though there are many known crop management practices to enhance crop productivity mainly because changing planting date incurs no cost on farmers and farmers are in full control of it. Hence, better-informed advice on planting date can benefit farmers by reducing the risk of crop failure, which will occur due to moisture shortage at the beginning of the season as a result of prolonged dry spells after plating or during the flowering period due to missing the primary rainy season. Here, a new method is presented to estimate planting date for rainfed agriculture and demonstrated the potential to be used operationally in western Kenya. The method indicates that only using the rainfall as criteria might not lead to correct date of planting, instead combining soil moisture into the system can improve to effectively identify planting date allowing to control false alarms of season start that might lead to the wrong conclusion of planting date decision. The method also showed the potential to incorporate historical weather data into an operational system that can support practical decision making in the farming practice. TAMSAT-ALERT PD is a generic method that can be applied to any region and crop type. It can be run on any personal computer and requires only a few hours to run hence it can be an additional tool for climate service providers to generate valuable information on planting time for their users out of the climate data they provide.
Chapter 6

Summary and future work

6.1 Summary

In Sub-Saharan Africa, countries are facing higher climate risk associated with climate variability; the need for climate service providers to make usable climate information available on time for end-users to make an informed decision based on climatic data is paramount. With this in mind, the overall theme of this work focused on developing and accessing new ways determining meteorological risk on agriculture at short and long time scale and the information that can be provided to end-users to make an informed agricultural decision. To achieve the overall theme, the following research questions were developed:

1. What information about meteorological risk on agriculture can be derived from local and regional meteorological observations and forecasts?

2. Can simplified versions of a complex land surface model be used to represent agricultural risk decision metrics?

3. How robustly do model outputs such as soil moisture and Water Requirement Satisfaction Index (WRSI) represent agricultural drought compared to meteorological based metrics such as Standardized Precipitation Index (SPI)?

4. How can historical weather information and numerical models be integrated for deciding on the optimal planting date?

This thesis developed a new framework for assessing climatic risk on agriculture and demon-
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strated the application of the new framework for seasonal scale agricultural risk assessment like low crop yield and drought as well as short term critical decision like choosing a planting time. This chapter summarised the key outcomes of the thesis and answers each of the research questions.

6.1.1 Developing a new framework for assessing climate risk on agriculture

In sub-Saharan Africa, where many people build their livelihood in farming and animal husbandry the role of climatic information is significant. Especially, with increased climatic variability and changes that have occurred in the past three decades over African; climate and weather-related information that is specific, timely, and easy to understand plays a vital part in supporting farmers, policymakers and aid agencies mitigate devastating risk associated with the climate. The major players of such climatic information provision in Africa are the national meteorological services, regional climate centres and global institutes run by different agencies such as NASA-CPC. These institutes utilise satellite data, ground-based measurements and weather forecasts from numerical models at a regional and global scale to monitor the risks and adverse events like drought and flood over the continent. Chapter 2 discusses the development of a new operational framework called Tropical Applications of Meteorology using SATellite data and ground-based measurements-Agricultural Early warning sysTem (TAMSAT-ALERT) and answer the first research question:

*What information about meteorological risk on agriculture can be derived from local and regional meteorological observations and forecasts?*

TAMSAT-ALERT is a new framework which provides early warning of meteorological risk to agriculture. TAMSAT-ALERT combines information on land surface properties, seasonal forecasts and historical weather to quantitatively assess the likelihood of adverse weather-related outcomes, such as low yield (chapter 2) and drought occurrence (chapter 4). The result demonstrates how monitoring and forecasting information can be combined to identify the climatological risk to maize yield as early as 6–8 weeks before harvesting, whereas incorporating tercile seasonal forecasts of rainfall and temperature showed no impact on maize yield (chapter 2) even though these tercile forecasts are routinely provided. Chapter 2 also showed that the new framework could be used as a test-bed for assessing the value of probabilistic seasonal forecast information.
At a seasonal time scale, TAMSAT-ALERT was used to predict agricultural drought occurrence within a growing season and it anticipates agricultural drought 2–3 months in advance before the end of the growing season (chapter 4). Additionally, at a shot-term timescale, the TAMSAT-ALERT framework helps to address a critical decision on the optimum planting date (chapter 5). The result indicates that farmers in western Kenya can take the risk and plant earlier than their current practice.

Overall, the newly developed framework – TAMSAT-ALERT helps to derive climate risk on maize yield and agricultural drought occurrence within the growing season and identify an optimum planting time from the historical weather data, the current state of the land surface from numerical models and seasonal forecasts. Such an operational framework has a wide range of potential application in advancing the information provided to farmers and decision-makers in Africa. TAMSAT-ALERT is a simple and adaptable platform for any impact model to measure meteorological risk; hence, national climate service centres can easily adapt the framework as part of their current agricultural advisory service. Moreover, TAMSAT-ALERT can serve as an early warning system and provide guidance for decision-makers. This work is presented in (Asfaw et al., 2018).

### 6.1.2 Developing soil moisture model

Complex land surface models require skilled personnel and computational power to operate most of them are developed accounting global or regional spatial scale making them more generalised in terms of the output they provide. Meteorological service providers in sub-Saharan Africa are also required to cope up with this ever changing subject of utilising numerical models, but their capacity is limited making them more dependent in other institutes results and only engaged in downscaling results rather than tailoring the products to their need. A key reason for this arises from the complexity of the land surface models, legal issues with accessing the model code and above all, the lack of skilled experts. Hence, chapter 3 focus in extracting a portion of the more complex JULES model and developing a new lightweight version of the soil hydrology model with additional features allowing for a more tailored output that is relevant to African countries like drought monitoring metrics (chapter 4) and planting time decision metrics (chapter 5). Chapter 3 describes the new soil moisture model and evaluate the results against JULES output, answering the second research question:
Can simplified versions of a complex land surface model be used to represent agricultural risk decision metrics?

First of all, the new soil moisture model developed is written in Python with low computing power requirement but running much faster than the JULES model with resolution comparable to the driving data provided. This is a crucial benefit to users in African countries climate service centres, as many of them lack the high computational power and skill required to operate more complex global models fully. The soil moisture estimate from both the new soil moisture model and JULES model are found to be similar in terms amount and distribution except few variations in the deeper soil layer (chapter 3). The differences in the deeper layers are not significant since the objective of the thesis is related to agricultural risk where the soil moisture in the top 0.35 meters is more significant. Above all the critical outputs soil moisture availability ($\beta$) used for decision making on agricultural drought occurrence (chapter 4) and the topsoil layer (0.1 meters) used to make planting date decision making (chapter 5) resulted in similar values that would not change the final decision to be made based on the model output. The additional output variable, Water Requirement Satisfaction Index (WRSI), derived from $\beta$ in the new soil moisture model correlates well with observed maize yield and helps to anticipate agricultural drought within a growing season (chapter 4).

In general, in addition to its simplicity and low computational resource requirement, the new soil moisture model was able to replicate JULES soil moisture (chapter 3) and proved to be used for predicting climatic risk on agriculture (agricultural drought) within the growing season (chapter 4). Chapter 5 also provide a significant result on using the topsoil layer moisture to make a critical decision like planting date where the decision-making criteria developed helped to identify optimum planting time. Therefore, chapter 3 concludes that the simplified soil moisture model can be used for assessing climatic risk on agriculture.

6.1.3 Drought monitoring within the growing season

Climate variability is affecting African countries through the frequent occurrence of extreme events such as drought and flooding. The Agriculture sector is at the full front of the impact from these extreme events resulting in loss of productivity and subsequently food insecurity for farming communities. Chapter 4 focused on examining the relationship between drought monitoring
metrics and crop productivity as well as monitoring agricultural drought within the growing season. The chapter addressed the third research question:

**How robustly do model outputs such as soil moisture and Water Requirement Satisfaction Index (WRSI) represent agricultural drought compared to meteorological based metrics such as Standardized Precipitation Index (SPI)?**

Even though there are several drought monitoring tools available to monitor drought (section 1.2.2), monitoring the risk of whole season drought at a regular interval within the growing season has not been done before. Chapter 4 demonstrated drought monitoring within the growing season using TAMSAT-ALERT (chapter 2) in the seasonal time scale for early warning of agricultural drought risk over Kenya. The result indicated that meteorological drought indicator SPI at a 3 months aggregate has a weak correlation with the overall country maize yield. However, correlation improved with 6 months aggregate timescale SPI. The improvement is expected since the meteorological drought indicator like SPI should only be used at a higher time-scale to be used as a proxy for agricultural drought. Using WRSI values estimated by the soil moisture model (chapter 3) over Kenya and relating it with countrywide maize yield the correlation improved a lot compared to the SPI value relationship with maize yield. Therefore, the chapter concludes that WRSI is preferable for agricultural drought indicator than SPI. Chapter 4 also demonstrated drought prediction within the growing season based TAMSAT-ALERT drought forecast for a strong drought season of 2009 over Kenya; the result showed that TAMSAT-ALERT could anticipate drought 2–3 months ahead of the end of the season. Comparing the drought forecast of 2009 from TAMSAT-ALERT at the end of May 2009 with FEWSNET outlook issued in August 2009 TAMSAT-ALERT forecast depicts the picture on the food insecurity that was looming for the season indicating a higher probability value.

Overall, chapter 4 showed that soil moisture based drought metrics is better in representing agricultural drought and answers the call for integrating probabilistic impacts of climate risk on agriculture which is updated through the growing season in African climate service provision (Ingram et al., 2002; Luseno et al., 2003; Hansen et al., 2011). The chapter indicated the possibility to integrate additional products on drought monitoring within the season by using already available climatic data and provide impending drought information for aid agencies and government to
allocate resources for drought mitigation and support.

### 6.1.4 Identifying optimum planting date

Choosing planting time is one critical decision that every farmer makes in a growing season. The time of planting influence the length of the growing season, the timing of other farming practices like fertiliser application, weeding and harvesting; subsequently, this will contribute to the productivity of the crop planted. However, planting time is also significantly variable depending on the variability in weather, availability of farming equipment, labour and seed. Especially for Sub-Saharan Africa (SSA) where most of the crop production is based on rainfed agriculture system planting time is mainly governed by the start of the season. Maize being one of the staple crops produced in SSA deciding the planting date for this crop is vital for farmers. With this in mind chapter 5 focused on the last research question:

*How can historical weather information and numerical models be integrated for deciding on the optimal planting date?*

Chapter 5 demonstrates the use of TAMSAT-ALERT framework (chapter 2) in making critical decisions at a shorter time scale by integrating climatological WRSI for determining planting window (historical information) and 14-day soil moisture forecast (numerical model output) for identifying an optimum planting date. The basis of the method is that planting date decision making consider planting date decision is an optimisation between matching the crop period with high water satisfaction and ensuring sufficient moisture in the soil for proper germination and survival of seedlings in the first two weeks after planting. Therefore, the planting decision making tool works by combining water requirement satisfaction index (WRSI) and high soil moisture probability in the top 0.1 meters soil layer determined from soil moisture model explained in chapter 3.

The criteria were evaluated against two growing seasons (2016 and 2017) field data on planting date from western Kenya. The results indicate that farmers planting date is very diverse in western Kenya though there is a peak planting week in both seasons. Comparison of the two seasons in choice of planting time by farmers revealed that 2016 planting was late into the rainy season (April) and in 2017 planting start early in February indicating that farmers somehow are willing
to shift their planting time based on their local knowledge. Comparison of three decision-making criteria for planting date including TAMSAT-ALERT PD, Rainfall onset and One Acre Fund (1AF) showed that the rainfall onset method works for one season but not always. On the other hand, using a 75% critical WRSI from the maximum WRSI of a specific location and a 70% percentage field capacity provides a planting time that helps to maximise productivity in western Kenya according to the new method TAMSAT-ALERT PD. In general, the chapter demonstrates that it is possible to modify the TAMSAT-ALERT framework (chapter 2) for a critical short term decision making on planting time.

6.2 General discussion

The World Meteorological Organisation framework for climate services states the importance of providing relevant climate information for individuals and organisations for making decisions on socio-economic sectors that are highly climate-sensitive. The framework stats five main pillars in the development and delivery of climate services by national institutes engaged in the service provision, which includes co-design, co-produce, communicate, deliver and use climate services (WMO, 2018). One pillar of co-production focuses on the transformation of climate data into climate information and tailoring it for the user to make a relevant decision based on the information (WMO, 2018). In this regard, the overarching aim of the thesis for producing a decision support tool that helps to determine climatic risk on agriculture is in line with the global framework that is set by Global Framework for Climate Services (GFCS). In SSA, where the climate service is mainly focused on providing basic weather information bringing the climate service to the front is essential (Naab et al., 2019). However, many of the SSA countries have not set out policies on how climate information is provided to end-users to make an informed decision regarding climate risk (Naab et al., 2019). Though the GFCS encourage the development and dissemination of climate services, the implementation of such systems is faced with challenges in many developing countries due to lack of resources, skilled personnel, and institutional, political and legal setup of the national climate service provider (Mahon et al., 2019). This thesis produced a framework that these African climate service providers can adapt to their existing system to provide impact-oriented forecasts to their users. For example, integrating the seasonal weather forecasts into the prediction and monitoring of drought and subsequent low yield (chapter 2 and chapter 4) helps to generate additional information from already existing climate data.
A relevant issue regarding climate services in SSA is also delivering contest-specific information to end-users. A recent study in Rwanda suggests that specific and tailored climate information provision will have some trade-off between tailoring the information and providing it at scale due to lack of required data to generate the information (Hansen et al., 2018). TAMSAT-ALERT presents climate risk on adverse events like drought and low yield (chapter 2 and chapter 4), which are more relevant at a regional scale to be used by government and aid agencies in providing necessary support to affected areas. In short time scale decision making at community level TAMSAT-ALERT provide a critical planting time recommendation (chapter 5) which is disseminated in collaboration with local farming advisory service provider (One Acre Fund). Such partnership helps to get crucial feedback for further improvement of the system and address participatory communication processes in delivering the information that is relevant to farmers decision making (Hansen et al., 2018).

Knowing the context in which climate information is provided is vital however in the field of climate-sensitive sectors like agriculture the context is always dynamic and complex (Guido et al., 2019) therefore it is always necessary to understand the context on which the climate information is provided. TAMSAT-ALERT being a new framework it requires extensive training on how to operate it, what information comes out of it and how it can be interpreted to guide the decision of a government, organisations and farmers in their context. Training can be done through the national meteorological services where a shared vision is emerging in understanding the importance of climate information for countries development and the role of national meteorological agencies in playing a critical role for the provision of the information to end-users (Harvey et al., 2019). The importance of non-state actors and NGO has also been noticed in supporting climate service sector through data collection, analysis and interpretation of forecasts to a more actionable product. TAMSAT-ALERT collaboration with One Acre Fund can be an example where an actionable product like planting time (chapter 5) is provided for farmers. The limitation involving non-state actors is that most of the time the product delivery is of limited time till the end of the projects (Harvey et al., 2019) hence, TAMSAT-ALERT approach to provide the relevant information through national meteorological services and well-established farming advisory institute like One Acre Fund helps to avoid the issue of sustainability in the provision of climate service. Developing and delivering planting time decision at the operational level through
collaboration with One Acre Fund using TAMSAT-ALERT is an example showing the potential to use non-state actors to support the climate service agenda in SSA and address utilising the full potential of non-governmental actors especially in their ability to communicate, co-produce and understanding of climate information for decision-making.

This thesis presented a simple but effective methodology of transforming the raw weather and climate data into user-oriented relevant information that can be used by government, farmers and aid agencies addressing some of the recommendations given in the GFCS regarding climate service promotion in low-income countries (WMO, 2018). The overarching aim of developing a decision support tool to assess the climatic risk on agriculture is paramount to many of the SSA countries as many of them put climate change and variability as the significant risk threatening sectors like agriculture and exacerbating the food security problem (Naab et al., 2019). The TAMSAT-ALERT decision support tool presented in chapter 2 is a new approach that considers agricultural risk as a function of the climatic condition over the whole season rather than a result of a single event occurrence. Therefore, it explains the climate risk that farmers are facing through monitoring what has happened up to a certain period and what might happen in the remaining season and compare it to a long term climatology for the area. This approach makes use of already existing climatic data available in many of the national meteorological agencies that are mandated in providing weather and climate information. The TAMSAT-ALERT tool is an excellent addition to an already existing information delivery system in which they can transform the climate data into the impact-oriented assessment for crop yield (chapter 2), drought occurrence (chapter 4) and determine short term critical decisions like planting time (chapter 5). TAMSAT-ALERT is also in line with the GFCS in SSA where it can be operated with some training and available computational resources. Impact-oriented and generic nature of the framework allows for more metrics to be developed and adopted. For example, chapter 2 discussed the use of TAMSAT-ALERT for determining climate risk on maize yield, but it can be used for other major crops in SSA like wheat, millet and sorghum. The metrics used for drought monitoring and subsequent yield reduction in chapter 4 can be adapted to estimate the risk of flooding and the short time scale decisions made using the new tool (chapter 5) can be extended to other critical decisions like fertiliser application timing which is also a crucial agronomic practice in a growing season calendar.
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TAMSAT-ALERT can integrate any numerical model driven by climate data; however, a thorough evaluation of the numerical model to be incorporated is vital. The system compares forecasts against historical values, and hence the climatology period sensitivity is one limitation of the system. The soil moisture model included bases in single soil types and thus required new research in understanding the sensitivity of the system and the decisions that come out of the system when using different soil types. Other limitations associated with the TAMSAT-ALERT that require further study include mainly the evaluation of the outcome from the system in various countries besides those presented in the thesis. These evaluations will help to build trust among producers and users of climate information which is a crucial part of the GFCS in improving climate information services.

6.3 Future work

This thesis has developed a new framework for agricultural decision support over sub-Saharan Africa and demonstrated its use in monitoring climatic risk on low yield (chapter 2). Chapter 3 indicated the possibility of extracting small portions of complex land surface models to integrate it with the new framework and utilise it in climate service centres with little capacity to produce tailored metrics related to climatic risk. Chapter 4 and chapter 5 demonstrate the use of the new framework for seasonal time scale on drought monitoring within the growing season, and for short term time scale decision on optimum planting date respectively.

The new framework TAMSAT-ALERT shows promise at monitoring climatic risk on agriculture (e.g. low yield and drought) and opens an opportunity to develop new criteria for identifying optimum planting date. Further studies and developments to improve the use of the framework include:

**Evaluating the robustness of the system**

The new framework developed in this thesis was evaluated using data sets from gauge record for crop yield estimation (chapter 2) and NCEP and TAMSAT for drought monitoring (chapter 4). However, assessing the robustness of the TAMSAT-ALERT framework based on other data sources is something that could be done to evaluate the sensitivity of the decision outcome from the system. Doing so will help to see how decisions change based on the data source and help to
evaluate the different data sources available to African climate service centres and support them in choosing environmental data for different purposes.

In addition to using different data sources, TAMSAT-ALERT is currently being used to produce forecasts of drought for forecast-based financing systems for aid agencies in Africa. The new forecast-based financing approach for providing aid is based on in-depth forecast information and the risk caused by the adverse events (Coughlan De Perez et al., 2015). TAMSAT-ALERT can play a pivotal role in predicting adverse event occurrence within the growing season for the timely provision of support to mitigate the impact caused by the adverse event. The sector of financial resource allocation based on the likelihood of advert event occurrence is a new approach and further study could be done using TAMSAT-ALERT system.

Evaluating the value of seasonal and sub-seasonal forecasts
Most of the climate service providers in Africa present their forecasts as a tercile seasonal forecast and outlooks based on these tercile forecasts. However, the usability of these forecasts in making practical farm level decision is limited (Walker et al., 2019). TAMSAT-ALERT is a tool prepared to account weather forecasts to assess climatic risk on agriculture and showed the limited value of seasonal forecasts on maize yield estimation (chapter 2). Therefore, TAMSAT-ALERT can be used to evaluate the seasonal and sub-seasonal forecasts efficiency at the local level and select those forecasts which support agricultural decision making.

Additional climate risk study
This thesis focuses only on low crop yield and drought as an adverse event occurring during a growing season (chapter 2, chapter 4). However, there are other climatic risks faced by farmers within the crop growing season like flooding. Hence, predicting flood risk is an essential part of preparing for mitigating the impact on farming and property loss. TAMSAT-ALERT framework modularity allows incorporating any numerical models like flood prediction models, so investigating the possibilities of using the system for flood risk assessment is an additional study that could be done. The challenge of using TAMSAT-ALERT for flood prediction comes from the fact that flooding is an instantaneous phenomenon unlike that of drought which occurs slowly. Therefore, the initial condition of the land surface and the rainfall occurrence in the
previous days will have more impact on flood prediction than drought prediction. This forces to incorporate additional systems like the Markov Chain Model (Haan et al., 1976) to assess the rainfall occurrence on the date of the forecast.

TAMSAT-ALERT is a simple system that makes sharing the system with African climate service centres much easier. One of the fundamental problems associated with poor adoption of decision support tools at the local level is that most of the systems developed do not involve the end-users during the development process (section 1.2.5). Hence, through the sharing of the system, a new opportunity opens where African climate service centres will be able to add their required inputs to develop additional tailored climate risk information to their local situation.

**Developing a user interface**

Developing a user interface for TAMSAT-ALERT to make its usability simpler is vital. Such a user interface makes the system more easily accessible for end-users to conduct their climate risk assessment and integrate the results with any existing monitoring system available.
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Appendix A

Supplementary for paper reproduced as Chapter 2

A.1 Seasonal weather and maize yield

Figure A.1.1: Correlation between Maize yield and 90 days total rainfall after the forecast date.
Appendices

Figure A.1.2: Correlation between Maize yield and the 90 days mean temperature after the forecast date.
Figure A.1.3: Time series of maize yield forecast in Ghana from 1994 to 2011 with four lead times of forecast. This is done using a hindcast for each year and comparing the plots of 3month lead time (red), 2month lead time (green), 1month lead time (magenta) and 1/2month lead time (blue). The shift in the period 1994-2006 and 2007-2011 comes due to the change in the crop parameter Transpiration Efficiency (TE) which is implemented to account for the change in drought resistance variety of Maize introduced in Ghana.
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Supplementary for Chapter 3

B.1 Driving data disaggregation

JULES take driving data with a higher temporal resolution but insists users use a maximum of hourly time step to run the model however if there driving data is given on daily time scale JULES use different techniques to disaggregate the data to the time step required by the user. Similarly, running the new soil moisture model requires disaggregation of the daily data values to an hourly time step to maintain the numerical stability of the model but, the disaggregation methods used in JULES and the new model are different. For example precipitation disaggregation in the new model was done based on rainfall amount where a value less than 10 mm is represented to fall within one hour, a rainfall amount 10–80 mm is divided into 4 hours with 15%, 40%, 25% and 20% in each hour, for rainfall above 80 mm the rainfall is distributed over 7 hours with 10%, 30%, 20% and 20%, 10%, 5% and 5% in each hour. This disaggregation is different from JULES hence affecting the amount of water that infiltrates into the soil. Figure B.1.1 and Figure B.1.2 show the hourly interpolated driving data from JULES and the new model. The interpolation method used in the new model matches for wind, temperature and pressure but the rainfall interpolation in JULES tend to allocate a small amount of rainfall values evenly throughout the 24 hours whereas the new model allocates a high amount of rainfall within a maximum of 7 hours. Such a difference in the amount of rainfall distribution through 24 hours will affect the amount of water infiltrating to the top layer at each time step, which leads to more moisture in the first layer of soil in JULES compare to the new model during the peak rainfall periods in the season. The other major difference is the specific humidity variability; the new model uses linear interpolation and the re-
sulting interpolated specific humidity has low variability whereas in JULES the specific humidity hourly variability is higher especially in Kitale where the location is more humid and with rainfall throughout the year. The variability in humidity interpolation of the dry location Wajiri is not very high, as shown in Figure B.1.2. The specific humidity determines the amount of evaporation from the soil, as shown in Equation 3.15. Temperature interpolation is based on a linear increase from the minimum daily temperature value at midnight until the daily maximum temperature at noon and a similar rate decrease after two hours of the maximum temperature in the day time. This approach resulted in a similar interpolation by JULES. For the other variables, pressure and wind speed, the daily values are considered to be constant for all the 24 hours and it showed a similar approach by JULES (Figure B.1.1 and Figure B.1.2).
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Figure B.1.1: Climatological average of hourly interpolated driving data from JULES and new model (Kitale).

Figure B.1.2: Climatological average of hourly interpolated driving data from JULES and new model (Wajiri).
B.2 Surface temperature difference

Figure B.2.1: Daily Average (2003-2017) surface temperature (Kitale).

Figure B.2.2: Daily Average (2003-2017) surface temperature (Wajiri).
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B.3 Precipitation difference

**Figure B.3.1:** Seasonal mean precipitation for Kitale.

**Figure B.3.2:** Seasonal mean precipitation for Wajiri.

Figure B.3.1: Seasonal mean precipitation for Kitale.

Figure B.3.2: Seasonal mean precipitation for Wajiri.
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Supplementary for Chapter 4

C.1 Soil moisture forecast for selected locations in Kenya

Figure C.1.1: Soil moisture forecast for the first 2 layers. (a) The forecast for Kitale at the beginning of the main rainy season (March) (b) The forecast for Kitale at the end of the main rainy season (May) (c) The forecast for Nakuru in the beginning of the main rainy season (March) (d) The forecast for Nakuru at the end of the main rainy season (May).
Figure C.1.2: Soil moisture forecast for the first 2 layers. (a) The forecast for Wajiri at the beginning of the main rainy season (March) (b) The forecast for Wajiri at the end of the main rainy season (May) (c) The forecast for Makindu in the beginning of the main rainy season (March) (d) The forecast for Makindu at the end of the main rainy season (May).
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Supplementary for Chapter 5

D.1 TAMSAT-ALERT planting date decision making criteria

Figure D.1.1: Historical WRSI for different locations in western Kenya. (a) For 0.58° N, 34.55° E, (b) For 0.0° N, 34.42° E, (c) For −0.48° N, 34.85° E, (d) For −0.68° N, 34.77° E. The grey lines represent the ensemble of WRSI for a climatological period of 30 years (1983–2012) and the red line indicate the mean WRSI value.
Figure D.1.2: TAMSAT-ALERT planting date decision-making methodology for different locations in western Kenya. (a) For 0.58°N, 34.55°E, (b) For 0.0°N, 34.42°E, (c) For −0.48°N, 34.85°E, (d) For −0.68°N, 34.77°E. In all the plots red line indicates the climatological WRSI which will be used to define a planting window in the location by considering a critical WRSI value of 75% of the maximum WRSI which gives the respected planting window for each point represented by the two green vertical lines. The blue bars represent the percentage field capacity of the 14 days average soil moisture forecast and will be used to determine the planting date within the planting window specified indicated by the black solid horizontal line (crPFC of 70%) and the planting date would be on the day shown by the star.
D.2 Sensitivity test for TAMSAT-ALERT planting date decision making criteria

Figure D.2.1: Comparison of number of farmers and difference between farmers and recommended planting dates. The black solid line indicate the recommended planting date by the three methods and negative values in the $x-axis$ indicate early planting by farmers while positive values indicate late planting. Each plot represent different crPFC (a) 60% (b) 65%, (c) 75%, (d) 80% for 2016 season.
Figure D.2.2: Comparison of number of farmers and difference between farmers and recommended planting dates. The black solid line indicate the recommended planting date by the three methods and negative values in the $x$ - axis indicate early planting by farmers while positive values indicate late planting. Each plot represent different crPFC (a) 60% (b) 65%, (c) 75%, (d) 80% for 2017 season.
Figure D.2.3: Comparison of average yield and difference between farmers and recommended planting dates. The black solid line indicate the recommended planting date by the three methods and negative values in the x-axis indicate early planting by farmers while positive values indicate late planting. Each plot represent different crPFC (a) 60% (b) 65%, (c) 75%, (d) 80% for 2016 season.
Figure D.2.4: Comparison of average yield and difference between farmers and recommended planting dates. The black solid line indicate the recommended planting date by the three methods and negative values in the $x$-axis indicate early planting by farmers while positive values indicate late planting. Each plot represent different crPFC (a) 60% (b) 65%, (c) 75%, (d) 80% for 2017 season.