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Abstract
In this work, ergodic properties of a stochastic medium complexity model for
atmosphere and ocean dynamics are analysed. Specifically, we study a two–
layer quasi–geostrophic (2LQG) model with the upper layer perturbed by
additive noise for geophysical flows. This model is popular in the geosciences,
for instance to study the effects of a random wind forcing on the ocean. Yet
it is less studied in mathematics, especially if the stochastic perturbation is
acting only on one of the layers. In this case the noise is effectively spatially
degenerate, posing a significant challenge to the analysis.

After showing the model well–posedness, we focus on its long time average
behaviour and ergodic properties: existence and uniqueness of an invariant
measure (ergodicity), exponential convergence of solutions laws to the invari-
ant measure (exponential stability or spectral gap), differentiability or only
Hölder continuity of the invariant measure with respect to system parameters
(linear or fractional response).

Existence of an invariant measure is shown with classic techniques. Its
uniqueness is established using a recent technique from stochastic analysis
called asymptotic coupling, to account for the noise spatial degeneracy. This
is proved provided a certain passivity condition on the second layer holds.
Under the same condition, exponential stability is shown by blending different
recent approaches like the asymptotic coupling.

An important application of spectral gaps is response theory. The only
result on linear response applicable to a large class of SPDEs is the work by
Hairer and Madja (2010). We modify their approach treating a class of less
regular observables. In particular we give a toolkit for linear and fractional
response for SPDEs with moderately degenerate noise using the strength of
a deterministic forcing as parameter. We apply such a framework to the 2D
stochastic Navier-Stokes equation as test model, and finally to the stochastic
2LQG model.

Keywords: Ergodicity, Stochastic geophysical flow models, linear response,
random wind forcing, spectral gap.
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Introduction

The atmosphere and oceanic sciences are sometimes thought of as
not being ‘beautiful’ in the same way as some branches of theoret-
ical physics. Yet surely quasi–geostrophic theory, and the quasi–
geostrophic potential vorticity equation, are quite beautiful, both
for their austerity of description and richness of behaviour.

G.Vallis [71]

In this work we study the long time average behaviour of a stochastic
version of an important model for large-scale atmosphere and ocean dynam-
ics, the two–layer quasi–geostrophic model. In particular we will prove under
which conditions the model is ergodic, namely when the time averages of an
observable, for large times, can be approximated by spatial averages, and ex-
ponential mixing, meaning that this happens with exponential rate. Among
other aspects, ergodicity provides the foundations to time series analysis as it
allows to infer general properties of the system from long time averages of a
single solution. In the context of climate science, ergodicity ensures that long
time averages of a single realisation describe typical properties of the whole
system independently of the initialization of climate models. This is different
from weather forecast where prediction skill is the result of choosing specific
initial conditions that approximate the current state of the atmosphere well.

Furthermore we study how the long term statistical properties are affected
by changes in the parameters of the system, namely if the statistics of ob-
servables under the current set of parameters will still be valid under small
perturbations of the parameters and how the perturbed and unperturbed
statistics are related. By studying the response to perturbations in the pa-
rameters, namely response theory, for models in geophysical fluid dynamics,
we give a mathematical insight into whether statistical properties derived
under current conditions will be valid under future climates. Moreover we
develop a framework for response theory suitable for dissipative stochastic
partial differential equations with moderately degenerate noise, extending
the applicability of the famous approach by Hairer and Madja [40].
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2 Introduction

Models for geophysical fluid dynamics. The term geophysical fluid
dynamic (GFD) is most commonly used to refer to the general and formal
treatment of atmosphere and ocean flows. These are nonlinear chaotic sys-
tems where the deep interaction between spatial and temporal scales creates
the weather we all experience and, on long time scales, the climate of the
Earth. In addition to being chaotic, these systems are also very high dimen-
sional, for example it can be estimated that the atmosphere alone has roughly
1027 degrees of freedom. Therefore approximations best suitable to capture
and describe macroscopic phenomena at different time and space scales have
been introduced over the years. One significant example is for large scales
dynamics (e.g. 1000 km for the atmosphere and 100 km for the ocean) at
the mid-latitudes. Here the balance between the pressure gradient and the
Coriolis force, the so-called geostrophic balance, and that between the pres-
sure gradient and gravity, the so-called hydrostatic balance, are the main
features of the fluid dynamic. These balances can be used to simplify the
original set of equations for atmosphere and ocean dynamics, like the rotat-
ing shallow water equations, and the resulting model is the quasi–geostrophic
(QG) approximation.

Already present in the literature from the late thirties of the twentieth
century, the quasi–geostrophic model was systematically derived by Char-
ney in 1948 in [13]. Used in early operational numerical weather forecasts,
the QG model is still used extensively in research as it is strikes a balance
between simplicity of formulation and range of the phenomenology it can
model. Quasi–geostrophic models with several layers in particular are able
to represent density stratification and provide insights into, for instance,
atmosphere–ocean coupling or baroclinic instabilities. This type of insta-
bilities is extremely common in the atmosphere and ocean and is at the
origin of large scale weather phenomena like cyclones. The two–layer quasi–
geostrophic (2LQG) model is one of the simplest models where the baroclinic
instabilities arise.

The introduction of stochasticity in GFD model raises interesting ques-
tions both from a physical and mathematical point of view and there are
several reasons one may want to consider stochastic perturbations. A clas-
sic example is Hasselmann’s 1976 work [45] where slow components of the
climate system are driven by the weather, which can be interpreted as ran-
dom perturbation on shorter time scales. Stochastic terms can also account
for the uncertainty generated by parametrization and approximations of the
numerical simulation (see for example [16, 6]). Or the noise can account for
the inevitable lack of precise measurements or knowledge of the processes
involved. In this work we will look at the two–layer quasi–geostrophic model
with a forcing on the top layer, to account for example of the wind forcing on
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the upper ocean, composed of a deterministic and a stochastic part, which is
white in time and coloured in space.

The effect of a stochastic wind forcing on QG models has been a topic
of research in meteorology and oceanography for at least forty years, in the
single layer case e.g. [38, 58, 66, 67] and the multi–layer, see e.g. [70, 5,
14, 23, 60] as well as in the continuously stratified case [34, 59]. In the
mathematical literature the stochastic single-layer QG model, with either
additive or multiplicative noise, received surely more attention (see e.g. [9,
26, 27, 73]) than its multi–layer version. In fact, we can expect results for the
single layer to extend to the multi–layer case when the random terms appears
in all layers. Less studied, though, is the action of a stochastic forcing acting
only on one of the layers and its consequent effects on the other layers and
the whole dynamics.

To the best of this author’s knowledge, the only reference for a mathe-
matical investigation of a two–layer quasi–geostrophic model with a forcing
on the top layer, prior to our work, is [15]. There the authors studied the
long time dynamics of the model using the method of determining functionals
for random dynamical systems. This method gives a way to parametrize the
system global attractor by means of a finite number of functionals. Further-
more, under some conditions on the parameters of the system, it is shown
that functionals depending only on the top layer suffice to describe the at-
tractor. However, this approach does not give information on the statistics
of the model as we will do here.

In the deterministic context, it was shown in [8] that the multi–layer
quasi–geostrophic model is well posed and it admits a global attractor. This
is done, as for other dissipative partial differential equations, by means of
the Galerkin approximation and showing appropriate a priori bounds. In
order to show the existence and uniqueness of the solutions for the stochastic
version we will study an associated random equation (i.e. a partial differential
equation with random coefficients). The well-posedness of this random PDE
has not been explicitely verified until now, and it is also stated in [15].

Finally note that the model described so far must not be confused with
the quasi-geostrophic model considered in other mathematical studies like
[22, Section 13.13] and [63]. This model is, in fact, referred to as surface
quasi-geostrophic in the applications and it describes a different physical
scenario to the one analysed here.

Ergodic properties. In the context of climate science, a frequent underly-
ing assumption is that long time averages of historic time series are relevant
to describe properties of the whole system. This is often unavoidable as we
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obviously have a single realisation of the Earth climate system. In mathe-
matical terms we express this assumption by requiring the climate system to
be ergodic. In fact we talk of an ergodic system if the long time averages of
an observable can be approximated by its averages with respect to a measure
invariant for the dynamics.

Let {Xt, t ≥ 0} be the stochastic process of interest, in our case the
solution of the stochastic two–layer quasi–geostrophic model. Since in this
case {Xt} is a Markov process, a sufficient condition for ergodicity is the
existence of a unique invariant measure for the associated transition proba-
bilities {Pt, t ≥ 0}. To establish this it is also sufficient to show asymptotic
stability, namely that Pt(x) converges asymptotically in time to the unique
invariant measure, independently of the initial data x. If the convergence is
exponentially fast we talk of exponential stability.

There is a large body of literature [21, 39] on ergodic theory for infinite di-
mensional systems arising from SPDEs, in particular on the unique ergodicity
and exponential stability of two–dimensional stochastic Navier–Stokes equa-
tions. Existence of an invariant measure for such model is established (see
[18, 32]) by means of the Krylov-Bogoliubov theorem. This classic approach
relies on two conditions: Feller property and tightness. The first corresponds
to continuity with respect to initial condition of the solution. The second
property describes the fact that the mass of transition probabilities does not
“escape to infinity”. Tightness is in fact shown exploiting the dissipativity
properties of the solutions.

Ensuring that the invariant measure is unique is usually a harder task and
several approaches are now available. A classic approach to establish unique
ergodicity of a Markov process is to show that the process is irreducible and
strong Feller [21]. Several results on the uniqueness of the invariant measure
were shown since the 90’s using this approach, for example for the stochastic
two–dimensional Navier–Stokes equation see [33, 30], for the one layer QG
model see [26]. However for SPDEs the strong Feller property fails to hold
in cases where the noise is spatially degenerate, namely acting only on a
subset of degrees of freedom. Eventually Hairer and Mattingly [41] provided
a comprehensive approach for the 2D Navier–Stokes equations forced only
in a four dimensional subspace, introducing the novel concept of asymptotic
strong Feller. This seminal work is highly technical, by for example requiring
Malliavin calculus and the Hörmander condition.

In this work we are considering a spatially degenerate noise as the noise
appears only on the first layer. However as the noise acts on all modes of the
first layer, meaning on an infinite dimensional subset of degrees of freedom,
it is not as highly degenerate as in [41]. Therefore we can use a different
approach to establish unique ergodicity, the asymptotic [44] (or generalised
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[50]) coupling method. The recent work [37], using ideas from [44, Section 2],
provides a compact account of the use of the asymptotic coupling method to
establish unique ergodicity for several nonlinear SPDEs.

The main idea of the asymptotic coupling approach is to add a control to
the stochastic forcing to synchronize solutions with different initial data. In
finite dimensions, Girsanov’s theorem ensures that the controlled equation
and the original equation generate equivalent distributions. In the infinite
dimensional case, an appropriate finite dimensional control on the unstable
degrees of freedom is often sufficient to ensure synchronisation and permits
application of Girsanov’s theorem.

We will use this technique in a similar way to [37] on the stochastic
two–layer quasi–geostrophic model to show the uniqueness of its invariant
measure. In particular we will need to impose a condition involving the
viscosity, bottom friction and the intensity of the noise to ensure the result.
We may think of the imposed parameter condition as requiring the bottom
layer (the one without noise) to be sufficiently dissipative to be determined
by the top one.

Regarding exponential stability, i.e. the exponential convergence of the
transition probabilities to the invariant measure, typically Harris’ theorem
provides conditions under which this holds in the total variation norm. A
major difficulty with applying this theorem in the context of SPDEs is that
the transition probabilities might be singular for different initial conditions
in violation of a crucial condition in Harris’ theorem. In [44, Section 4] a
new framework is introduced to retrieve a version of Harris’ theorem in the
infinite dimensional context, which gives exponential rate of convergence in
a Wasserstein-like distance, rather than in total variation.

In [50] the authors show how the asymptotic coupling method can be used
not only for the uniqueness of the invariant measure, but also to establish
convergence of transition probabilities (without a specified rate), taking a
step forward towards unifying Section 2 and Section 4 of [44]. More recently
[12] provided a set of verifiable conditions which, by means of the asymptotic
coupling approach, provides exponential and sub-exponential rate of conver-
gence to the invariant measure, improving [11] and [50]. These conditions
are particularly suitable for SPDEs, including Navier–Stokes type equations
like the quasi–geostrophic approximation.

However from the results in [12] it is not immediately clear how such tool-
box for SPDEs gives the general Harris’ theorem in [44]. It is challenging to
retrieve the precise formulation of the Wasserstein-like distance with respect
to which there is exponential convergence of transition probabilities. This
will require us to establish a fine comparison and blending of the results in
[12] and [44] as well as [11]. Next, applying this methodology to the two–layer
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quasi–geostrophic model we will prove that, under the same condition given
for the uniqueness of the invariant measure, there is exponential convergence
of transition probabilities.

An important immediate consequence of this result is a spectral gap prop-
erty for the Markov semigroup with respect to the Wasserstein-like distance.
This property means that the eigenvalues different from one of the Markov
semigroup are concentrated in a disk of radius strictly smaller than one.
Moreover, given the formulation of the Wasserstein-like distance, we will see
that the spectral gap is in a space of Hölder continuous functions. We are
particularly interested in obtaining a spectral gap for the semigroup oper-
ator, since this is a crucial ingredient to study the response of the model
to changes in the parameters, especially whether the invariant measure is
differentiable with respect to the parameters (linear response theory).

Response theory investigates the change of invariant objects under changes
of a system parameter. In particular, we talk about linear response when the
invariant measure is differentiable in the parameter. The derivative of the
invariant measure with respect to the parameter at a certain point (the “cur-
rent climate”) allows to quantify the response of the system to perturbations
(“climate change”), see [53]. In fact, even though the invariant measure is
often a very singular object, it can nonetheless change smoothly with respect
to changes in the parameters, at least in a weak sense. In particular one aims
at a response formula which expresses the derivative of the invariant measure
exclusively in terms of the unperturbed dynamics. In the applications this
would mean having a way to compute statistics of the perturbed dynamics
from those of the unperturbed. For more on the relevance of linear response
theory in geophysics see for example applications like [1, 55, 53] or the recent
review paper [36].

In the case of finite dimensional systems, there exists a large body of
mathematical literature on linear response. For hyperbolic systems, in ab-
sence of stochasticity, the pioneering work of Ruelle [65] ensured the differ-
entiability of invariant measures, in particular of SRB measures which carry
crucial physical interpretation. The result has been extended also to partially
hyperbolic systems in [24] but little is known for other classes of determinis-
tic systems, finite or infinite dimensional. In particular the existence of SRB
measures for Navier-Stokes seems entirely open as equations of fluid dynamic
appears out of scope to be treated with these techniques. For a review on
linear response theory in deterministic systems see the survey article [3].

In terms of stochastic systems, the impact of stochastic perturbations on
Ruelle’s linear response has been investigated for example in [52]. Recent
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works [35] and [2] pioneered linear response in finite dimensional random
dynamical systems. However less is known for infinite dimensional systems
associated to stochastic partial differential equations. To the best of this
author’s knowledge, the only result general enough to apply to dynamical
systems associated to a large class of stochastic partial differential equations
is the work of Hairer and Madja [40]. The response is studied in a weak sense,
namely it is shown that the averages of a class of observables are differentiable
with respect to the parameters of the systems, and moreover a formula for
the derivative is given. One of the ingredients for this results is showing that
the semigroup exhibits a spectral gap when acting on the desired class of
observables. In [40] the authors consider the closure of the space of smooth
observables with respect to a weighted C1–norm. Such observables were
already used in [42] to prove the spectral gap property for the 2D stochastic
Navier–Stokes equation with highly degenerate noise as in [41].

Here we will reformulate the framework of [40] highlighting the necessary
conditions for a general space of observables. In particular, we will show
linear response for less regular observables than [40]. In fact, as discussed
above, [44] provides sufficient conditions for the spectral gap property in a
space of Hölder continuous functions, so less regular than those used in [40]
and [42]. Using the strength of a deterministic forcing as the parameter with
respect to which response is considered, we give a series of conditions to show
linear response for dissipative SPDEs, like stochastic Navier–Stokes equation
or the stochastic two–layer quasi–geostrophic model. This methodology is
simpler to verify than the approach from [42, 40] as it does not require the use
of Malliavin calculus for example, and can be extended more easily to models
other than stochastic 2D Navier–Stokes. It is however less comprehensive as
it cannot deal with highly degenerate noises and we need to impose stronger
conditions on the nature of the perturbations to the dynamics we study the
response for.

We focus on dissipative nonlinear equations with a deterministic forcing
and the dependence of their invariant measure on the forcing strength. In
particular we obtain differentiability and a linear response formula for forc-
ings which are finite dimensional and in the range of the noise. For forcings
not satisfying such conditions we can nevertheless show weak Hölder conti-
nuity of the invariant measure, often referred to as fractional response. This
result does not provide a linear approximation of the perturbed dynamics in
terms of the unperturbed one, but ensures that a small change in the inten-
sity of the forcing does not cause a discontinuity in the long time average
behaviour of observables that are at least Hölder continuous.
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Outline of the thesis. In chapter 1 we recall the formulation of the two–
dimensional stochastic Navier–Stokes (SNS) equations as we will use it as
test model for the novel techniques, and present the deterministic two–layer
quasi–geostrophic (2LQG) model. We close the first chapter by introducing
the stochastic 2LQG model and its random version after [15] which we will
later use to show existence and uniqueness of solutions and the existence of
the invariant measure.

In chapter 2 we first show that there exists a unique solution of the
stochastic 2LQG model, both in a weak and strong sense. These results,
already known for the deterministic two-layer QG model, are now established
for its stochastic version by means of classic techniques for random systems.
In the second half of the chapter, namely section 2.4 and section 2.5, we
consider respectively the stochastic 2LQG and SNS model and study the
dependence of the solutions on the strength of the deterministic forcing (for
2LQG acting only on the first layer). We will show for both models that the
solutions are locally Lipschitz and locally differentiable with respect to it.
These technical results, not explicitly in the literature but straightforward to
derive, will be crucial when studying the dependence of the invariant measure
by the same parameter in chapter 5.

Then in chapter 3 we show existence and uniqueness of the invariant
measure for the stochastic 2LQG model. Both these new results require a
precise application of techniques available in the relevant literature pointed
out above. In particular we first show the existence adapting the approach
used for the stochastic Navier–Stokes equation in [32]. In the second part
we show its uniqueness, conditional to the bottom friction being sufficiently
large, using the asymptotic coupling method to deal with the nondegeneracy
of the noise.

In chapter 4 we first merge the results from [44] and [12] providing a
clear set-up to show exponential stability and a spectral gap property for
nonlinear dissipative SPDEs. This set-up, which not only summarises the
results in [44] and [12] but we believe is more transparent and easier to use,
is a key contribution of this thesis. This methodology permits us for the first
time to establish exponential stability and spectral gap for stochastic 2LQG
model with moderately degenerate noise as discussed above. Furthermore
we illustrate the methodology applying it to the stochastic Navier–Stokes
equation.

Finally we dedicate chapter 5 to the dependence on the parameters of
the invariant measure and in particular linear response. We develop a new
methodology for SPDEs with moderate degenerate noise for observables that
are less regular than in [40]. In particular we study response with respect
to changes in the intensity of the forcing, as introduced in chapter 2. In
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section 5.2 we also provide a new toolkit for such SPDEs to ensure Hölder
continuity of the invariant measure (fractional response). Both set-ups for
linear and fractional response are a major contribution of this thesis. Fi-
nally in section 5.3 and section 5.4 we apply these results respectively to the
stochastic Navier–Stokes equations and the stochastic 2LQG model showing
linear and fractional response. This is the first mathematical result on linear
response for the 2LQG model. With respect to the stochastic Navier-Stokes
the contribution of this work is a detailed proof of response theory for mod-
erate degenerate noise and in particular extending it to Hölder continuous
observables.
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Chapter 1

Intermediate complexity
models for geophysical fluid
dynamics

An important class of models for atmosphere and ocean dynamics are quasi–
geostrophic models. Such medium complexity models, used in early oper-
ational numerical weather forecasts, capture the large scale features of at-
mosphere dynamics in the mid-latitudes and are still used extensively in
research. Quasi–geostrophic models with several layers in particular are able
to represent density stratification and provide insights into, for instance,
atmosphere-ocean coupling or baroclinic instabilities [46, Chapter 8]. From
a mathematical point of view we will see that these models are systems of
several 2D Navier–Stokes equations in vorticity formulation coupled to each
other. Therefore, while the centre of our investigation will be the stochastic
two–layer quasi–geostrophic equation, we will also present the 2D Navier–
Stokes model with additive noise.

We first recall some key concepts of stochastic analysis in Hilbert spaces
(referring mainly to [22]) and in section 1.2 we briefly present the 2D stochas-
tic Navier–Stokes equation (referring mainly to [69] and [62]). Then in sec-
tion 1.3, after an introduction on the derivation of the quasi–geostrophic
approximation, we lay down the mathematical framework and notations for
the two–layer model. Finally in section 1.4 we introduce a stochastic pertur-
bation on the top layer and present the corresponding stochastic two–layer
quasi–geostrophic model.

11



12 1. Intermediate complexity models for geophysical fluid dynamics

1.1 Stochastic analysis in Hilbert spaces
Let U be a Hilbert space with scalar product 〈· , ·〉 and associated norm | · |.
Given the probability space (Ω,F ,P), let (W (t))t≥0 be an infinite dimensional
Wiener process with covariance operator Q : U → U and natural filtration
{Ft , t ≥ 0}. The operator Q is assumed to be a nonnegative symmetric
operator which is trace class, i.e. given {ek}k∈N, a complete orthonormal
basis of U

TrQ :=
∞∑
k=1

〈Qek, ek〉 <∞.

We denote by L1(U) the space of trace class operators on the space U . Equiv-
alently if Q is trace class then(∑

k∈N

|Q1/2ek|2
)1/2

<∞, (1.1)

namely Q1/2 is a Hilbert-Schmidt operator. We denote by L2(U) the space
of Hilbert-Schmidt operators on U endowed with the norm

‖T‖L2(U) =

(∑
k∈N

|Tek|2
)1/2

,

and by L0
2(U) the space of all Hilbert-Schmidt operators from Q1/2(U) into

U .
It can be shown (see e.g. [22, Proposition 4.3]) that a Q-Wiener process

W (t) can be written as a series of real valued Wiener processes more precisely

W (t) =
∞∑
k=1

√
σkβk(t)gk, (1.2)

where σk are eigenvalues of Q with {gk}k∈N a corresponding orthonormal
system of eigenfunctions, and βk(t), k ∈ N, are independent real Brownian
motions on (Ω,F ,P).

A process ϕ(t) with values in U is called stochastically integrable if it is
L0
2-predictable and is such that∫ T

0

‖ϕ(s)‖2L0
2
ds =

∫ T

0

‖ϕ(s)Q1/2‖2L2
ds <∞ P-a.s. (1.3)

Last, we define the quadratic variation of the process

M(t) =

∫ t

0

ϕ(s) dW (s) (1.4)
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as
〈M〉t =

∫ t

0

‖ϕ(s)‖2L0
2
ds.

We are now ready to present the first stochastic partial differential equa-
tion we will deal with, the two–dimensional stochastic Navier–Stokes equa-
tions.

1.2 Stochastic Navier–Stokes equations
In this section we present the classic mathematical set up for the two-
dimensional Navier-Stokes equation taking the main elements from the pre-
sentation for its deterministic version. We follow [69, Chapter III, Section 2]
and [62, Chapter 9] but the interested reader can also refer to [68], one of the
most complete references on the subject. For the stochastic version [22, Sec-
tion 13.11] provides a brief presentation and an exhaustive list of references.

Let D = [0, L]× [0, L] ⊂ R2 with L > 0 and consider the two–dimensional
(2D) stochastic Navier–Stokes equation on D

du+ ν∆u dt− (u · ∇)u dt = ∇p dt+ f dt+ dW

div u = 0

u(0, x) = u0.

(1.5)

Here u = u(t, x) is the velocity of an incompressible fluid, ν is the viscosity,
p(t, x) the pressure of the fluid, f(x) is a time-independent deterministic
forcing and W is a Q-Wiener process on a probability space (Ω,F ,P) with the
covariance operator Q nonnegative, symmetric and trace class. We consider
(1.5) with periodic boundary conditions and we assume that the average flow
vanishes, namely ∫

D
u(t, x) dx = 0 for all t ≥ 0.

Let L2(D) and Hk(D), k ∈ N, be the Sobolev spaces of L-periodic func-
tions with norms respectively

|u|2 :=
∫
D
|u(x)|2 dx and ‖u‖2k :=

∑
0≤|α|≤k

|Dαu|2, α ∈ N2. (1.6)

and H−k, k ∈ N the dual space of Hk. Furthermore denote by L̇2(D) and
Ḣk(D), k ∈ N, the space of functions u in L2(D) and Hk(D) such that∫

u(x) dx = 0.
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As the velocity u = u(t, x) is two–dimensional it is natural to introduce
the following product spaces

L2(D) =
[
L2(D)

]2 and Hk(D) =
[
Hk(D)

]2
, (1.7)

where for u = (u1, u2), v = (v1, v2) ∈ L2(D)

(u, v)L2(D) = (u1, v1) + (u2, v2), (1.8)
|u|2 := |u|2L2(D) = |u1|2 + |u2|2 (1.9)

and for u = (u1, u2), v = (v1, v2) ∈ Hk(D)

((u, v))Hk(D) = ((u1, v1)) + ((u2, v2)) (1.10)
‖u‖2k := ‖u‖2Hk(D) = ‖u1‖2 + ‖u2‖2. (1.11)

We now consider the Hilbert spaces

H = {u ∈ L̇2(D) : div u = 0 in D}
V = {u ∈ Ḣ1(D) : div u = 0 in D}

(1.12)

respectively with norms |·| and ‖·‖ := ‖·‖1. Elements of H and V then satisfy
the divergence free condition and the boundary conditions by definition.

Let A denote the Stokes operator namely A is a linear operator on H
such that

(Au, v) = ((u, v)) for all u, v ∈ V .
Its domain in H, i.e.

D(A) = {u ∈ V : Au ∈ H}

can be shown to be

D(A) = {u ∈ Ḣ2(D) : div u = 0 in D} = Ḣ2(D) ∩ V ,

so that V = D(A1/2) and ‖u‖ = |A1/2u|.
Since we consider periodic boundary conditions, we have that Au = −∆u

for all u ∈ D(A). Moreover, the operator A is a self-adjoint positive operator
on H, and we denote by {λk} its eigenvalues and by {ek} a corresponding
complete orthonormal system of eigenvectors.

Denote by V∗ the dual of V , then we have

D(A) ⊂ V ⊂ H ⊂ V∗

where the inclusions are continuous and each space is dense in the following
one.
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The weak formulation of the Navier–Stokes equation is obtained by clas-
sical arguments (see e.g. [68, 62]), namely by taking the H scalar product
of the equation with a test function v ∈ V . In particular the term involving
the pressure disappears since the periodic boundary conditions and the fact
that div v = 0 imply (∇p, v) = 0. Therefore given the trilinear form b

b(u, v, w) :=

∫
D
w(x) · (u(x) · ∇)v(x) dx,

the original equation (1.5) becomes

(du, v) + ν(Au, v) dt+ b(u, u, v) dt = (f, v) dt+ (v, dW ) (1.13)

Alternatively, given the bilinear operator B(u, v) : V × V → V∗ defined as

〈B(u, v), w〉 = b(u, v, w),

we can rewrite (1.13) as

du+ (νAu+B(u, u)) dt = f dt+ dW u(0, ω) = u0(ω) (1.14)

which we expect to hold as an equality in V∗ for f ∈ V∗.
Crucial part of the study of the Navier–Stokes equations is the treatment

of the trilinear form b and it is also where the main differences between the
two and three dimensional versions lay. Thanks to Ladyzhenskaya’s inequal-
ities it is known that the trilinear form b satisfies the following identities and
estimates:
Lemma 1.2.1 ([62, Propositions 9.1, 9.2]). Consider the two–dimensional
case D ⊂ R2. Then

b(u, v, w) = −b(u,w, v) for all u ∈ H, v, w ∈ V (1.15)

hence the orthogonality relation b(u, v, v) = 0.
For periodic boundary conditions

b(u, u, Au) = 0 for all u ∈ D(A). (1.16)

Furthermore the following bounds hold: for all u ∈ L∞, v ∈ V , w ∈ H

|b(u, v, w)| ≤ ‖u‖∞‖v‖|w|. (1.17)

If u, v, w ∈ V

|b(u, v, w)| ≤ kB‖u‖1/2|u|1/2‖v‖‖w‖1/2|w|1/2,

and if u ∈ V , v ∈ D(A), w ∈ H

|b(u, v, w)| ≤ kB‖u‖1/2|u|1/2‖v‖1/2|Av|1/2|w|. (1.18)

for an appropriate positive constant kB.
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1.3 The two–layer quasi–geostrophic (2LQG)
model

We are interested in what Vallis in his most comprehensive book on atmo-
sphere and ocean dynamic, [71], described as “perhaps the most widely used
set of equations for theoretical studies of atmosphere and ocean”, namely
the shallow water quasi–geostrophic equations or simply quasi–geostrophic
equations. This model is ultimately an approximation of three dimensional
Navier–Stokes equations on a rotating coordinate frame which best models
the large-scale features, yet not planetary, of the atmosphere or the ocean at
mid latitudes. It is at this scale that the main agents of the weather phenom-
ena, like (anti)cyclons and oceanic currents like the Gulf stream, act and the
quasi–geostrophic model is an intermediate system between planetary scales
and smaller scales where convection enters predominantly.

We give a brief description of how the model can be derived but we refer
to [71, Section 5.3] for a detailed presentation, or [54, Section 4.6] for a
more rigorous mathematical derivation. As other GFD models, the quasi–
geostrophic equations are determined by means of appropriate scaling and
approximation by linear expansion around a small parameter. Consider the
momentum equation of the rotating shallow water equation ([71, pg.127])

∂tu+ u · ∇u+ f × u = −g∇η

where u is the horizontal velocity, f is the Coriolis force, g is the gravitational
acceleration and η the height of the free surface. We consider the so-called
β-plane approximation (see [71, Section 2.3.2]): this accounts for the fact
that the vertical component of the rotation changes with the latitude y by
writing the Coriolis parameter f = f(y) as

f(y) = f0 + βy, (1.19)

with f0 and β assigned constants.
By assuming the hydrostatic balance on the vertical direction, namely

that the pressure is proportional to the height η, the right hand side of the
rotating shallow water equations is nothing but the pressure gradient. By
scale analysis it can be deduced that the time derivative has the same scale
of the advection and we are left balancing the pressure gradient against the
rotation and the advection terms. The so-called Rossby number Ro is a
constant giving information on the relation between the advection and the
rotation terms: the smaller is the Rossby number the larger is the effect of
the rotation on the dynamic with respect to that of the advection.
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Apart from the hydrostatic balance on the vertical component, large-scale
flows are described in the zonal (horizontal) component by the geostrophic
balance, namely when the rotation and the pressure gradient are in equilib-
rium with each other. As the term itself suggest, in the quasi–geostrophic
equations these are instead almost in equilibrium as the Rossby number is
small but not identically zero. The idea is then to use Ro as parameter for
asymptotic expansion of the variables u and η in the rotating shallow wa-
ter equations and derive the limit equations when Ro → 0. This procedure
defines the quasi–geostrophic equations.

In absence of dissipation or external forcing the one layer quasi–geostrophic
model is nothing but the material conservation of a scalar quantity q(x, y, t)
i.e.

dq

dt
= ∂tq + u · ∇q = 0, (1.20)

where q, called quasi–geostrophic potential vorticity, is defined as

q := ∆ψ + βy − f0
h
η.

Here η is the height of the free surface as above, h is the mean thickness of
the layer, f0 + βy is the Coriolis parameter by the β-plane approximation,
and ψ is the streamfunction of the fluid, namely u = ∇⊥ψ.

We consider the top to have a flat surface. This choice provides a simpler
model but at the same time describes a case still relevant for example for the
ocean where the variation of η about its mean position is very small compared
to the mean depth of the upper ocean and with good approximation the
surface can be considered flat. Then the quasi–geostrophic potential vorticity
reduces to

q := ∆ψ + βy.

and we can write (1.20) as

dq

dt
= ∂tq + J(ψ, q) = 0 (1.21)

with J the Jacobian operator J(a, b) = ∇⊥a · ∇b.
Let us now consider two layers of fluid one on top of each other with mean

height h1 for the top layer and h2 for the bottom one, assuming (without
loss of generality) that h1 ≤ h2, with density respectively ρ1 and ρ2 with
ρ1 < ρ2 and streamfunctions ψ1 and ψ2. This is a natural intermediate
step between the one layer case and the continuously stratified model which
account for a smooth density gradient on the vertical component, which
allows us to study more features of the ocean and/or the atmosphere within
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a still rather simple framework. For example the two–layer QG model is
one of the simplest models where crucial features of the weather system, like
baroclinic instabilities, arise. Such a model can be derived in the same way
as described above from the two–layer rotating shallow water equations (see
e.g. [71, Section 5.3.2]) so that given the streamfunction ψ = (ψ1, ψ2) we
have

dq1
dt

= ∂tq1 + J(ψ1, q1) = 0

dq2
dt

= ∂tq2 + J(ψ2, q2) = 0,

(1.22)

where, if we consider for simplicity flat bottom and top surface, the QG
potential vorticites for the layers are defined as

q1 := ∆ψ1 + F1(ψ2 − ψ1) + βy

q2 := ∆ψ2 + F2(ψ1 − ψ2) + βy.

Here F1, F2 are positive constants defined as

Fi :=
f 2
0

g′hi
, (1.23)

with g′ the reduced gravity g′ = g(ρ2 − ρ1)/ρ0 (see [61, pg. 419]) where ρ0 is
the characteristic value for the density. Further, denote

h1F1 = h2F2 =
f 2
0

g′
=: p. (1.24)

Equivalently we can define q1, q2 as

q1 = ∆ψ1 + F1(ψ2 − ψ1)

q2 = ∆ψ2 + F2(ψ1 − ψ2),
(1.25)

and (1.22) becomes

∂tq1 + J(ψ1, q1 + βy) = 0

∂tq2 + J(ψ2, q2 + βy) = 0.

In this work we will consider the case when the dynamic is affected by
external forcing and dissipation. On both layer we take into account the
effect of the eddy viscosity, on the top layer we consider a deterministic
forcing which accounts for example for the effect of the wind on the upper
ocean, and on the second layer the bottom friction r. In the next section
we lay down its precise mathematical formulation and the main notations
following closely the set up described in [8] and [15].
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1.3.1 Mathematical setup
Let D be a squared domain D = [0, L]× [0, L] ⊂ R2 with L > 0 typical length
scale of the dynamic (e.g. 106m for the atmosphere and 105m for the ocean)
and consider the following equations

∂tq1 + J(ψ1, q1 + βy) = ν∆2ψ1 + f

∂tq2 + J(ψ2, q2 + βy) = ν∆2ψ2 − r∆ψ2

q(0,x) = q0(x)

(1.26)

where x = (x1, x2) ∈ D, q(t,x) = (q1(t,x), q2(t,x))
t is the so-called quasi–

geostrophic potential vorticity, defined in (1.25) via the streamfunction of
the fluid, ψ(t,x) = (ψ1(t,x), ψ2(t,x))

t, or in vectorial formulation

q = (∆ +M)ψ with M =

(
−F1 F1

F2 −F2

)
(1.27)

where ∆ψ = (∆ψ1,∆ψ2)
t and F1, F2 are positive constants as in (1.23). The

model (1.26) includes dissipation generated by the eddy viscosity ν on both
layers and friction r on the bottom layer as well as a deterministic forcing on
the top layer f = f(t,x) with zero spatial averages, i.e.∫

D
f(t,x) dx = 0 for all t ≥ 0,

that accounts for the wind shear on the surface of the ocean. Furthermore
we assume periodic boundary conditions for ψ in both directions with period
L and we impose that ∫

D
ψ(t,x) dx = 0. (1.28)

Next we set the notations for the two–layer quasi–geostrophic model used
in this work. Let L2(D), Hk(D), k ∈ R be the standard Sobolev spaces of
L-periodic functions satisfying (1.28) with respectively L2 norm defined as

‖u‖20 :=
∫
D
|u(x)|2 dx, (1.29)

and the norm in Hk(D) defined as

‖u‖2k :=
∫
D
|(−∆)k/2u(x)|2 dx, (1.30)

so that
‖∇u‖2k = ‖u‖2k+1 and ‖∆u‖2k = ‖u‖2k+2.
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We also introduce appropriate norms on the product spaces to deal with
our coupled system. Given u and v elements of Hk ×Hk, k > 0 or L2 × L2

for k = 0, define

‖u‖p,k =
(
‖
√
h1u1‖pk + ‖

√
h2u2‖pk

)1/p
(1.31)

and in particular for p = 2 we write

‖u‖2k := ‖u‖22,k = h1‖u1‖2k + h2‖u2‖2k (1.32)
(u,v)k := h1(u1, v1)k + h2(u2, v2)k. (1.33)

Then we define

L2 =
{
u ∈ L2 × L2 : ‖u‖20 <∞

}
(1.34)

Hk =
{
u ∈ Hk ×Hk : ‖u‖2k <∞

}
, k > 0 (1.35)

and we denote with H−k the dual space of Hk, k > 0.
Then Poincaré inequality in Hk reads as

‖u‖k ≤ λ
−1/2
1 ‖u‖k+1, k ≥ 0, (1.36)

where λ1 is the smallest eigenvalue of the operator −∆.
Define the operator Ã : Hk+2 → Hk, k ∈ R as

Ãv = −(∆ +M)v v ∈ Hk+2. (1.37)

It is easy to see that Ã is self-adjoint, since −∆ is self-adjoint and for M
we have

(Mu,v) = −h1v1F1(u1 − u2) + h2v2F2(u1 − u2)

= −p(v1 − v2)(u1 − u2) = (u,Mv).

Furthermore its range

Rk(Ã) = {Ãv : v ∈ Hk+2} ⊂ Hk

is closed and Ã−1 is a self-adjoint continuous operator in Hk. Then we define

L2 := L2
∣∣
R0(Ã)

and Hk := Hk
∣∣
Rk(Ã)

k ∈ R, k 6= 0.

Remark 1.3.1. Since the L2 and H1 norms and the L2 scalar product are the
most used throughout all the chapters we denote them as follows

|v| := ‖v‖0 and ‖v‖ := ‖v‖1
|v| = h1|v1|+ h2|v2| := ‖v‖0 and ‖v‖ = h1‖v1‖+ h2‖v2‖ := ‖v‖1

(u, v) := (u, v)0 and (u,v) = h1(u1, v1) + h2(u2, v2)

also in accordance with what is typically used for Navier–Stokes equation.
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Finally we introduce two new norms in L2 and H−1. For u ∈ H−1 by
definition there exists v ∈ H1 such that u = Ãv, and we can define the norm
on H−1

|||u|||2−1 := ‖v‖2 + p|v1 − v2|2, (1.38)

and, for u ∈ L2 with v ∈ H2 so that Ãv = u, define the norm on L2

|||u|||20 := ‖v‖22 + p‖v1 − v2‖2. (1.39)

We set
H =

(
H−1, |||·|||−1

)
and V =

(
L2, |||·|||0

)
. (1.40)

Note that by Poincaré inequality |||q(t)|||2−1 ≤ λ−1
1 |||q(t)|||20 as by definition

we have

|||q(t)|||2−1 = ‖ψ‖2 + p|ψ1 − ψ2|2

≤ λ−1
1

(
|∆ψ|2 + p‖ψ1 − ψ2‖2

)
= λ−1

1 |||q(t)|||20.
(1.41)

Furthermore these norms are equivalent respectively to ‖ · ‖−1 and ‖ · ‖0, and
have a series of useful properties.

Lemma 1.3.2. Consider u ∈ H−1 and v ∈ H1 such that Ãv = u. Then the
following relations hold:

(u,v) = (Ãv,v) = |Ã1/2v|2 = |||u|||2−1 (1.42)
‖v‖2 ≤ |||u|||2−1 ≤ a0‖v‖2 (1.43)

for some a0 > 0.
For u ∈ L2 and v ∈ H2 such that Ãv = u, we have:

(u,∆v) = −|||u|||20 (1.44)
(|∆v|2 =)‖v‖22 ≤ |||u|||20 ≤ a0‖v‖22. (1.45)

Proof. We start by showing (1.42). By definition (1.37) of Ã we have

(u,v) = (Ãv,v) = −(∆v,v)− (Mv,v)

then, by Green’s theorem

−(∆v,v) = ‖v‖2

and by (1.24), namely F1h1 = F2h2 = p we have

−(Mv,v) = F1h1(v1 − v2, v1) + F2h2(v2 − v1, v2) = p|v1 − v2|2.
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In a similar way we can show (1.44). By definition of Ã we have

(u,∆v) = −(∆v,∆v)− (Mv,∆v)

then by definition of M (1.27), the relation (1.24) and Green’s theorem

−(Mv,∆v) = h1F1(v1 − v2,∆v1) + h2F2(v2 − v1,∆v2)

= −p((−∆)1/2(v1 − v2), (−∆)1/2v1) + p((−∆)1/2(v1 − v2), (−∆)1/2v2).

Therefore we have

(u,∆v) = −|∆v|2 − p‖v1 − v2‖2 = −|||u|||20.

Moving on to (1.43), the lower bound follows by definition of |||·|||−1. The
upper bound can be computed thanks to Poincaré inequality (1.36) and the
parallelogram law. Indeed we have

p|v1 − v2|2 ≤ pλ−1
1 ‖v1 − v2‖2

≤ 2p

λ1min(h1, h2)
(h1‖v1‖2 + h2‖v2‖2)

= 2λ−1
1 max(F1, F2)‖v‖2.

Then since we assume h1 ≤ h2, from (1.24) it follows that F1 ≥ F2, and
setting a0 to be max(1, 2F1/λ1) we have the desired result

|||u|||2−1 = ‖v‖2 + p|v1 − v2|2 ≤ a0‖v‖2.

The same calculation using the definition of |||·|||0 and the Poincaré inequality
(1.36) for k = 1 gives (1.45).

Similarly to the Navier–Stokes equation, taking the L2 scalar product of
(1.26) with v ∈ H2 we obtain the weak formulation

(∂tq1, h1v1) + (J(ψ1, q1 + βy), h1v1) = ν(∆2ψ1, h1v1) + (f, h1v1)

(∂tq2, h2v2) + (J(ψ2, q2 + βy), h2v2) = ν(∆2ψ2, h2v2)− r(∆ψ2, h2v2).
(1.46)

We can write (1.46) in vectorial formulation introducing the bilinear operator
B(u,v) from H2 ×H2 into H−2 defined as

B(u,v) =

(
J(u1,∆v1) + F1J(u1, v2)

J(u2,∆v2) + F2J(u2, v1)

)
, (1.47)
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for u = (u1, u2), v = (v1, v2) ∈ H2. Then using the fact that J(u, u) =
∇⊥u · ∇u = 0 we can write (1.46) as

(∂tq,v) + (B(ψ,ψ),v) + β (∂1ψ,v) = ν
(
∆2ψ,v

)
+

(
h1〈f, v1〉

−rh2(∆ψ2, v2)

)
.

(1.48)
where ∂1 denotes the derivative with respect to x1.

Alternatively, regarding the variables q(t,x) and ψ(t,x) as trajectories
in H−1 and H1 respectively

[q(t)](x) = q(t,x) and [ψ(t)](x) = ψ(t,x),

we can rewrite (1.48) as

dq

dt
+B(ψ,ψ) + β∂1ψ = ν∆2ψ +

(
f

−r∆ψ2

)
q = −Ãψ.

(1.49)

Note that we expect the first equation to hold as equality in H−2 for f ∈ H−2

and the relation between q and ψ as equality in H−1.
Table 1.1 contains a summary of the spaces and relative norms used

throughout this work when working with the quasi–geostrophic model.

Space Norm
L2 |v|2 = h1|v1|2 + h2|v2|2

H1 ‖v‖2 = h1‖v1‖2 + h2‖v2‖2

Hk k 6= 0, 1 ‖v‖2k = h1‖v1‖2k + h2‖v2‖2k
V = L2 = L2|R(Ã) |||u|||20 =

∣∣∣∣∣∣∣∣∣−Ãv∣∣∣∣∣∣∣∣∣2
0
= ‖v‖22 + p‖v1 − v2‖2

H = H−1 = H−1|R(Ã) |||u|||2−1 =
∣∣∣∣∣∣∣∣∣−Ãv∣∣∣∣∣∣∣∣∣2

−1
= ‖v‖2 + p|v1 − v2|2

Table 1.1: Notations for the two–layer quasi–geostrophic model. The first
block will be mainly used for the streamfunctions ψ, while the second block
is specific for the potential vorticities q, i.e. functions in the range of the
operator Ã.

1.3.2 Properties of the nonlinearity
The Jacobian operator

J(u, v) = ∇⊥u · ∇v,
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has a series of useful properties and estimates that will be extensively used
in this work. They are presented in [15, Lemma 3.1] which we report here to
ease reference.

Lemma 1.3.3. The Jacobian operator verifies the following properties

J(u, v) = −J(v, u), J(u, u) = 0 u, v ∈ H1 (1.50)
(J(u, v), w) = (J(v, w), u), (J(u, v), v) = 0 u, v, w ∈ H2 (1.51)

and the following estimates hold

|(J(u, v),∆u)| ≤ c0|∆v|‖u‖|∆u|, u, v ∈ H2 (1.52)
|(J(u, v), w)| ≤ c1|∆u||∆v||w|, u, v ∈ H2, w ∈ L2 (1.53)
|(J(u, v), w)| ≤ c1‖u‖|∆v|‖w‖, u, v, w ∈ H2. (1.54)

Here above c0 = 2+(
√
2·π)−1 and c1 = c0λ

− 1
2

1 , with λ1 the smallest eigenvalue
of −∆.

We stress that the form of these estimates is specific to the fact that we
have periodic boundary conditions. These results translate into the proper-
ties of the bilinear operator B (1.47):

Lemma 1.3.4. Let B be the bilinear operator (1.47), then for u,w ∈ H1

and v ∈ H2

(B(u,v),w) = −(B(w,v),u), (1.55)
(B(u,v),u) = 0. (1.56)

Moreover there exists positive constant k0 and kB such that the following
estimates hold for u,v,w ∈ H2

|(B(u,u),v)| ≤ k0‖u‖|∆u||∆v| (1.57)
|(B(u,v),v)| ≤ ν

2
|∆v|2 + kB|∆u|2‖v‖2 (1.58)

|(B(u,v),v)| ≤ ν
2
|∆u|2 + kB|∆v|2‖v‖2. (1.59)

Proof. The relation (1.56) follows from (1.55). The latter is a direct conse-
quence of the definition of the operator B (1.47) and of the properties of the
Jacobian (J(u, v), w) = (J(v, w), u) and J(u, v) = −J(v, u).

By the definition of B we have

|(B(u,u),v)| = |(J(u1,∆u1), h1v1) + F1(J(u1, u2), h1v1)

+(J(u2,∆u2), h2v2) + F2(J(u2, u1), h2v2)| .
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Thanks to the estimates (1.53) and (1.54) we have

|(B(u,u),v)| ≤ c0h1‖u1‖|∆u1||∆v1|+ c1p‖u1‖‖u2‖|∆v1|
+ c0h2‖u2‖|∆u2||∆v2|+ c1p‖u1‖‖u2‖|∆v2|

Using Poincaré inequality (1.36), the fact that c1 = c0λ
−1/2
1 and p = F1h1 =

F2h2 it is easy to see that

≤ c0
√
h1‖u1‖|∆v1|

(√
h1|∆u1|+

√
pF2

λ1

√
h2|∆u2|

)
+ c0

√
h2‖u2‖|∆v2|

(√
pF1

λ1

√
h1|∆u1|+

√
h2|∆u2|

)
.

Since we assumed without loss of generality that h1 ≤ h2 and F1 ≥ F2,
rearranging appropriately we get

|(B(u,u),v)| ≤ c0√
h1

max(1,
√
pF1

λ1
)
(√

h1|∆u1|+
√
h2|∆u2|

)
·

· (h1‖u1‖|∆v1|+ h2‖u2‖|∆v2|) .

As a+ b ≤
√
2(a2 + b2) we can derive the desired estimate (1.57)

|(B(u,u),v)| ≤ k0|∆u|‖u‖|∆v|

where
k0 =

2c0
√
2√

h1
max(1,

√
pF1

λ1
).

Next, both inequalities (1.58) and (1.59) derive from the same initial
estimate we are about to derive. By definition of B and triangular inequality
we have

|(B(u,v),v)| ≤ h1|(J(v1, u1),∆v1)|+ F1h1|(J(v2, u1), v1)|
+ h2|(J(v2, u2),∆v2)|+ F2h2|(J(v1, u2), v2)|

so, by the estimates (1.52) and (1.54),

|(B(u,v),v)| ≤ c0h1|∆u1||∆v1|‖v1‖+ c1F1h1‖v1‖‖v2‖|∆u1|
+ c0h2|∆u2||∆v2|‖v2‖+ c1F2h2‖v1‖‖v2‖|∆u2|. (1.60)

Now we use Young’s inequality to get first (1.58). Indeed

c0hi|∆ui||∆vi|‖vi‖ ≤ c20hi

ν
|∆ui|2‖vi‖2 + νhi

4
|∆vi|2,

c1Fihi‖vi‖‖vj‖|∆ui| ≤ c21F
2
i hi

νλ1
‖∆ui‖2‖vj‖2 + νλ1hi

4
‖vi‖2,
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so that

|(B(u,v),v)| ≤ c20
ν

(
h1|∆u1|2‖v1‖2 + h2|∆u2|2‖v2‖2

)
+ ν

4
|∆v|2

+
c21F

2
1 h1

νλ1
|∆u1|2‖v2‖2 + c21F

2
2 h2

νλ1
|∆v2|2‖v1‖2 + νλ1

4
‖v‖2.

Then by Poincaré’s inequality, and since h1 ≤ h2 and F1 ≥ F2,

|(B(u,v),v)| ≤ c20
νh1

(
h21|∆u1|2‖v1‖2 + h22|∆u2|2‖v2‖2

)
+ ν

2
|∆v|2

+
c21F

2
1

νh1λ1

(
h1h2|∆v1|2‖v2‖2 + h1h2|∆v2|2‖v1‖2

)
.

Finally setting
kB = max

(
c20
νh1
,

c21F
2
1

νh1λ1

)
, (1.61)

we have
|(B(u,v),v)| ≤ ν

2
|∆v|2 + kB|∆u|2‖v‖2.

To prove (1.59) we use Young’s inequality in a different way in (1.60),
namely

c0hi|∆ui||∆vi|‖vi‖ ≤ c20hi
ν

|∆vi|2‖vi‖2 +
νhi
4

|∆ui|2

c1Fihi‖vi‖‖vj‖|∆ui| ≤
c21F

2
i hi
ν

‖vi‖2‖vj‖2 +
νhi
4

|∆ui|2.

Therefore we have

|(B(u,v),v)| ≤ c20
ν

(
h1|∆v1|2‖v1‖2 + h2|∆v2|2‖v2‖2

)
+ ν

2
|∆u|2

+
c21F

2
1 h1

ν
‖v1‖2‖v2‖2 + c21F

2
2 h2

ν
‖v2‖2‖v1‖2.

Poincaré’s inequality gives
c21F

2
1

ν
‖v1‖2‖v2‖2 + c21F

2
2

ν
‖v2‖2‖v1‖2 ≤ c21F

2
1 h1

νλ1
|∆v1|2‖v2‖2 + c21F

2
2 h2

νλ1
|∆v2|2‖v1‖2,

so that

|(B(u,v),v)| ≤ c20
h1ν

(
h21|∆v1|2‖v1‖2 + h22|∆v2|2‖v2‖2

)
+ ν

2
|∆u|2

c21F
2
1

νh1λ1

(
h1h2|∆v1|2‖v2‖2 + h1h2|∆v2|2‖v1‖2

)
.

Recalling the definition of kB we have the desired result

|(B(u,v),v)| ≤ ν
2
|∆u|2 + kB|∆v|2‖v‖2.
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We conclude this section studying the derivative of the operator B as it
will be useful when studying the differentiability of the solutions with respect
to parameters in section 2.4.3.

Lemma 1.3.5. Let B be the bilinear operator as defined (1.47) and consider
its restriction on the diagonal space D = {(u,u) : u ∈ H2}. Then the
operator B : D → H−2 satisfies the bound

‖B(u,u)‖−2 ≤ k0‖u‖|∆u|. (1.62)

Furthermore its derivative is well defined and is

DB(u,u)v = B(v,u) +B(u,v). (1.63)

Proof. By definition

‖B(u,u)‖−2 = sup
∥v∥2 ̸=0

|(B(u,u),v)|
‖v‖2

.

Using the estimate (1.57) we have

‖B(u,u)‖−2 ≤ sup
∥v∥2 ̸=0

k0‖u‖|∆u||∆v|
‖v‖2

(1.64)

hence since ‖v‖2 = |∆v| we get the desired estimate

‖B(u,u)‖−2 ≤ k0‖u‖|∆u|.

Next, by definition DB(u,u) ∈ L(H2,H−2) is the derivative of B at u if

lim
∥w∥→0

‖B(u+w,u+w)−B(u,u)−DB(u,u)w‖−2

‖w‖2
= 0.

Now, by bilinearity one has

B(u+w,u+w)−B(u,u) = B(u,w) +B(w,u) +B(w,w),

therefore

‖B(u+w,u+w)−B(u,u)−DB(u,u)w‖−2

‖w‖2
≤ ‖B(w,w)‖−2

‖w‖2

+
‖B(u,w) +B(w,u)−DB(u,u)w‖−2

‖w‖2
.
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To prove (1.63) we need to show that the first term on the right hand side
converges to zero as ‖w‖ goes to zero. Using the estimate found in the first
part, (1.62) we have

‖B(w,w)‖−2

‖w‖2
≤ k0‖w‖ ≤ k0λ

−1/2
1 ‖w‖2.

Therefore, for all w ∈ H2, ∥B(w,w)∥−2

∥w∥2 → 0 as ‖w‖2 → 0 and

DB(w,w)v = B(v,w) +B(w,v).

Now we are ready to introduce the stochastic version of the two–layer
quasi–geostrophic model we will study in this work.

1.4 A stochastic two–layer quasi–geostrophic
model

Stochastically forced QG models have been considered in applications (see
e.g. [38, 23]) and mathematical studies (see e.g. [9, 25, 26, 27]). Regarding
the case of noise acting only on the first layer though, the only mathematical
reference seems to be [15]. In section 1.4.1 we will present the mathematical
set up for a such model following closely [15]. In section 1.4.2 we recall some
technical results on the Ornstein-Uhlenbeck process which will be particularly
relevant in chapter 2 and section 3.1.

1.4.1 Stochastic and Random model
Consider the framework described in section 1.3 with H = (H−1, |||·|||−1) and
V = (L2, |||·|||0) and perturb the top layer of the deterministic model (1.26)
with a Q-Wiener process with values in L2 to get

dq1 + J(ψ1, q1 + βy) dt =
(
ν∆2ψ1 + f

)
dt+ dW

∂tq2 + J(ψ2, q2 + βy) = ν∆2ψ2 − r∆ψ2

q = −Ãψ = (∆ +M)ψ,

(1.65)

and in vectorial formulation

dq+ (B(ψ,ψ) + β∂1ψ) dt = ν∆2ψ dt+

(
f

−r∆ψ1

)
dt+ dW (1.66a)

q = −Ãψ = (∆ +M)ψ (1.66b)
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with initial condition q(0) = q0 ∈ H, where W the Wiener process on L2

defined as W = (W, 0)t.
To study the existence of solutions as well as the existence of invariant

measure, concept that we will introduce precisely in chapter 3, we will use an
approach most common in the study of random dynamical systems associ-
ated to SPDEs: transforming the stochastic equation in a partial differential
equation with random coefficient by means of a change of variable (see for
example [17]). One of its early uses was the 1973 work of Bensoussan and
Temam on the stochastic Navier–Stokes equation [4] and this approach can
now be considered classic in the specific literature.

Let η(t,x, ω) be an auxiliary Ornstein-Uhlenbeck process defined by the
solution of the linear equation

dη(t)− ν(α + 1)∆η(t) dt = dW (t), η(0) = η0 ∈ L2 (1.67)

with periodic boundary conditions, same realization of the noise, and α > 0
a free control parameter. Now transform (1.66) via the change of variables

q̃1 := q1 − η; q̃2 = q2, (1.68)

and use (1.67) to get

dq̃+ (B(ψ,ψ) + β∂1ψ) dt = ν∆2ψ dt+

(
f − ν(α + 1)∆η(t)

−r∆ψ1

)
dt

q̃ = (∆ +M)ψ −
(
η

0

)
.

(1.69)

To ensure the new variable q̃ is in the range of Ã, namely it has a formulation
as in (1.66b), we introduce the process ξ = (ξ1, ξ2), solution of the linear
elliptic equation

(∆ +M)ξ = −
(
η

0

)
. (1.70)

Then define the new variable ψ̃ = ψ + ξ so that we can write (1.69) as

dq̃

dt
+B(ψ̃ − ξ, ψ̃ − ξ) + β∂1(ψ̃ − ξ) = ν∆2(ψ̃ − ξ) dt+

(
f − ν(α + 1)∆η

−r∆(ψ̃2 − ξ2)

)
q̃ = −Ãψ̃ = (∆ +M)ψ̃.
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Finally, using (1.70), we get the following random version of the stochas-
tically forced two–layer quasigeostrophic system in H
dq̃

dt
+B(ψ̃ − ξ, ψ̃ − ξ) + β∂1(ψ̃ − ξ) = ν∆(∆ψ̃ +Mξ) dt+

(
f − να∆η

−r∆(ψ̃2 − ξ2)

)
q̃ = (∆ +M)ψ̃

q̃(0) = q0 −
(
η0
0

)
.

(1.71)
Last, note that given the definition of ξ (1.70), it is clear that the processes

ξ1, ξ2 are more regular than the process η in the spatial variable, in particular
if η has values in Hk then

‖ξi‖k+2 ≤ ‖η‖k, i = 1, 2, and ‖ξ1 − ξ2‖k+2 ≤ ‖η‖k k ∈ R. (1.72)

1.4.2 Some properties of the Ornstein-Uhlenbeck pro-
cess

Set U = (Hk, ‖ · ‖) and let A be the Stokes operator Au = −∆u so that
U = D(Ak/2) and let e−tA be the bounded semigroup generated by −A in U
(see e.g. [22, Appendix A.4]). Given a Wiener process W with covariance
operator Q commuting with A, we consider the Stokes equation

dη + α1Aη dt = dW, η(t0) = η0 ∈ U. (1.73)

with constant α1 = ν(α + 1) > 0. By the classic theory of linear equations
with additive noise there exists a unique solution η which we can expressed
as

η(t) = η0e
−(t−t0)α1A +WA(t) with WA(t) =

∫ t

t0

e−α1(t−s)A dWs.

The process WA is called stochastic convolution and has the following prop-
erties.
Lemma 1.4.1 ([22, Theorem 5.2]). Let W be a Q-Wiener process on U .
Consider the process

WA(t) =

∫ t

0

e−(t−s)α1A dW (s)

and assume that ∫ T

0

‖e−tα1A‖2L0
2(U) dt <∞. (1.74)

Then
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(i) WA is Gaussian, continuous in mean square i.e. E‖X(t)‖2 is continu-
ous in t, and has a predictable version;

(ii) the trajectories of WA are P-a.s. square integrable and LawWA is a
symmetric Gaussian measure on L2(0, T ;U).

Furthermore when Q is a trace class operator the process WA admits a
continuous version. It will be evident from the proof that this result holds
true also for a less regular covariance operator but for sake of simplicity and
consistency with the rest of this work we will always consider Q at least trace
class.

Theorem 1.4.2. Let W be a Q-Wiener process on U with covariance operator
trace class Q ∈ L1(U). Then there exists a continuous version of WA with
values in U .

Proof. Theorem 5.11 in [22] ensures that if there exists an δ ∈ (0, 1/2) such
that ∫ t

0

s−2δ‖e−sα1A‖2L0
2(U) ds <∞, (1.75)

then there exists a continuous version of WA with values in U . Let us then
prove that (1.75) holds. Let ε be an arbitrary small positive constant, then∫ t

0

s−2δ‖e−sα1A‖2L0
2(U) ds =

∫ t

0

s−2δ‖e−sα1AQ1/2‖2L2(U) ds

≤ ‖Q1/2Aε−1/2‖2L2(U)

∫ t

0

s−2δ‖A1/2−εe−sα1A‖2L(U)

where L(U) is the space of bounded linear operators on U . Furthermore it
is known that (see e.g. [22, eqn 5.23]) there exists c > 0 such that

‖Aβe−tα1A‖L(U) ≤ ct−β

so that ∫ t

0

s−2δ‖e−sα1A‖2L0
2(U) ds ≤ ‖Q1/2Aε−1/2‖2L2(U)

∫ t

0

c2

s1−2ε+2δ
ds.

Then for any 0 < δ < ε the integral on the right hand side is well defined
and we have the desired result as long as

‖Q1/2Aε−1/2‖2L2(U) <∞
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We can see that for such a condition to hold it is enough for Q to be trace
class in U . In fact, if {ek}k∈N is a complete basis of U made of eigenfunctions
of A we have

‖Q1/2Aε−1/2‖2L2(U) =
∑
k∈N

‖Q1/2Aε−1/2ek‖2 =
∑
k∈N

λ2ε−1
k ‖Q1/2ek‖2.

Since the eigenvalues of A form an increasing sequence in R+, for all ε < 1/2
we have∑

k∈N

λ2ε−1
k ‖Q1/2ek‖2 ≤ λ2ε−1

1

∑
k∈N

‖Q1/2ek‖2 = λ2ε−1
1 ‖Q1/2‖2L2(U)

so that it is enough to have ‖Q1/2‖2L2(U) <∞.

In addition we can find an explicit bound for the mean square norm of η
which can be made arbitrarily small picking a sufficiently large value of the
parameter α1, i.e. of the control parameter α. This result will later prove
crucial in section 3.1.

Lemma 1.4.3. Let η be the solution of (1.73) with initial data η(t0) = η0 ∈
Hk and covariance Q trace class in Hk, i.e. TrkQ = Tr0A

kQ < ∞ for
k ≥ 0. Then

E ‖η(t)‖2k ≤ ‖η(t0)‖2ke−2α1λ1(t−t0) +
TrkQ

2α1λ1
(1.76)

for all t, t0 ∈ R, t0 ≤ t.

Proof. By Lemma A.3, since the function f(t) = E‖η(t)‖2k is continuous and
non-negative, if we show that

f(s)− f(r) ≤ −γ
∫ s

r

f(τ) dτ +K(s− r) for all r < s (1.77)

then we have the desired result, i.e.

f(t) ≤ f(t0)e
−γ(t−t0) +K/γ for all t ≥ 0. (1.78)

Take the Hk scalar product of (1.73) with η itself and by Itô formula we
get

‖η(t)‖2k = ‖η(t0)‖2k − 2α1

∫ t

t0

‖η(τ)‖2k+1 dτ + (t− t0) TrkQ+ 2

∫ t

t0

(η, dW )k
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and in expectation

E ‖η(t)‖2k = E ‖η(t0)‖2k − 2α1E
∫ t

t0

‖η(τ)‖2k+1 dτ + (t− t0) TrkQ.

By Poincaré inequality ‖η‖2k ≤ λ−1
1 ‖η‖2k+1 we have the desired expression

E ‖η(t)‖2k ≤ E ‖η(t0)‖2k − 2α1λ1

∫ t

0

E ‖η(τ)‖2k dτ + (t− t0) TrkQ

so that, setting K = TrU Q and γ = 2α1λ1, Lemma A.3 gives

E ‖η(t)‖2k ≤ ‖η(t0)‖2ke−2α1λ1(t−t0) +
TrkQ

2α1λ1
.

Furthermore, as we will see in an application of the results of chapter 4,
(Example 4.1.14) the Ornestein Uhlenbeck process solution of (1.73) is er-
godic, i.e. for all summable f : U → R,

lim
t→∞

1

t

∫ t

0

f(η(s)) ds = Ef(η(0)) P-a.s..

Summary and remarks
In this first chapter we set the mathematical framework for the models we
will work on. After recalling the stochastic Navier–Stokes equation, we fo-
cused on the two–layer quasi–geostrophic model, with and without additive
stochastic forcing. In particular, we introduced the Hilbert spaces essen-
tial in the analysis to come, see Table 1.1, and estimates on the Jacobian
(Lemma 1.3.3 and Lemma 1.3.4) which will be used extensively.

Going forward, it is useful to keep in mind the relation between the ve-
locity u, the streamfunction ψ and the potential vorticity q: the velocity is
the orthogonal gradient of the streamfunction, so always one order of dif-
ferentiability lower than the streamfunction, while the potential vorticity is
comparable with the laplacian of the streamfunction, two orders of differen-
tiability lower than it. This, together with classic results for Navier-Stokes,
will give us an intuition on the spaces over which the stochastic two–layer
QG model is well posed, topic central to the next chapter.
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Chapter 2

Solutions and their properties

Given the similarities between the stochastic Navier–Stokes equation and the
two–layer quasi–geostrophic model, it is natural to first look at the results
for the former to prove similar ones for the latter. A possible approach to
prove the existence of solutions is the one presented in [4, 32, 31] which we will
briefly treat in section 2.1. This is by no means the only way possible (see e.g.
[19]) but we selected it as it will prove extremely useful to show the existence
of an invariant measure in the next chapter. Moreover this approach provides
a direct proof of Theorem 3.1 [15] i.e. the well-posedness of the equation with
random coefficients (1.71). In this approach the regularity of the Ornstein-
Uhlenbeck process and that of the solutions of the random equation are
combined to derive information on the solution of the stochastic equation.
Afterwards, in section 2.4 and section 2.5, we will study how the solutions
of the stochastic quasi–geostrophic model and the stochastic Navier–Stokes
model depend on the intensity of the external forcing f . These results will
later play a crucial role in chapter 5 where we will study the dependence of the
long time average behaviour of these models with respect to this parameter.

2.1 Methodology and main results
We will explain the methodology first with the stochastic 2D Navier–Stokes
equation as an example.

Consider the setup outlined in section 1.2 with the Hilbert spaces (H, | · |)
and (V , ‖ · ‖) as in (1.12) and the stochastic Navier–Stokes equation

du+ νAu dt+B(u, u) dt = f dt+ dW u(0) = u0 (2.1)
where u0 ∈ H, W is a Q-Wiener process in H with Q trace class operator.

The first concept of solution we introduce is that of weak solution (see
for example [22, Chapter 7]).

35
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Definition 2.1.1. An H-valued process u(t), t ∈ [0, T ] is said to be a weak
solution of (2.1) if the trajectories of u are P-a.s. integrable,

u ∈ C([0, T ];H) ∩ L2(0, T ;V) P-a.s.

and if for all φ ∈ D(A) and all t ∈ [0, T ] we have

(u(t), φ) +

∫ t

0

(u(s), Aφ) ds+

∫ t

0

(B(u, u), φ) ds = (u0, φ)+∫ t

0

(f(s), φ) ds+ (W (t), φ) P-a.s. (2.2)

As observed in [31], a sufficiently regular noise would ensure the desired
regularity of the solution and its uniqueness:

Theorem 2.1.2. Let u0 ∈ H, f ∈ L2(0, T ;V∗). If Q is trace class in V then
there exists a unique weak solution of (2.1)

u ∈ C([0, T ];H) ∩ L2(0, T ;V) P-a.s.

Proof. The solution is derived thanks to the classic change of variables al-
ready introduced for the quasigeostrophic model in section 1.4.1. We consider
the linear equation

dz + νAz dt = dW, z(0) = 0 (2.3)

with same realisation of the noise of (2.1), so that v := u − z satisfies the
random equation

dv

dt
+ νAv +B(v + z, v + z) = f, v(0) = u0. (2.4)

It is known (e.g. [32, Proposition 4.1]) that there exists a unique solution
v ∈ C([0, T ];H) ∩ L2(0, T ;V). Furthermore given the regularity of the co-
variance operator, the linear equation (2.3) has solution z ∈ C([0, T ];V)
(Theorem 1.4.2). Then

u = v + z ∈ C([0, T ];H) ∩ L2(0, T ;V)

as desired.
Finally we see that the solution is pathwise unique. Let u1 and u2 be two

distinct solutions with same noise realisation, so that U = u1 − u2 satisfies

dU

dt
+ νAU +B(U, u1) +B(u2, U) = 0, U(0) = u1(0)− u2(0). (2.5)
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Taking the H scalar product of (2.5) with U and using the properties of the
bilinearity, Lemma 1.2.1, we have

1

2

d|U |2

dt
+ ν‖U‖2 ≤ kB‖U‖‖u1‖|U |

(by Young inequality) ≤ ν‖U‖2

2
+
k2B‖u1‖2

2ν
|U |2.

Hence
d|U |2

dt
+ ν‖U‖2 ≤ k2B‖u1‖2

ν
|U |2,

and by the integral Gronwall’s lemma Lemma A.2

|U(t)|2 ≤ |U(0)|2 exp
(
kB
ν

∫ t

0

‖u1(s)‖2 ds
)
.

Since u ∈ L2(0, T ;V), the integral on the right hand side is well defined and
we deduce that u1 = u2 whenever they have the same initial condition.

Remark 2.1.3 (Generalised solution). In [32] and [31] the concept of solution
used is that of generalised solution for (2.1). This is introduced to make
possible working with a noise as irregular as possible, in particular for Q not
necessarily trace class but with values at least in D(A

1
4
+ε), ε > 0:

Definition 2.1.4 ([32, Definition 3.1], [31, Definition 3.1]). A stochastic pro-
cess u(t, ω) is called generalised solution of (2.1) in [0, T ] if

u ∈ C([0, T ];H) ∩ L2(0, T ;D(A1/4)) P-a.s.,

it is progressively measurable in these topologies and (2.1) is satisfied P-a.s.
in the integral sense, i.e.

(u(t), φ) +

∫ t

0

(u(s), Aφ) ds−
∫ t

0

(B(u, φ), u) ds = (u0, φ)

+

∫ t

0

(f(s), φ) ds+ (W (t), φ)

for all t ∈ [0, T ] and all φ ∈ D(A).

Note that this definition is different from the one of weak solution due to
the lower regularity of the solution. However if the process η is continuous
with values in V the generalised solution is a weak solution itself. Let us
finally remark that, as seen in the proof of Lemma 1.4.3, to ensure that η
has a version continuous with values in V the covariance operator does not
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have necessarily to be trace class in principle. However it is not our goal to
stretch the boundaries of regularity for the noise and we will simply require
trace class type of noise within the most suitable space. For a clear concise
presentation of the link between the noise and the type and regularity of the
solutions we refer again the reader to [31].

Naturally, increasing the regularity of the initial condition and of the
forcing, the solutions will be smoother and we talk about strong solution
(e.g. [31, Theorem 3.3], [22, pg 122]). In fact in this case the equation does
not hold as equality in H−1 but in L2.

Definition 2.1.5. A stochastic process u(t, ω) is called strong solution of
(2.1) in [0, T ] if

u ∈ C([0, T ];V) ∩ L2(0, T ;D(A)) P-a.s.,

and (2.1) is satisfied P-a.s. as a pathwise identity in H , i.e.

u(t) +

∫ t

0

Au(s) ds+

∫ t

0

B(u, u) ds = u0 +

∫ t

0

f(s) ds+W (t)

for all t ∈ [0, T ].

Note that every strong solution is also a weak solution.
Then the following result holds:

Theorem 2.1.6 ([31, Theorem 3.3]). If the initial condition u0 is in V,
f ∈ L2(0, T ;H) and Q is trace class in D(A), then there exists a unique
strong solution u ∈ C([0, T ];V) ∩ L2(0, T ;D(A)) P–almost surely.

Proof. In this case z is continuous in time with values in D(A) and it can be
shown that v ∈ C([0, T ];V)∩L2(0, T ;D(A)) (e.g. [32, Proposition 4.1]).

In summary we see that the solution of the random Navier–Stokes equa-
tion, v, has the same regularity of the deterministic two–dimensional equa-
tion and consequently the regularity of the solution of the stochastic Navier–
Stokes equation, u, is given by the combined regularity of the process z and
v.

For the stochastic two–layer quasi–geostrophic (QG) model we will follow
the same approach as outlined for the Navier–Stokes equation. Consider now
the spaces H and V defined as in (1.40) i.e.

H = (H−1, |||·|||−1) and V = (L2, |||·|||0)
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and equation (1.66) i.e.

dq+ (B(ψ,ψ) + β∂1ψ)dt = ν∆2ψ dt+

(
f

−r∆ψ2

)
dt+ dW

q = −Ãψ = (∆ +M)ψ

(2.6)

with initial condition q(0) = q0 ∈ H and define the solution as follows:

Definition 2.1.7. A process q is a weak solution of (2.6) on [0, T ] if P–almost
surely q ∈ C([0, T ];H)∩L2(0, T ;V), and it satisfies (2.6) in the integral sense:

(q(t), φ) +

∫ t

0

(B(ψ,ψ), φ) + β (∂1ψ, φ) ds = (q0, φ) + ν

∫ t

0

(∆ψ,∆φ) ds

+

∫ t

0

h1(f, φ1)− rh2(∆ψ2, φ2) ds+ h1 (W (t), φ1)

for all φ = (φ1, φ2)
t ∈ H2 and t ∈ [0, T ] where (·, ·) denotes the L2 scalar

product.

As seen in section 1.3 the variables of interest q and ψ, represent re-
spectively the QG potential vorticity and the streamfunction. Recall that
the velocity of the fluid is defined as the orthogonal gradient of the stream-
function. Therefore, as the velocity is continuous in time with values in L2

and square integrable with values in H1, we expect the streamfunctions and
the potential vorticities to have the same regularity in time but with values
in H1 and H2, and H−1 and L2 respectively. Then as in Navier–Stokes we
required the noise on the level of velocities to be with values in H1 in order
to ensure existence of a unique solution, as the noise is now on the level of
potential vorticites we expect to be sufficient to have W with values in L2

to have a unique weak solution. We will show that this is indeed the case by
verifying in section 2.2 the following result:

Theorem 2.1.8 (Weak solutions). We are given the initial condition q0 ∈ H,
the deterministic forcing f ∈ L2(0, T ;H−2) and the covariance operator Q
trace class in L2. Then there exists a unique weak solution to (2.6)

q ∈ C([0, T ];H) ∩ L2(0, T ;V) P-a.s.

and as a consequence

ψ ∈ C([0, T ];H1) ∩ L2(0, T ;H2) P-a.s.
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As seen for the stochastic Navier–Stokes equation, increasing the regular-
ity of the initial condition and of the forcing the solutions will be smoother
and we talk about strong solution. In fact in this case the equation does not
hold as equality in H−2 but in H = H−1.

Definition 2.1.9. A stochastic process q is called strong solution of (2.6) in
[0, T ] if

q ∈ C([0, T ];V) ∩ L2(0, T ;H1) P-a.s.,
and (2.6) is satisfied P-a.s. as a pathwise identity in H for all t ∈ [0, T ].

Theorem 2.1.10 (Strong solutions). We are given the initial condition q0 ∈
V, the deterministic forcing f ∈ L2(0, T ;H−1) and the covariance operator
Q trace class in H1. Then there exists a unique strong solution

q ∈ C([0, T ];V) ∩ L2(0, T ;H1) P-a.s.

and as a consequence

ψ =∈ C([0, T ];H2) ∩ L2(0, T ;H3) P-a.s.

We will prove this result in section 2.3.

2.2 Weak solutions for stochastic 2LQG
Consider the linear auxiliary equation introduced in section 1.4.1, namely

dη + α1Aη dt = dW, η(0) = η0 ∈ L2 (2.7)

with W Wiener process with covariance matrix Q trace class operator in L2.
By Theorem 1.4.2 we know there exists a solution of (2.7) with continuous
trajectories taking values in L2, that is η ∈ C(0, T ;L2). Then if we can show
that the random differential equation (1.71) for q̃ = q− (η, 0)t, namely

dq̃

dt
+B(ψ̃ − ξ, ψ̃ − ξ) + β∂1(ψ̃ − ξ) = ν∆(∆ψ̃ +Mξ) dt+

(
f − να∆η

−r∆(ψ̃2 − ξ2)

)
q̃ = (∆ +M)ψ̃

(2.8)

has a unique solution with trajectories continues with values in H and square
integrable in V , the process

q := q̃+

(
η

0

)
∈ C ([0, T ];H) ∩ L2 (0, T ;V) (2.9)
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is a solution of the original stochastic equation (2.6). Therefore we will
dedicate most of the section to showing that the random equation (1.71)
has a solution with the desired regularity. We will close with proving the
pathwise uniqueness of the solutions corresponding to a given realisation of
the noise.

The proof of the existence and uniqueness of the solution for the random
equation has the same structure as the one for the deterministic equation, but
we will have to take care of the new terms in η. The original deterministic
model (1.49) has been treated in detail in [8]. There, for a k-layer model
with Dirichlet boundary conditions the work shows existence, uniqueness
and continuous dependence on initial condition of the solution. Furthermore
the existence of a global attractor, bounded in L2, compact and connected in
H−1 is established. We will adapt the original argument in [8] to the random
equation (1.71), also drawing from some of the estimates already showed in
[15]. Moreover we will consider deterministic forcing f independent of time
as this will be the framework used in the rest of the chapters, although the
following result can be extended without too much effort to time dependent
forcings f ∈ L2(0, T ;H−2).

Theorem 2.2.1. Let T > 0, q̃0 ∈ H and f ∈ H−2(D). Then for P-a.e.
ω ∈ Ω, the system (2.8) has a unique solution q̃ such that

q̃ ∈ C ([0, T ];H) ∩ L2 (0, T ;V) ,

and consequently

ψ̃ ∈ C
(
[0, T ];H1

)
∩ L2

(
0, T ;H2

)
.

Moreover the solution depends continuously on the initial condition q̃0 ∈ H.

Proof. Note that to ease the notation of this proof we drop the tilde for the
random equation (1.71).

Step 1: A priori estimate in H = (H−1, |||·|||−1).
First of all, using (1.42), i.e. (q,ψ) = −|||q|||2−1, we have(

dq

dt
,ψ

)
=

d

dt
(q,ψ)−

(
q,

dψ

dt

)
= −

d|||q|||2−1

dt
−
(
−Ãψ, dψ

dt

)
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and since the operator Ã is self-adjoint(
dq

dt
,ψ

)
= −

d|||q|||2−1

dt
−

(
ψ,

d(−Ãψ)
dt

)

2

(
dq

dt
,ψ

)
= −

d|||q|||2−1

dt
.

Then, taking the L2 scalar product of (2.8) with ψ we have

1

2

d|||q|||2−1

dt
+ ν|∆ψ|2 + rh2‖ψ2‖2 = (B(ψ − ξ,ψ − ξ),ψ)

− β (∂1ψ,ψ)− β(∂1ξ,ψ) + ν(∆Mξ,ψ)− (f, h1ψ1)

+ να(∆η, h1ψ1)− r(ξ2, h2ψ2). (2.10)

From Equation (2.10), using the properties of B (Lemma 1.3.4) as well
as the estimate (1.72) it can be shown (see Lemma 4.2 in [15]) that

d

dt
|||q(t)|||2−1 + ν|∆ψ(t)|2 ≤ d0|η(t)|2‖ψ‖2 +m(t) (2.11)

with
m(t, ω) = d1|η(t, ω)|4 + d2|η(t, ω)|2 + d3 (2.12)

and d0, d1, d2, d3 constants depending on the parameters of the system. The
only difference in the computation carried out in [15], where f is assumed in
H−1 rather than in H−2, is in treating the term (f, ψ1). There the authors
have

−2h1(f, ψ1) ≤ 2h1‖f‖−1‖ψ1‖ ≤ 9h1
νλ1

‖f‖2−1 +
νh1
9

|∆ψ1|2

and so d3 = 9h1‖f‖2−1/νλ1, whereas we consider f ∈ H−2 so

−2h1(f, ψ1) ≤ 2h1‖f‖−2|∆ψ1| ≤
9h1
ν

‖f‖2−2 +
νh1
9

|∆ψ1|2,

and d3 = 9h1‖f‖2−2/ν.
By the estimate (1.43) and Poincaré inequality (1.36) it is easy to see

that
‖ψ‖2 ≤ |||q|||2−1 ≤

a0
λ1
|∆ψ|2

and as a consequence (2.11) becomes

d

dt
|||q(t)|||2−1 ≤

(
d0|η(t)|2 − νλ1

a0

)
|||q(t)|||2−1 +m(t). (2.13)
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Therefore, by Gronwall’s inequality Lemma A.2, we get a pointwise bound

|||q(t)|||2−1 ≤ |||q(0)|||2−1 exp

(
−νλ1

a0
t+

∫ t

0

d0|η(τ)|2 dτ
)

+

∫ t

0

exp

(
−νλ1

a0
(t− s) +

∫ t

s

d0|η(τ)|2dτ
)
m(s) ds. (2.14)

Note that the integral ∫ t

0

d0|η(τ)|2 dτ

is well defined as η has continuous trajectories with values in L2(D).
Step 2: Integral bound in V = (L2, |||·|||0).

From (2.11) can also derive an integral bound in V = (L2, |||·|||0). Integrating
(2.11) over [s, t] ⊂ [0, T ] we have

|||q(t)|||2−1 − |||q(s)|||2−1 + ν

∫ t

s

|∆ψ(τ)|2 dτ ≤ d0

∫ t

s

(
|η(τ)|2‖ψ‖2 +m(τ)

)
dτ,

then, using the estimate (1.43) and dropping |||q(t)|||2−1, we get

ν

∫ t

s

|∆ψ(τ)|2 dτ ≤ |||q(s)|||2−1 + d0

∫ t

s

(
|η(τ)|2|||q(τ)|||2−1 +m(τ)

)
dτ. (2.15)

Note that

|||q|||20 = |∆ψ|2 + p‖ψ1 − ψ2‖2

≤ |∆ψ|2 + 2F1

(
h1‖ψ1‖2 + h2‖ψ2‖2

)
≤ |∆ψ|2 + 2F1|||q|||2−1.

It follows that∫ T

0

|||q(τ)|||20 dτ =

∫ T

0

|∆ψ(τ)|2 dτ + 2F1

∫ T

0

|||q(τ)|||2−1 dτ

≤ ν−1|||q(0)|||2−1 +

∫ T

0

ν−1d0m(τ) dτ

+

∫ T

0

(
ν−1d0|η(τ)|2 + 2F1

)
|||q(τ)|||2−1 dτ.

(2.16)

Thanks to equation (2.14) we know that |||q(t)|||2−1 is bounded, so q ∈
L2(0, T ;V).
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Step 3: Galerkin approximation.
The results presented so far are only formal and to ensure existence of a
solution we use the classic Galerkin method considering the truncated eigen-
function expansions of the variable of interest q. Given an orthonormal basis
(ek)k∈N of H made of eigenfunctions of −∆ define

q(n) :=

(
n∑

k=1

(q1, ek)ek,
n∑

k=1

(q2, ek)ek

)t

.

Equivalently we write q(n) = Πnq, where Πn is the projection operator in H1

onto the space spanned by the first n eigenfunctions of −∆. First note that
the linear operator (∆ +M) commutes with the projection Πn so that

q(n) = Πnq = Πn(∆ +M)ψ = (∆ +M)ψ(n) (2.17)

where ψ(n) := Πnψ. Consider the equation for the n-dimensional approxi-
mation {q(n),ψ(n)}

dq(n)

dt
+ΠnB(ψ(n) − ξ,ψ(n) − ξ) + Πn∂1(ψ

(n) − ξ) =

νΠn∆(∆ψ(n) +Mξ) +

(
Πnf − ναΠn∆η

−rΠn∆(ψ
(n)
2 − ξ2)

)
(2.18)

with initial condition

q(n)(0) = Πnq0 = q
(n)
0 with q

(n)
0 → q0 for n→ ∞.

We want to find a bound for
∣∣∣∣∣∣q(n)

∣∣∣∣∣∣
−1

uniform in n. Take the L2 inner
product of (2.18) with ψ(n) and note that(

ΠnB(ψ(n) − ξ,ψ(n) − ξ),ψ(n)
)
=
(
B(ψ(n) − ξ,ψ(n) − ξ),ψ(n)

)
,(

Πn∆η,ψ
(n)
)
=
(
∆η,ψ(n)

)
and

(
Πn∆ξ,ψ

(n)
)
=
(
∆ξ,ψ(n)

)
.

Hence we get

d
∣∣∣∣∣∣q(n)

∣∣∣∣∣∣2
−1

dt
+ ν|∆ψ(n)|2 + rh2‖ψ(n)

2 ‖2 =
(
B(ψ(n) − ξ,ψ(n) − ξ),ψ(n)

)
−
(
∂1ψ

(n),ψ(n)
)
− (∂1ξ,ψ

(n)) + ν(∆Mξ,ψ(n))− h1(f, ψ
(n)
1 )

+ να(∆η, ψ
(n)
1 )− r(ξ2, ψ

(n)
2 ).

Then the formal bounds (2.14), (2.16) derived for (2.10) can be shown for q(n)

as in Step 1 and 2. Most important is the fact that such bounds are uniform in
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n as it implies that q(n) is bounded uniformly in n in L∞(0, T ;H)∩L2(0, T ;V).
Therefore we can find a subsequence (q(kn))n∈N such that

q(kn) ⇀ q ∈ L∞(0, T ;H) ∩ L2(0, T ;V) (2.19)

and as a consequence

ψ(kn) ⇀ ψ ∈ L∞(0, T ;H1) ∩ L2(0, T ;H2). (2.20)

Now the limit q is the candidate solution and to close the argument one
should ensure that it satisfies (2.8), by showing the appropriate convergence
in n of each term in (2.18). Similarly to the classic approach for Navier–Stokes
equation (see [62]), the result (2.20) for ψ(kn) is sufficient to show convergence
of the linear terms, whereas for the time derivative and the bilinearity B extra
arguments are necessary. The convergence of the bilinearity, that is

B(ψ(n),ψ(n))
⋆
⇀ B(ψ,ψ) (2.21)

in L2(0, T ;H−2), follows from the same arguments for the deterministic model
so we will omit them here (see [7] and [8]). We will instead show that dq(n)/dt
is bounded in L2(0, T ;H−2) uniformly on n so to extract a converging sub-
sequence. Note that the limit will then be precisely dq/dt by definition of
weak derivative.

To prove that dq(n)/dt is bounded in L2(0, T ;H−2) uniformly in n we
show that each of the terms on the right hand side of

dq(n)

dt
= −ΠnB(ψ(n) − ξ,ψ(n) − ξ)− ∂1(ψ

(n) − ξ)

+ ν∆(∆ψ(n) +Mξ) +

(
Πnf − ναΠn∆η

−rΠn∆(ψ
(n)
2 − ξ2)

)
(2.22)

is bounded in such a space uniformly in n. For the viscosity term ν∆2ψ we
have ∫ T

0

‖∆2ψ(n)‖2−2 ds ≤
∫ T

0

‖∆‖2L(L2,H−2)|∆ψ(n)|2 ds

≤ ‖∆‖2L(L2,H−2)

∫ T

0

∣∣∣∣∣∣q(n)
∣∣∣∣∣∣2

0
ds

and since ∆ is a continuous linear operator from L2 into H−2 and q(n) ∈
L2(0, T ;V) we have that ∆2ψ(n) is bounded in L2(0, T ;H−2) uniformly in
n. Next, the a priori bound (2.14) of

∣∣∣∣∣∣q(n)
∣∣∣∣∣∣2

−1
implies that ‖ψ(n)‖2, and
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in particular ∂1ψ(n), is bounded in L2(0, T ;H−2) uniformly in n. Since f
is assumed to be in H−2 and 〈Πnf, v〉 := 〈f, v(n)〉, it follows that Πnf is
bounded in L2(0, T ;H−2) uniformly in n.

The main difference with the deterministic model is surely in dealing with
the random coefficients, those involving the processes η and ξ, but we see
next that their boundedness is ensured by the regularity of the Ornstein-
Uhlenbeck process η. By the definition of M , namely

M =

(
−F1 F1

F2 −F2

)
,

and the estimate (1.72) for |∆ξi|, i = 1, 2 we have

|∆Mξ|2 = p(F1 + F2)|∆ξ1 −∆ξ2|2

≤ p(F1 + F2)|η|2

and in particular then∫ T

0

‖∆Mξ‖2−2 ds ≤
∫ T

0

|∆Mξ| ds ≤ p(F1 + F2)

∫ T

0

|η|2 ds.

Since η has continuous trajectories with values in L2, M∆ξ is bounded in
L2(0, T ;H−2). With the same argument also ∆ξ2 and ∂1ξ can be shown to
be bounded as desired. Finally notice that∫ T

0

‖Πn∆η‖2−2 ds =

∫ T

0

‖∆η(n)‖2−2 ds

≤
∫ T

0

‖∆‖2L(L2,H−2)|η(n)|2 ds ≤ ‖∆‖2L(L2,H−2)

∫ T

0

|η|2 ds,

so that the regularity of random process η gives the desired result once more.
It is left to show that the bilinearity B is bounded in L2(0, T ;H−2).

Indeed

‖ΠnB(ψ(n) − ξ,ψ(n) − ξ)‖−2 ≤ ‖B(ψ(n) − ξ,ψ(n) − ξ)‖−2

and by the estimate (1.62) for ‖B(u, u)‖−2 we have

‖B(ψ(n) − ξ,ψ(n) − ξ)‖−2 ≤ k0‖ψ(n) − ξ‖|∆ψ(n) −∆ξ|.

Therefore∫ T

0

‖B(ψ(n) − ξ,ψ(n) − ξ)‖2−2 dt ≤ k20 sup
t∈[0,T ]

‖ψ(n) − ξ‖2
∫ T

0

|∆ψ(n) −∆ξ|2 dt
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and by (1.72)

≤ 4k20 sup
t∈[0,T ]

(
‖ψ(n)‖2 + ‖η‖2−1

) ∫ T

0

|∆ψ(n)|2 + |η|2 dt.

To conclude that ΠnB(ψ(n)−ξ,ψ(n)−ξ) is uniformly bounded in L2(0, T ;H−2)
it is enough to recall fact that η has continuous trajectories in L2 as well as the
results from the previous step, namely that ψ(n) is bounded in L∞(0, T ;H1)
and in L2(0, T ;H2) uniformly in n.

Finally all terms in (2.18) converge in L2(0, T ;H−2) and the limit function
q in (2.19) is a solution of (2.8) with q ∈ L∞(0, T ;H−1) ∩ L2(0, T ;L2).

We actually have a better result, namely q ∈ C(0, T ;H−1) ∩ L2(0, T ;L2)
thanks to the following result:
Theorem 2.2.2 ([62, Theorem 7.2]). Let (H, | · |) and (V, ‖ · ‖) be Hilbert
spaces such that V ⊂⊂ H. Suppose that a function u ∈ L2(0, T ;V ) is such
that du/dt ∈ L2(0, T ;V ∗). Then u is continuous from [0, T ] to H with

sup
t∈[0,T ]

|u(t)| ≤ C
(
‖u‖L2(0,T ;V ) + ‖du/dt‖L2(0,T ;V ∗)

)
.

Step 4: Uniqueness and continuous dependence on initial condition. Let
q and p be two solutions of (2.8) with respective streamfunctions ψ and ϕ
and initial conditions q0 6= p0. Then the differences u = q−p and v = ψ−ϕ
satisfy

du

dt
+B(ψ − ξ,v) +B(v,ϕ− ξ) + β∂1v = ν∆2v +

(
0

−r∆v2

)
u = (∆ +M)v

u(0) = q0 − p0

(2.23)

with periodic boundary condition, where we have used thatB(u, u)−B(v, v) =
B(u− v, u) +B(v, u− v).

Now take the L2 scalar product of (2.23) with v to get

−1

2

d|||u|||2−1

dt
+ (B(ψ − ξ,v),v) + β(∂1v,v) = ν|∆v|2 + rh2‖v2‖2

where we have used again (1.42) and the property (1.56) of the bilinearity.
The periodic boundary conditions give that (∂1v,v) = 0 so we are left with

1

2

d|||u|||2−1

dt
+ ν|∆v|2 + rh2‖v2‖2 = (B(ψ − ξ,v),v) .
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We can bound the right hand side using the estimate (1.58) for the bilinearity

|(B(ψ − ξ,v),v)| ≤ 1
2
kB|∆ψ −∆ξ|2‖v‖2 + ν

2
|∆v|2

≤
(
kB|∆ψ|2 + kBh2|η|2

)
‖v‖2 + ν

2
|∆v|2

It follows that, also using the fact that ‖v‖ is bounded by |||u|||−1,

1

2

d

dt
|||u|||2−1 +

ν

2
|∆v|2 + rh2‖v2‖2 ≤

(
kB|∆ψ|2 + kBh2|η|2

)
|||u|||2−1

and by Gronwall’s lemma Lemma A.1

|||u(t)|||2−1 ≤ |||u(0)|||2−1 exp

(
2kB

∫ t

0

|∆ψ|2 ds+ 2kBh2

∫ t

0

|η|2 ds
)
. (2.24)

Clearly, by (2.15) and the regularity of η, the right hand side is well defined
and this bound gives continuous dependence on initial conditions and the
desired uniqueness when q0 = p0.

Consequently we can show that the solution q := q̃ + η as in (2.9) is
unique and continuous with respect to the initial condition.

Proposition 2.2.3. The solution of the stochastic equation (2.6) depends
continuously on the initial condition. In particular the solution is pathwise
unique.

Proof. Let p be a solution of the stochastic equation (2.6) with initial con-
dition p0 6= q0, streamfunction ϕ = (−Ã)−1p and same realization of the
noise. Then the differences u = q − p and v = ψ − ϕ satisfy the following
(integral) equation

du

dt
+B(ψ,v) +B(v,ϕ) + β∂1v = ν∆2v +

(
0

−r∆v2

)
u = (∆ +M)v

u(0) = q0 − p0

(2.25)

To bound |||u|||−1 we take the L2 product with v, to get

− 1

2

d|||u|||2−1

dt
+ (B(ψ,v),v) + (B(v,ϕ),v) + β(∂1v,v) =

ν(∆2v,v)− rh2(∆v2, v2).
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Using the property (1.56) of the bilinearity and the fact that (∂1v,v)

1

2

d|||u|||2−1

dt
+ ν|∆v|2 + rh2‖v2‖2 = (B(ψ,v),v)

Again by the bound on the bilinearity (1.58) and Young inequality we have

d|||u|||2−1

dt
+ ν|∆v|2 + 2rh2‖v2‖2 ≤ 2kB|∆ψ|2|||u|||2−1.

and by integral Gronwall lemma Lemma A.2 we have that for almost all
times

|||u(t)|||2−1 ≤ |||u(0)|||2−1 exp

(
2kB

∫ t

0

|∆ψ|2 ds
)
.

Since q ∈ L2(0, T ;L2) and that q = −Ãψ = (∆ + M)ψ we have that
∆ψ ∈ L2(0, T ;L2) so that the exponential factor is well defined and we
obtain uniqueness when we consider the same initial condition q0 = p0.

2.3 Strong solutions for stochastic 2LQG
In this section we will prove Theorem 2.3.1, namely the existence and unique-
ness of strong solutions for the stochastic two–layer quasi–geostrophic model.
Now the covariance operator Q is assumed to be trace class operator on H1

so that η ∈ C(0, T ;H1), the forcing is f ∈ H−1 and the initial condition
q0 is in V . Therefore if the random equation (2.8) has a unique solution q̃
with trajectories continues with values in V and square integrable in H1 the
process

q := q̃+

(
η

0

)
∈ C ([0, T ];V) ∩ L2

(
0, T ;H1

)
(2.26)

is a solution of the original stochastic equation (2.6) and it can be shown
to be unique. As every strong solution is in particular a weak solution, the
uniqueness of strong solutions follows from that of weak solutions which we
established in the previous section. We dedicate the rest of the section to
proving the following theorem for the random equation (2.8)

Theorem 2.3.1. If q̃0 ∈ V = (L2, |||·|||0) and f ∈ H−1(D) then there is a
unique solution of (2.8) that satisfies

q̃ ∈ C([0, T ];L2) ∩ L2(0, T ;H1)
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and as a consequence

ψ̃ ∈ C([0, T ];H2) ∩ L2(0, T ;H3).

Furthermore the solutions depend continuously on the initial condition q̃0.

Proof. The proof has the same structure used for Theorem 2.2.1 for the ex-
istence and uniqueness of the weak solutions and for the deterministic case
in [8]. Here we will only show Step 1 and Step 2, namely the appropriate
bounds for the strong solutions. We omit the Galerkin approximation ar-
gument which will bring little novelty at this point. In the presentation we
drop the tilde to ease the notation.

Step 1: A priori bound in (L2, |||·|||0). We want to obtain an estimate of
the form

d

dt
|||q|||20 ≤ g1(t)|||q|||20 + g2(t) (2.27)

in order to recover a bound like

|||q(t)|||20 ≤ e
∫ t
0 g1(s) ds|||q0|||20 +

∫ t

0

e
∫ s
0 g1(τ)dτg2(s) ds, (2.28)

thanks to Gronwall lemma Lemma A.1. At the end of this step we will find
such estimate where g1 and g2 are random functions dependent on η and all
the parameters of the system.

Let us start by taking the L2 inner product of (2.8) with ∆ψ(
dq

dt
,∆ψ

)
+ (B(ψ − ξ,ψ − ξ),∆ψ) + β(∂1(ψ − ξ),∆ψ) = ν(∆2ψ,∆ψ)

+ ν(M∆ξ,∆ψ) + h1(f − να∆η,∆ψ1)− h2r(∆ψ2 −∆ξ2,∆ψ2). (2.29)

First of all by (1.44) we have that(
dq

dt
,∆ψ

)
=

1

2

d

dt
|||q|||20. (2.30)

Next, observe that by Green’s theorem and the periodic boundary con-
ditions, equation (2.29) can be written as

1

2

d

dt
|||q|||20 + ν‖∆ψ‖2 + (B(ψ − ξ,ψ − ξ),∆ψ) + β(∂1(ψ − ξ),∆ψ) =

ν(M∆ξ,∆ψ) + h1(f − να∆η,∆ψ1)− h2r|∆ψ2|2 + h2r(∆ξ2,∆ψ2). (2.31)

Using Cauchy-Schwarz and Young inequalities we have

β|(∂1(ψ − ξ),∆ψ)| ≤ β2

2
‖ψ‖2 + 1

2
|∆ψ|2 + β2

2
‖ψ‖2 + 1

2
|∆ξ|2
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and by the estimate (1.72) on ξ

β|(∂1(ψ − ξ),∆ψ)| ≤ β2‖ψ‖2 + 1
2
|∆ψ|2 + h2|η|2. (2.32)

Secondly, using the definition of ξ (1.70) and the definition of the matrix M
(1.27) we derive

ν(∆Mξ,∆ψ) = νp (∆ξ1 −∆ξ2,∆ψ2 −∆ψ1)

≤ νp|∆ξ1 −∆ξ2||∆ψ1 −∆ψ2|

and, using Young’s inequality and the estimates (1.72) for the process ξ, we
have

ν(∆Mξ,∆ψ) ≤ ν2p
2
|η|2 + F1

2
|∆ψ|2.

Next,

|h1(f − να∆η,∆ψ1)| ≤ 2h1

ν
‖f‖2−1 + 2νh1α

2‖η‖2 + h1ν
4
‖∆ψ1‖2.

Finally, (1.72) gives

h2r (∆ξ2,∆ψ2) ≤
rh2
2

(
|∆ξ2|2 + |∆ψ2|2

)
≤ rh2

2

(
|η|2 + |∆ψ2|2

)
.

Therefore pulling these estimates together in (2.31) we get
1
2

d
dt
|||q|||20 +

3ν
4
‖∆ψ‖2 + rh2

2
|∆ψ2|2 ≤ β2‖ψ‖2 + 1+F1

2
|∆ψ|2

+|η|2
(
h2 +

rh2

2
+ ν2p

2

)
+ 2h1

ν
‖f‖2−1

+2νh1α
2‖η‖2 + (B(ψ − ξ,ψ − ξ),∆ψ).

(2.33)

Finally we treat the bilinearity. By definition of B (1.47) we have

(B(ψ − ξ,ψ − ξ),∆ψ) =
h1(J(ψ1 − ξ1,∆ψ1 −∆ξ1),∆ψ1) + p(J(ψ1 − ξ1, ψ2 − ξ2),∆ψ1)

+h2(J(ψ2 − ξ2,∆ψ2 −∆ξ2),∆ψ2) + p(J(ψ2 − ξ2, ψ1 − ξ1),∆ψ2)

which, thanks to the properties of J in Lemma 1.3.3, reduces to

= −h1(J(ψ1 − ξ1,∆ξ1 + F1ξ2),∆ψ1) + p(J(ψ1 − ξ1, ψ2),∆ψ1)

−h2(J(ψ2 − ξ2,∆ξ2 + F2ξ1),∆ψ2) + p(J(ψ2 − ξ2, ψ1),∆ψ2)

Now recall the definition of ξ1, ξ2 in (1.70) namely

∆ξ1 − F1(ξ1 − ξ2) = −η
∆ξ2 − F2(ξ2 − ξ1) = 0.
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With simple manipulations and using the fact that J(v, v) = 0, we see that

(B(ψ − ξ,ψ − ξ),∆ψ) = h1(J(ψ1 − ξ1, η),∆ψ1)− p(J(ψ1, ξ1),∆ψ1)

+p(J(ψ1 − ξ1, ψ2),∆ψ1)− p(J(ψ2, ξ2),∆ψ2) + p(J(ψ2 − ξ2, ψ1),∆ψ2)

so finally

= h1(J(ψ1 − ξ1, η),∆ψ1)− p(J(ψ1, ξ1),∆ψ1)− p(J(ψ2, ξ2),∆ψ2)

+p(J(ψ1, ψ2),∆ψ1 −∆ψ2)− p(J(ξ1, ψ2),∆ψ1)− p(J(ξ2, ψ1),∆ψ2).
(2.34)

Then we are left to bound each of these terms. By the estimates on the
Jacobian (1.53), (1.54), and Young inequality we have

h1|(J(ψ1 − ξ1, η),∆ψ1)| ≤ h1c1‖∆ψ1‖|∆ψ1|‖η‖+ h1c1|∆ξ1|‖∆ψ1‖‖η‖

≤ h1ν
4
‖∆ψ1‖2 + 4h1c21

ν
‖η‖2|∆ψ1|2 + 4h1c21

ν
|∆ξ1|2‖η‖2

and using once more the relation (1.72) between ξ and η and Poincaré in-
equality

≤ h1ν
4
‖∆ψ1‖2 + 4h1c21

ν
‖η‖2|∆ψ1|2 + 4h1c21

νλ1
‖η‖4. (2.35)

Secondly, by means of estimate (1.52) for the Jacobian, we derive for
i = 1, 2

p|(J(ψi, ξi),∆ψi)| ≤ c0p|∆ξi|‖ψi‖|∆ψi| ≤ c0hiFi

2

(
|∆ψi|2 + |∆ξi|2‖ψi‖2

)
.

By Poincaré inequality and estimating the terms in ξ by η as above, we get

p|(J(ψ1, ξ1),∆ψ1) + (J(ψ2, ξ2),∆ψ2)| ≤
(

c0F1

2
+ c0F1

2λ1
|η|2
)
|∆ψ|2 (2.36)

Moving on to the next term in (2.34), using the estimate (1.54) and Young
inequality we have

p|(J(ψ1, ψ2),∆ψ1 −∆ψ2)| ≤ c1p‖ψ1‖|∆ψ2|‖∆ψ1 −∆ψ2‖

≤ c21pF1

ν
‖ψ1‖2|∆ψ2|2 + ν

4
‖∆ψ‖2. (2.37)

Finally, the estimates (1.53) and (1.72) give

p(J(ξ1, ψ2),∆ψ1)− p(J(ξ2, ψ1),∆ψ2) ≤ c1p (|∆ξ1|+ |∆ξ2|) |∆ψ1||∆ψ2|
≤ 2c1|η|

(
F1h1

2
|∆ψ1|2 + F2h2

2
|∆ψ2|

)
≤ c1F1|η||∆ψ|2. (2.38)
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Therefore using the estimates (2.35), (2.36), (2.37) and (2.38) just ob-
tained in (2.33) we get

1
2

d
dt
|||q|||20 +

ν
4
‖∆ψ‖2 + rh2

2
|∆ψ2|2 ≤ β2‖ψ‖2 + |η|2

(
h2 +

rh2

2
+ ν2p

2

)
+
(

1+F1+c0F1

2
+ c1F1|η|+ c0F1

2λ1
|η|2 + 4h1c21

ν
‖η‖2

)
|∆ψ|2+ 2h1

ν
‖f‖2−1+2νh1α

2‖η‖2

+
4h1c21
νλ1

‖η‖4 + c21pF1

ν
‖ψ1‖2|∆ψ2|2.

Using Poincaré inequality on |η| and the definition of the H−1 norm for
q we have the following more compact estimate

d
dt
|||q|||20 +

ν
2
‖∆ψ‖2 + rh2|∆ψ2|2 ≤ c4‖η‖2 + c5‖η‖4 + 2β2|||q|||2−1

+ 4h1

ν
‖f‖2−1 +

(
c2 + 2c1F1|η|+ c6|η|2 + c5λ1‖η‖2 + c3|||q|||2−1

)
|||q|||20, (2.39)

where

c2 = 1 + F1 + c0F1, c3 =
c21F2F1

νh1

c4 = 2h2

λ1
+ rh2

λ1
+ ν2p

λ1
+ 4νh1α

2, c5 =
8h1c21
νλ1

, c6 =
c0F1

λ1
.

Then, by Gronwall inequality we have that

|||q(t)|||20 ≤ |||q(0)|||20 exp
(∫ t

0

g1(s) ds

)
+

∫ t

0

g2(s) exp

(∫ t

s

g1(τ) dτ

)
ds,

(2.40)
with

g1(t) := c2 + 2c1F1|η(t)|+ c6|η|2 + c5λ1‖η(t)‖2 + c3|||q(t)|||2−1, (2.41)
g2(t) := c4‖η(t)‖2 + c5‖η(t)‖4 + 2β2|||q(t)|||2−1 +

4h1

ν
‖f‖2−1. (2.42)

Note that (2.40) is well defined for any fixed t thanks to the pointwise bound
on |||q(s)|||2−1 given by the a priori bound (2.14) in the H norm and since the
process η has continuous trajectories in H1(D).

Step 2: Integral bound in H1. First of all we have that

‖q‖2 = ‖(∆ +M)ψ‖2 ≤ 2‖∆ψ‖2 + 2‖Mψ‖2

= 2‖∆ψ‖2 + 2p(F1 + F2)‖ψ1 − ψ2‖2

so that by definition of |||·|||0 we have∫ t

0

‖q(s)‖2 ds ≤ 2

∫ t

0

‖∆ψ(s)‖2 ds+ 2p(F1 + F2)

∫ t

0

|||q(s)|||20 ds.
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We can bound the second term on the right hand side by means of the a priori
bound (2.40) derived in the previous step. For the first term we integrate
over time the energy estimate (2.39) to get

ν

∫ t

0

‖∆ψ(s)‖2 ds ≤ |||q0|||20 +
∫ t

0

g1(s)|||q(s)|||20 ds+ c4

∫ t

0

‖η(s)‖2 ds

+ c5

∫ t

0

‖η(s)‖4 ds+ 2β2

∫ t

0

|||q(s)|||2−1 ds+
4h1

ν
‖f‖2−1t.

For the terms containing |||q(s)|||2−1 and |||q(s)|||20 we use the a priori bounds
(2.14) and (2.40), respectively. For the terms in η, the continuity in H1 is
sufficient to ensure they are well defined.

2.4 Regularity with respect to the forcing for
stochastic 2LQG

Consider the system (1.66) with covariance operator Q trace class in L2 and
the forcing f ∈ H−2 with intensity modulated by a multiplicative constant
a > 0,

dq+ (B(ψ,ψ) + β∂1ψ) dt = ν∆2ψ dt+

(
af

−r∆ψ2

)
dt+ dW

q = (∆ +M)ψ

q(0) = q0 ∈ H.

(2.43)

In this section we will study the dependence of the solution q(t, ω;q0, a) with
respect to the parameter a showing that it is locally Lipschitz continuous but
also differentiable. These results will prove crucial in section 5.4 to study the
dependence on a of the associated Markov semigroup Pa

t and its invariant
measure (see chapter 3 for a precise definition of this concepts).

Let us first introduce a series of results which will be useful throughout
the rest of the document.

2.4.1 Energy estimate for stochastic 2LQG
The following lemma is a classic result of stochastic analysis which will be
used extensively when proving energy estimates for the stochastic 2LQG
model or stochastic Navier–Stokes equations.
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Lemma 2.4.1. Let (Ω,F ,P) be a probability space with filtration {Ft, t ∈
[0, T ]} and let ϕ(t) be a process adapted to {Ft}t≤T with

E
∫ T

0

ϕ2(s) ds <∞.

Further, {W (t)} is a {Ft}t≤T Brownian motion. Let Xt, t ∈ [0, T ] be a
continuous martingale defined as

Xt :=

∫ t

0

ϕ(s) dW (s),

then for all γ > 0 and R > 0

P

(
sup

t∈[0,T ]

Xt −
γ

2
〈X〉t ≥ R

)
≤ e−γR. (2.44)

Furthermore we have

E exp

(
K sup

t∈[0,T ]

(
Xt −

γ

2
〈X〉t

))
<∞ (2.45)

for all 0 < K < γ.

Proof. First of all note that

P

(
sup

t∈[0,T ]

Xt −
γ

2
〈X〉t ≥ R

)
= P

(
sup

t∈[0,T ]

exp

(
γXt −

γ2

2
〈X〉t

)
≥ eγR

)
.

The exponential process

Zγ
t := exp

(
γXt −

γ2

2
〈X〉t

)
is a right continuous supermartingale (as it is a positive local martingale).
Then the submartingale inequality, see e.g. [47, Theorem 1.3.8(ii)], gives

P

(
sup

t∈[0,T ]

Zγ
t ≥ eγR

)
≤ EZγ

0 + E [(Zγ
T )

−]

eγR

where x− = max{−x, 0}. Since Zγ is a positive process and Zγ
0 = 1 we get

P

(
sup

t∈[0,T ]

Xt −
γ

2
〈X〉t ≥ R

)
≤ e−γR.
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In order to show (2.45) it is enough to note that for the random variable
Y = supt∈[0,T ]

(
Xt − γ

2
〈X〉t

)
and any K > 0

E exp(KY ) =

∫ ∞

−∞
K exp(Ky)P (Y ≥ y) dy

≤ 1 +

∫ ∞

0

K exp(Ky)P (Y ≥ y) dy.

Therefore, by (2.44)

E exp

(
K sup

t∈[0,T ]

(
Xt −

γ

2
〈X〉t

))
≤ 1 +

∫ ∞

0

K exp(−y(γ −K)) dy (2.46)

which stays finite for all K < γ.

Furthermore in the context of Lemma 2.4.1, observe that the random
variable

Ξγ := sup
t∈[0,T ]

Xt − γ〈X〉t

is almost surely finite.

For the quasi–geostrophic model (2.43) we define

Xa
t :=

∫ t

0

(ψ1(s, a), dW (s)) (2.47)

so that its quadratic variation is

〈Xa〉t :=
∫ t

0

‖(ψ1(s, a), ·)‖2L0
2
ds. (2.48)

By the definition of L0
2 norm we have

‖(ψ1, ·)‖2L0
2
=
∑
k∈N

|(ψ1, Q
1/2ek)|2

so by Cauchy-Schwartz inequality

≤
∑
k∈N

|ψ1|2|Q1/2ek|2 = |ψ1|2
∑
k∈N

|Q1/2ek|2

and by the definition of trace we conclude that

‖(ψ1, ·)‖2L0
2
≤ TrQ |ψ1|2. (2.49)
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Consequently we can bound the quadratic variation (2.48) as follows

〈Xa〉t ≤ TrQ

∫ t

0

|ψ1(s, a)|2 ds. (2.50)

Therefore Lemma 2.4.1 holds for

Ξa
γ := sup

t≥0
Xa

t − γ〈Xa〉 (2.51)

giving
E exp

(
KΞa

γ

)
<∞ for all K < 2γ.

In particular, from (2.46) we can compute the explicit bound

E exp
(
KΞa

γ

)
<

K

2γ −K
for all a > 0. (2.52)

The next theorem provides a crucial estimate for the model of interest by
means of Lemma 2.4.1.

Theorem 2.4.2. Consider the stochastic 2LQG model (2.43) with initial
condition q(0) = q0 ∈ H and f ∈ H−2(D). Let q be its unique solution and
set

TQ := Tr
[
(Q1/2)∗Ã−1Q1/2

]
. (2.53)

Then, given Ξa
γ as in (2.51), for all 0 < δ < ν there exists γ ≥ 0 such that

|||q(t)|||2−1 + δ

∫ t

0

|∆ψ|2 ds ≤ |||q0|||2−1 + t
(
h1

ν
‖af‖2−2 + TQ

)
+ 2h1Ξ

a
γ. (2.54)

Proof. Let us apply Itô formula (see e.g. [22, Theorem 4.32]) to compute
d|||q|||2−1. Since q = −Ãψ we have

−d|||q|||2−1 = d(q,ψ) = −d
(
q, Ã−1q

)
.

By Itô formula for the transformation F (t,q) =
(
q, Ã−1q

)
and since Ã is

self-adjoint we have

d
(
q, Ã−1q

)
= 2(dq, Ã−1q) + Tr

[
(Q1/2)∗Ã−1Q1/2

]
dt

(see e.g. [51, pg. 129] for a detailed computation). Therefore, given (2.53),
we have that −d|||q|||2−1 = 2(dq,ψ)− TQ dt, which gives

−d|||q|||2−1 = 2
(
ν(∆2ψ,ψ) + h1(af, ψ1)− r(∆ψ2, ψ2)− 1

2
TQ
)
dt+2(ψ, dW)
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where we have used that (B(ψ,ψ),ψ) = 0 and (∂1ψ,ψ) = 0. By Green’s
theorem and the definition of W

d|||q|||2−1 = −2
(
ν|∆ψ|2 + h1(af, ψ1) + rh2‖ψ2‖2 − 1

2
TQ
)
dt− 2h1 (ψ1, dW ) .

(2.55)
Next, using Cauchy-Schwartz, Young’s and Poincaré inequalities we can
bound the deterministic forcing term as usual

−2(af, h1ψ1) ≤ 2|(af, h1ψ1)| ≤ h1

ν
‖af‖2−2 + νh1|∆ψ1|2

and using this estimate in (2.55) we have

|||q(t)|||2−1 − |||q0|||2−1 + ν

∫ t

0

|∆ψ|2 ds+ 2rh2

∫ t

0

‖ψ2‖2 ds ≤ κ(a)t+ 2h1Xt

(2.56)
where κ(a) = h1

ν
‖af‖2−2 + TQ and Xt is as in (2.47). Then with a simple

manipulation we get

|||q(t)|||2−1 − |||q0|||2−1 + ν

∫ t

0

|∆ψ|2 ds+ 2rh2

∫ t

0

‖ψ2‖2 ds ≤

κt+ 2h1Ξ
a
γ + 2h1γ〈Xa〉t. (2.57)

where Ξa
γ is as in (2.51).

Using Poincaré inequality twice in (2.50) we have

〈X〉t ≤
TrQ

λ21

∫ t

0

|∆ψ1|2 ds. (2.58)

which in (2.57) gives

|||q(t)|||2−1 − |||q0|||2−1 +

(
ν − 2γ TrQ

λ21

)∫ t

0

|∆ψ|2 ds+ 2rh2

∫ t

0

‖ψ2‖2 ds

≤ κ(a)t+ 2h1Ξ
a
γ.

Setting
δ := ν − 2γ TrQ

λ21

so that, for all 0 ≤ γ ≤ ν − (λ21)/(2TrQ) we have 0 ≤ δ ≤ ν and

|||q(t)|||2−1 + δ

∫ t

0

|∆ψ|2 ds ≤ |||q0|||2−1 + κ(a)t+ 2h1Ξ
a
γ. (2.59)
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2.4.2 Lipschitz continuity with respect to the forcing
We will show that the solution of (2.43) is locally Lipschitz in the parameter
a with respect to the H-norm |||·|||−1.

Theorem 2.4.3. For a ∈ R, let q(t, a) be the solution of (2.43) with initial
condition q0 ∈ H. Then for any a0 ∈ R, T ≥ 0 and a.a. ω ∈ Ω there is
finite C = C(a0, t, ω) such that

|||q(t, a)− q(t, a0)|||2−1 ≤ C|a− a0|2 for all a ∈ R, t ∈ [0, T ]. (2.60)

Proof. Let q(t) and q̃(t) be the unique solutions of (2.43) respectively with
parameter a and a0, and same realization of the noise. Then the difference
u := q − q̃, with corresponding streamfunction ϕ := ψ − ψ̃, satisfies the
following equation

du

dt
+B(ϕ,ψ) +B(ψ̃,ϕ) + β∂1ϕ = ν∆2ϕ+

(
(a− a0)f

−r∆ϕ2

)
u = (∆ +M)ϕ,

u(0) = 0

(2.61)

that should be interpreted in the integral sense.
To bound |||u|||−1 we take, as in the proof of Theorem 2.2.1, the L2 product

with ϕ: by the properties of the nonlinearity and Green theorem we get

1

2

d|||u|||2−1

dt
+ ν|∆ϕ|2 + rh2‖ϕ2‖2 = (B(ψ̃,ϕ),ϕ)− h1(a− a0)(f, ϕ1) (2.62)

By the bound on the bilinearity (1.58) we have

|(B(ψ̃,ϕ),ϕ)| ≤ kB|∆ψ̃|2‖ϕ‖2 + ν
2
|∆ϕ|2

and by Young’s inequality

h1(a− a0)|(f, ϕ1)| ≤ |a− a0|2
h1‖f‖2−2

ν
+
νh1
4

|∆ϕ1|2

so that

1

2

d|||u|||2−1

dt
+
ν

2
|∆ϕ|2 + rh2‖ϕ2‖2 ≤ kB|∆ψ̃|2‖ϕ‖2

+ |a− a0|2
h1‖f‖2−2

ν
+
νh1
4

|∆ϕ1|2.
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Finally, rearranging and using (1.43) we have

d|||u|||2−1

dt
+
ν

2
|∆ϕ|2+2rh2‖ϕ2‖2 ≤ 2kB|∆ψ̃|2|||u|||2−1+|a−a0|2

h1‖f‖2−2

ν
. (2.63)

and by Gronwall’s lemma Lemma A.1 we have that for almost all times

|||u(t)|||2−1 ≤ |a− a0|2
h1∥f∥2−2

ν

∫ t

0

exp

(
2kB

∫ t

0

|∆ψ̃|2 dτ
)
ds. (2.64)

Theorem 2.4.2 ensures that the integral of |∆ψ̃|2 is almost surely finite and
in particular gives the following estimate when using (2.54)

|||u(t)|||2−1 ≤ |a− a0|2h1ν−1‖f‖2−2 t exp
(
2kB
δ

(
|||q0|||2−1 + κ(a0)t+ Ξa0

γ

))
(2.65)

where κ(a0) = TQ + h1ν
−1‖a0f‖2−2.

As a consequence of Theorem 2.4.3 we can also show the following integral
property:

Corollary 2.4.4. For a ∈ R, let q(t, a) be the solution of (2.43) with initial
condition q0 ∈ H and corresponding streamfunction ψ(t, a). Then for any
a0 ∈ R, T ≥ 0 and a.a. ω ∈ Ω there is finite K = K(a0, t, ω) such that∫ t

0

|∆ψ(s, a)−∆ψ(s, a0)|2 ds ≤ K|a− a0|2 for all a ∈ R, t ∈ [0, T ].

Proof. Consider again (2.63) and integrate both sides between 0 and t to
find,

ν

2

∫ t

0

|∆ϕ|2 ds ≤ 2kB

∫ t

0

|∆ψ̃|2|||u|||2−1 ds+ |a− a0|2
th1‖f‖2−2

ν

and, by Theorem 2.4.3, we have∫ t

0

|∆ϕ|2 ds ≤ |a− a0|2
(
4kB
ν

∫ t

0

C(s)|∆ψ̃|2 ds+
2th1‖f‖2−2

ν2

)
. (2.66)

By Theorem 2.4.2 the integral on the right hand side is well defined for almost
all ω, concluding the proof.
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2.4.3 Differentiability with respect to the forcing
The solution of (2.43) is not only locally Lipschitz continuous with respect
to the parameter a, but we now show it to be differentiable. Formally the
derivative Daq(t, a)|a=a0

would satisfy the following equation

d(Daq)

dt
+DB(ψ,ψ)(Daψ) + β∂1(Daψ) = ν∆2(Daψ) +

(
f

−r∆(Daψ2)

)
(2.67)

where ψ = ψ(t, a0), since the additive noise is not depending on a. The
result is divided in two parts, first in Theorem 2.4.5 we ensure that (2.67)
has a unique solution. Then in Theorem 2.4.6 we show that such a solution
is the desired derivative.

Consider the system for the variable v ∈ H on the time interval [0, T ]

dv

dt
+DB(ψ,ψ)g + β∂1g = ν∆2g +

(
f

−r∆g2

)
v = (∆ +M)g,

v(0) = 0

(2.68)

where ψ = ψ(t, a0) is the streamfunction solution of (2.43) when a = a0.

Theorem 2.4.5. Let T > 0 and f ∈ H−2(D). Then the system (2.68) has a
unique solution v such that

v ∈ C(0, T ;H) ∩ L2(0, T ;V) P-a.s.

so that
g ∈ C(0, T ;H1) ∩ L2(0, T ;H2) P-a.s..

Proof. Consider the n-dimensional Galerkin approximation of (2.68) with Πn

the projection onto the space spanned by the first n eigenvalues of −∆. The
operators (∆+M) and ∆ are linear bounded operators which commute with
Πn so that

v(n) = Πn(∆ +M)g = (∆ +M)Πng = (∆ +M)g(n)

and

dv(n)

dt
+ΠnB(ψ,g(n)) + ΠnB(g(n),ψ) + β∂1g

(n) = ν∆2g(n) +

(
Πnf

−r∆g
(n)
2

)
(2.69)
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where we have used Lemma 1.3.5 to express the action of the operator
DB(ψ,ψ). We want to find a bound for

∣∣∣∣∣∣v(n)
∣∣∣∣∣∣

−1
which is uniform in

n. As in the previous results, we take the L2 product with g(n) ∈ ΠnH
1 and

get

1

2

d

dt

∣∣∣∣∣∣v(n)
∣∣∣∣∣∣2

−1
+ν|∆g(n)|2+rh2‖g(n)2 ‖2 = (B(ψ,g(n)),g(n))−h1(Πnf, g

(n)
1 ).

As usual we apply Cauchy-Schwartz, Young and Poincaré inequalities to the
deterministic forcing term to get

h1(f, g
(n)
1 ) ≤

h1‖f‖2−2

ν
+
νh1
4

|∆g(n)1 |

and use the estimate (1.58) for the bilinearity and the fact that ‖g(n)‖2 ≤∣∣∣∣∣∣v(n)
∣∣∣∣∣∣2

−1
to get

d
∣∣∣∣∣∣v(n)

∣∣∣∣∣∣2
−1

dt
+
ν

2
|∆g(n)|2 + 2rh2‖g(n)2 ‖2 ≤ 2h1

ν
‖f‖2−2 + 2kB|∆ψ|2

∣∣∣∣∣∣v(n)
∣∣∣∣∣∣2

−1
.

(2.70)
By Gronwall’s inequality we have∣∣∣∣∣∣v(n)(t)

∣∣∣∣∣∣2
−1

≤ 2h1

ν
‖f‖2−2

∫ t

0

exp

(
2kB

∫ t

s

|∆ψ|2 dτ
)
ds. (2.71)

Again Theorem 2.4.2 ensures the integrating factor is well defined for al-
most all ω and as a consequence

∣∣∣∣∣∣v(n)(t)
∣∣∣∣∣∣2

−1
is bounded uniformly in n in

L∞(0, T ;H) for a.a. ω ∈ Ω.
Integrating (2.70) over time we have

ν
2

∫ t

0

|∆g(n)|2 ≤ 2h1∥f∥2−2

ν
t+

∫ t

0

2kB|∆ψ|2
∣∣∣∣∣∣v(n)

∣∣∣∣∣∣2
−1
ds, (2.72)

so that by the definition of the |||·|||0 norm (1.39)∫ t

0

|||v|||20 ds ≤
2h1∥f∥2−2

ν
t+

∫ t

0

2kB|∆ψ|2
∣∣∣∣∣∣v(n)

∣∣∣∣∣∣2
−1
ds.

Using the a priori bound (2.71) and again Theorem 2.4.2, we can conclude
that v ∈ L2(0, T ;V).

With arguments similar to the proof of Theorem 2.2.1 we can show that
dv(n)/dt is bounded uniformly in n in L2(0, T ;V∗) so that we can extract
convergent subsequences

vn ⇀ v in L∞(0, T ;H) ∩ L2(0, T ;V) (2.73)
dvn

dt
⇀ v in L2(0, T ;H−2). (2.74)
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Then, with arguments that require little novelty at this point there exists a
solution of (2.68) such that

v ∈ C(0, T ;H) ∩ L2(0, T ;V)

and one can ensure as well that the solution is unique and continuous with
respect to the initial condition.

Next we have to ensure that such a unique solution v is exactly the
derivative of the potential vorticity q with respect to the parameter a:

Theorem 2.4.6. Let q be the solution of (2.43) and v the corresponding
solution of (2.68). Then

lim
a→a0

∣∣∣∣∣∣∣∣∣∣∣∣q(t, a)− q(t, a0)

a− a0
− v(t, a0)

∣∣∣∣∣∣∣∣∣∣∣∣
−1

= 0 for all t ∈ [0, T ],P-a.s..

Proof. For brevity of notations let us introduce the following variables

ϕ(t) = ψ(t, a)− ψ̃(t, a0)
u(t) = q(t, a)− q̃(t, a0) = (∆ +M)ϕ

γ(t) =
ϕ(t)

a− a0
− g(t, a0)

θ(t) =
u(t)

a− a0
− v(t, a0) = (∆ +M)γ,

(2.75)

so that, given (2.61) and (2.68), the variables of interest {θ,γ} satisfy

dθ

dt
+
B(ϕ, ψ̃) +B(ψ,ϕ)

a− a0
−DB(ψ̃, ψ̃)g + β∂1γ = ν∆2γ +

(
0

−r∆γ2

)
.

Using the formula (1.63) for the derivative of the bilinearity

B(ϕ, ψ̃) +B(ψ,ϕ)

a− a0
−DB(ψ̃, ψ̃)g = B

(
ϕ

a− a0
, ψ̃

)
+B

(
ψ,

ϕ

a− a0

)
−B(ψ̃,g)−B(g, ψ̃),

so, introducing an appropriate term, we have

B(ϕ, ψ̃) +B(ψ,ϕ)

a− a0
−DB(ψ̃, ψ̃)g = B(γ, ψ̃) +B

(
ψ,

ϕ

a− a0

)
−B

(
ψ̃,

ϕ

a− a0

)
+B

(
ψ̃,

ϕ

a− a0

)
−B(ψ̃,g).
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Therefore θ satisfies the following equation with a now familiar structure

dθ

dt
+B(γ, ψ̃) +B(ψ̃,γ) +

B(ϕ,ϕ)

a− a0
+ β∂1γ = ν∆2γ +

(
0

−r∆γ2

)
.

Take the L2-scalar product of both sides with γ so that

1

2

d|||θ|||2−1

dt
+ ν|∆γ|2 + rh2‖γ2‖2 = −(B(ψ̃,γ),γ)− (B(ϕ,ϕ),γ)

a− a0

where we have used the properties of the nonlinearity (1.51) and (1.56).
By (1.58) and (1.59) we have respectively

|(B(ψ̃,γ),γ)| ≤ ν
2
|∆γ|2 + kB|∆ψ̃|2‖γ‖2, (2.76)

|(B(ϕ,ϕ),γ)|
a− a0

≤ ν
2
|∆γ|2 + kB|∆ϕ|2‖ϕ‖2

(a− a0)2
, (2.77)

which provide the following energy estimate for the variable θ

d|||θ|||2−1

dt
≤ 2kB|∆ϕ|2‖ϕ‖2

(a− a0)2
+ 2kB|∆ψ̃|2‖γ‖2.

Recall that ‖γ‖2 ≤ |||θ|||2−1 so that, by Gronwall’s inequality, we have

|||θ(t)|||2−1 ≤
∫ t

0

2kB|∆ϕ|2‖ϕ‖2

(a− a0)2
exp

(
2kB

∫ t

s

|∆ψ̃|2 dτ
)
ds.

We have shown in Theorem 2.4.3 that q(t, a) is locally Lipschitz with
respect to a and in particular

‖ϕ(t)‖2 ≤ |||u(t)|||2−1 ≤ |a− a0|2
h1∥f∥2−2

ν

∫ t

0

exp

(
2kB

∫ t

s

|∆ψ̃|2 dτ
)
ds (2.78)

so that

|||θ(t)|||2−1 ≤
2kBh1∥f∥2−2

ν
exp

(
4kB

∫ t

0

|∆ψ̃|2 dτ
)∫ t

0

|∆ϕ̃|2 ds.

The Lipschitz continuity of ψ in L2(0, T ;H2) given by Corollary 2.4.4, in
particular estimate (2.66), gives

|||θ|||2−1 ≤
2kBh1∥f∥2−2

ν
exp

(
4kB

∫ t

0

|∆ψ̃|2 dτ
)
·

·
(
(a− a0)

2 2th1∥f∥2−1

ν2λ1
+ 4kB

ν

∫ t

0

|||u|||2−1|∆ψ̃|
2 ds

)
.
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Thanks to (2.78) we have∫ t

0

|||u|||2−1|∆ψ̃|
2 ds ≤ (a−a0)2

th1‖f‖2−2

ν
exp

(
2kB

∫ t

0

|∆ψ̃|2 dτ
)∫ t

0

|∆ψ̃|2 dτ

hence

|||θ(t)|||2−1 ≤
2kBh1∥f∥2−2

ν
exp

(
4kB

∫ t

0

|∆ψ̃|2 dτ
)
(a− a0)

2·

·
(
2th1‖f‖2−1

ν2λ1
+

4tkBh1‖f‖2−2

ν2
exp

(
2kB

∫ t

0

|∆ψ̃|2 dτ
)∫ t

0

|∆ψ̃|2 dτ
)
.

Rearranging appropriately we find a well defined function R(t) such that

|||θ(t)|||2−1 ≤ (a− a0)
2R(t) exp

(∫ t

0

7kB|∆ψ̃(a0)|2 ds
)
. (2.79)

Since ψ̃ ∈ L2(0, T ;H2), the exponential is well defined and therefore we can
conclude that

|||θ(t)|||−1 =

∣∣∣∣∣∣∣∣∣∣∣∣ u(t)

a− a0
− v(t, 0; a0)

∣∣∣∣∣∣∣∣∣∣∣∣
−1

vanishes on the limit of a to a0 as desired.

2.5 Regularity with respect to the forcing for
stochastic Navier–Stokes

We conclude this chapter with an investigation of stochastic Navier–Stokes
model as presented in section 1.2 where H = (L2, | · |) and V = (H1, ‖ ·
‖). Consider (1.5) with the deterministic forcing f ∈ H−1 modulated by a
constant a > 0, i.e.

du+ (νAu+B(u, u)) dt = af dt+ dW u(0) = u0. (2.80)

Here W is a Q-Wiener process with Q trace class in H1 so that the solution
is

u(t) ∈ C(0, T ;H) ∩ L2([0, T ];V).

As we did for the stochastic two–layer quasi–geostrophic model, we will show
that the solution u(t, a) is locally Lipschitz continuous and differentiable with
respect to the parameter a, after proving some useful bounds.
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2.5.1 Energy estimate for stochastic Navier–Stokes
Similarly to what done in (2.47)-(2.51) let us now set

Xa
t :=

∫ t

0

(u(s, a), dW (s)) (2.81)

so that its quadratic variation is

〈Xa〉t :=
∫ t

0

‖(u(s, a), ·)‖2L0
2
ds

and, given the estimate (2.49) for the integrand, we have

〈Xa〉t ≤ TrQ

∫ t

0

|u(s, a)|2 ds. (2.82)

Furthermore Lemma 2.4.1 holds for

Ξa
γ := sup

t≥0
(Xa

t − γ〈Xa〉t) (2.83)

and we have the following result parallel to Theorem 2.4.2.

Theorem 2.5.1. Consider the stochastic Navier-Stokes model (2.80) with
initial condition u(0) = u0 ∈ H, f ∈ H−1 and q := TrQ. Then, given Ξa

γ as
in (2.83) for all 0 < δ < ν there exists γ ≥ 0 such that

|u(t)|2 + δ

∫ t

0

‖u(s)‖2 ds ≤ |u0|2 + t

(
a2

ν
‖f‖2−1 + q

)
+ 2Ξa

γ. (2.84)

Proof. Consider (2.80) and take the H-scalar product with u itself to get, by
use of Itô lemma,

|u(t)|2 − |u0|2 + 2ν

∫ t

0

‖u(s)‖2 ds =
∫ t

0

2〈af, u〉 ds+ tTrQ+ 2

∫ t

0

〈u, ·〉 dWs.

(2.85)
where we have used that (B(u, u), u) = 0 and that (Au, u) = ‖u‖2.

Using Poincaré’s inequality in (2.82) we get

〈Xa〉t ≤ qλ−1
1

∫ t

0

‖u‖2 ds.

We bound the deterministic forcing term as follows

2〈af, u〉 ≤
‖af‖2−1

ν
+ ν‖u‖2 (2.86)
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so that, using the estimate for the quadratic variation in (2.85) we have

|u(t)|2 + (ν − γqλ−1
1 )

∫ t

0

‖u‖2 ds ≤ |u0|2 + t

(
a2

ν
‖f |2−1 + q

)
+ 2Ξa

γ.

For 0 < γ < νλ1/q, define
δ = ν − γqλ−1

1

to get the desired statement.

2.5.2 Lipschitz continuity with respect to the forcing
Thanks to Theorem 2.5.1 we can show that the solution of (2.80) is locally
Lipschitz continuous with respect to the strength a of the forcing.

Theorem 2.5.2. For a ∈ R, let u(t, a) be the solution of (2.80) with initial
condition u0 ∈ H. Then for any a0 ∈ R, T ≥ 0 and a.a. ω ∈ Ω there is finite
C = C(a0, t, ω) such that

|u(t, a)− u(t, a0)|2 ≤ C|a− a0|2 for all a ∈ R, t ≤ T. (2.87)

Proof. Set u(t) := u(t, ω;u0, a0), v(t) := u(t, ω;u0, a) and w := u− v. Then
it is easy to see that w must satisfy the following equation

dw

dt
+ νAw +B(w, u) +B(v, w) = (a− a0)f, w(0) = 0. (2.88)

As usual we compute an energy estimate taking the H scalar product of
(2.80) with w

1

2

d|w|2

dt
+ ν‖w‖2 + (B(w, u), w) = (a− a0)(f, w),

where we have used that (B(v, w), w) = 0. Using the estimates for the
trilinear form (Lemma 1.2.1), Cauchy-Schwartz we get

1

2

d|w|2

dt
+ ν‖w‖2 ≤ kB|w|‖w‖‖u‖+ |a− a0|‖f‖−1‖w‖, (2.89)

and by Young inequality

1

2

d|w|2

dt
+
ν

2
‖w‖2 ≤ k2B

ν
‖u‖2|w|2 + |a− a0|2

ν
‖f‖2−1. (2.90)
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By Gronwall’s inequality we get

|w(t, ω)|2 ≤ |a− a0|2
2∥f∥2−1

ν

∫ t

0

exp

(
2k2B
ν

∫ t

s

‖u(τ)‖2 dτ
)
ds. (2.91)

Thanks to Theorem 2.5.1 part (i) i.e. (2.84) we have that

|w(t, ω)|2 ≤ |a− a0|2
2∥f∥2−1

ν
t exp

(
2k2B
νδ

(
|u0|2 + t

(
∥a0f∥2

ν
+ q
)
+ 2Ξa0

γ

))
(2.92)

Next we show another immediate consequence of Theorem 2.5.2.

Corollary 2.5.3. For a ∈ R, let u(t, a) be the solution of (2.80) with initial
condition u0 ∈ H. Then for any a0 ∈ R, T ≥ 0 and a.a. ω ∈ Ω there exists
K = K(a0, t, ω) such that∫ t

0

‖u(t, a)− u(t, a0)‖2 ds ≤ K|a− a0|2 for all a ∈ R, t ∈ [0, T ].

namely the solution is locally Lipschitz continuous with respect to a in the
L2(0, t;V) norm.

Proof. To show (2.5.3) holds we integrate in time (2.90) to get∫ t

0

‖w‖2 ds ≤ 2k2B
ν2

∫ t

0

‖u‖2|w|2 ds+ |a− a0|2
t‖f‖2−1

ν2
. (2.93)

Then using (2.87) and the fact that u ∈ L2(0, T ;V) almost surely, we get
local Lipschitz continuity of u in the L2(0, T ;V) norm.

2.5.3 Differentiability with respect to the forcing
Finally we show that the solution of (2.80) is differentiable with respect to
the parameter a. Taking formally the derivative of (2.80) we have

d(Dau)

dt
+ νA(Dau) +DB(u, u)(Dau) = f, (Dau)(0) = 0.

As done for the bilinear operator of the 2LQG model in Lemma 1.3.5, it can
be showed that the operator DB(u, u) ∈ L(V ,V∗) has explicit formulation

DB(u, u)v = B(u, v) +B(v, u). (2.94)

Then as done for the quasi–geostrophic model, first we show that this equa-
tion has a unique solution, second we ensure that this solution is precisely
the desired derivative.
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Theorem 2.5.4. Let u = u(t, a0) be the solution of (2.80). Then the equation
over the time interval [0, T ]

dξ

dt
+ νAξ +DB(u, u)ξ = f, ξ(0) = 0 (2.95)

has a unique solution with values in C([0, T ];H) ∩ L2(0, T ;V) for almost all
ω which is continuous with respect to the initial condition.

Proof. Existence. We take the n-dimensional Galerkin approximation

dξ(n)

dt
+ νAξ(n) +ΠnDB(u, u)ξ(n) = Πnf ξ(n)(0) = 0. (2.96)

and show that (ξ(n))n∈N is bounded in L∞(0, T ;H) and L2(0, T ;V) uniformly
in n. Taking the inner product with ξ(n) we get

1

2

d|ξ(n)|2

dt
+ ν‖ξ(n)‖2 + (DB(u, u)ξ(n),Πnξ

(n)) = (f,Πnξ
(n)).

Using the relation (2.94) and the fact that (B(u, v), v) = 0 we obtain

1

2

d|ξ(n)|2

dt
+ ν‖ξ(n)‖2 + (B(ξ(n), u), ξ(n)) = (f,Πnξ

(n)).

Therefore, via the trilinear form estimates (Lemma 1.2.1), as well as Cauchy
Schwartz and Young’s inequalities, we have

1

2

d|ξ(n)|2

dt
+
ν

2
‖ξ(n)‖2 ≤ k2B

ν
‖u‖2|ξ(n)|2 +

‖f‖2−1

ν
. (2.97)

Finally, via Gronwall’s inequality,

|ξ(n)(t)|2 ≤
∫ t

0

2∥f∥2−1

ν
exp

(
2k2

ν

∫ t

s

‖u‖2dτ
)
ds. (2.98)

Since u ∈ L2(0, T ;V) for almost every ω, we have that ξ(n) is bounded uni-
formly in n in L∞(0, T ;H) for a.a. ω ∈ Ω.

Integrating (2.97) over time we have∫ t

0

‖ξ(n)‖2ds ≤
∫ t

0

‖u‖2|ξ(n)|2ds+
t‖f‖2−1

2ν

and the a priori bound (2.98) gives us that the sequence ξ(n) is bounded in
L2(0, T ;V) uniformly in n for almost every ω.
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Now, we know we can extract a subsequence converging weakly both
in L∞(0, T ;H) and L2(0, T ;V). By further arguments that do not require
any novelty one could show its limit ξ is precisely a solution of the desired
equation and ξ ∈ C([0, T ];H) ∩ L2(0, T ;V).

Uniqueness. If η = ξ − ξ is the difference between two solutions then it
satisfies

dη

dt
+ νAη +DB(u, u)η = 0 η0 = ξ0 − ξ0

and, treating as usual the derivative of the nonlinearity, the following energy
estimate holds

1

2

d|η|2

dt
+
ν

2
‖η‖2 ≤ k2B

2ν
‖u‖2|η|2.

Therefore
|η(t)|2 ≤ |η(0)|2 exp

(
k2B
ν

∫ t

0

‖u‖2ds
)
.

and, by the fact that u(ω) ∈ L2(0, T ;V) for almost all ω, we have the result.

We close this section by showing that ξ is indeed Dau(t), derivative of
the solution u with respect to the parameter a .

Theorem 2.5.5. Let u(t, a) be the solution of (2.80) and ξ the solution of
(2.95). Then for all t ∈ [0, T ]

lim
a→a0

∣∣∣∣u(t, a)− u(t, a0)

a− a0
− ξ(t, a0)

∣∣∣∣ = 0 P-a.s. (2.99)

Proof. Let u(t) and v(t) be solutions of (2.80) respectively for the parameter
a and a0 and set w(t) = u(t)− v(t) and

θ(t) =
w(t)

a− a0
− ξ(t, a0), (2.100)

then θ satisfies the following equation

dθ

dt
+ νAθ +DB(v, v)θ = DB(v, v)

w(t)

a− a0
− B(u, u)−B(v, v)

a− a0
.

Given the fact that

DB(v, v)θ = B(v, θ) +B(θ, v)
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and the bilinearity of B we have

dθ

dt
+ νAθ +B(v, θ) +B(θ, v) =

B(v, w) +B(w, v)

a− a0
−

− B(u,w) +B(w, v)

a− a0
,

hence
dθ

dt
+ νAθ +B(v, θ) +B(θ, v) = −B(w,w)

a− a0
. (2.101)

Taking the H product of (2.101) with θ and using the properties of the
bilinarity we get

1

2

d|θ|2

dt
+ ν‖θ‖2 ≤ kB‖v‖|θ|‖θ‖+

kB|w|‖w‖‖θ‖
a− a0

,

and by Young’s inequality

1

2

d|θ|2

dt
+
ν

2
‖θ‖2 ≤ k2B‖v‖2

ν
|θ|2 + k2B|w|2‖w‖2

ν(a− a0)2
. (2.102)

It is then enough to have local Lipschitz continuity in H and in L2(0, T ;V) of
the solution u(t, a) with respect to the parameter. In fact, using Gronwall’s
inequality, we have

|θ(t)|2 ≤ 2k2

ν

∫ t

0

exp

(∫ t

s

2k2

ν
‖v‖2 dτ

)
|w|2

(a− a0)2
‖w‖2 ds. (2.103)

Thanks to the local Lipschitz continuity of u(t) with respect to the parameter
a in the H-norm (2.91) we have

|θ(t)|2 ≤ 2k2

ν
e2k

2ν−1
∫ t
0 ∥uτ (a0)∥2 dτ

∫ t

0

2
ν
‖f‖2−1e

2k2ν−1
∫ s
0 ∥uτ (a0)∥2 dτ‖w‖2 ds

≤ 4k2

ν2
‖f‖2−1e

∫ t
0 4k2ν−1∥uτ (a0)∥2 dτ

∫ t

0

‖w‖2 ds.

Furthermore using the bound (2.93) for ‖w‖L2(0,T ;V) we get

|θ(t)|2 ≤ 4k2

ν2
‖f‖2−1e

∫ t
0 4k2ν−1∥uτ (a0)∥2 dτ

(
2k2

ν2

∫ t

0

‖u‖2|w|2 ds +

+|a− a0|2
t‖f‖2−1

ν2

)
. (2.104)
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Using once more thanks to the local Lipschitz continuity (2.91), after some
simple computations, we get

|θ(t)|2 ≤ |a− a0|2R(t) exp
(∫ t

0

7k2

ν
‖uτ (a0)‖2 dτ

)
(2.105)

with R(t) depending on ‖f‖−1, the viscosity ν and kB constant from the
bound on the trilinear form which carries information on the domain D.
Since u ∈ L2(0, t;V) we can conclude that |θ(t)|2 → 0 almost surely for
a→ a0 as desired.

Summary and remarks
In this chapter we discussed two major topics, the solution theory for the
stochastic two–layer quasi–geostrophic model (2.6), and the regularity with
respect to the intensity of the forcing of both the stochastic two–layer quasi–
geostrophic model and the stochastic Navier–Stokes equation.

We first introduced the concepts of weak and strong solution, drawing
a parallel to Navier-Stokes, and then showed that such solutions exists and
are pathwise unique. We achieved these results by means of the associated
random equation (2.8). We ensured well–posedness of the random equation
with methodology proper of the theory of partial differential equations. Some
estimates established along the way, like the a priori bounds (2.40) and
(2.14), will prove crucial in the next chapter when studying the existence of
an invariant measure for the system.

In the second part of the chapter, we dealt with the regularity of the
solutions with respect to the parameter of interest, showing almost sure local
Lipschitz continuity as well as almost sure differentiability. These results
are essential to study further the dependence of the long–term dynamics on
the parameters, topic which will be the focus of chapter 5. Furthermore,
the estimate (2.52), as well as energy bounds in Theorem 2.4.2 for the quasi–
geostrophic model, and in Theorem 2.5.1 for the Navier-Stokes equation, will
be extensively used in all the chapters that follow.



Chapter 3

Unique ergodicity

We are interested in studying the long time average behaviour of the solutions
of the stochastic 2LQG model studied in the previous chapter. This type of
information is the focus of ergodic theory and specifically we talk of an ergodic
system if the long time averages of an observable can be approximated by its
averages with respect to a measure that is invariant for the dynamics.

For Markovian systems we study these properties by means of the Markov
semigroup associated to the stochastic process {Xt, t ≥ 0} of interest, in our
case the solution of a stochastic partial differential equation (SPDE) mod-
elling atmosphere or ocean dynamics. Let us introduce these key concepts
precisely (we refer to [39], [22] and [21]).

The following concepts can be defined for more general spaces but here
we are in particular interested in Hilbert spaces. Let (H, | · |) be a Hilbert
space with Borel σ-algebra B(H). We denote Bb(H) the space of all real
bounded Borel functions on H, M(H) the space of signed measures on H
and M1(H) the space of probability measures on H.

Definition 3.0.1 (Markov transition function). The map Pt(x,Γ), x ∈ H,
Γ ∈ B(H) is called Markov transition function on H if

(i) Pt(x, ·) is a probability measure on (H,B(H)) for each t ≥ 0, x ∈ H;

(ii) Pt(·, Γ) is a B(H)-measurable function for all t ≥ 0, Γ ∈ B(H);

(iii) Pt+s(x,Γ) =
∫
Ps(y,Γ)Pt(x, dy) for each t, s ≥ 0, x ∈ H, Γ ∈ B(H);

(iv) P0(x,Γ) = 1Γ(x) for each x ∈ H, Γ ∈ B(H).

Definition 3.0.2 (Markov semigroup). Let Pt, t ≥ 0, be a Markov transition
function, then we define the associated Markov semigroup as a family of linear

73
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operators {Pt : t ≥ 0} on Bb(H) by

Ptφ(x) :=

∫
φ(y)Pt(x, dy) (3.1)

for all t ≥ 0, x ∈ H, φ ∈ Bb(H), such that Pt+s = Pt ◦Ps for all nonnegative
s, t. Furthermore for any t ≥ 0 and µ ∈ M1(H) we define the dual operator
P∗

t µ as
P∗

t µ(Γ) :=

∫
Pt1Γ(x)µ(dx) (3.2)

for t ≥ 0, Γ ∈ B(H).

Note in particular that then

P∗
t µ(Γ) =

∫
Pt(x,Γ)µ(dx), (3.3)

and for φ ∈ Bb(H)∫
φ(z) (P∗

t µ)(dz) =

∫
Ptφ(y)µ(dy) =

∫ ∫
φ(z)Pt(y, dz)µ(dy). (3.4)

Note that Pt for each t ≥ 0 is itself a Markov operator according to:

Definition 3.0.3 (Markov operator). A Markov operator over H is a bounded
linear operator P : Bb(H) → Bb(H) such that

(i) P1 = 1;

(ii) Pφ ≥ 0 if φ ≥ 0;

(iii) If a sequence (φn)n∈N of functions in Bb(H) converges pointwise to an
element φ ∈ Bb(H), then Pφn converges pointwise to Pφ.

A measure on H, µ ∈ M(H) is called invariant with respect to Pt if
P∗

t µ = µ for all t ≥ 0, i.e.∫
H
φdµ =

∫
H
Ptφdµ for all φ ∈ Bb(H), t ≥ 0.

Furthermore an invariant measure µ is called ergodic if, any φ ∈ L2(H, µ)
such that

Ptφ = φ µ-a.s. for all t > 0, (3.5)
is µ-a.s. constant. Given the Markov semigroup Pt, a sufficient condition to
show ergodicity is the existence of a unique invariant measure, see for example
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[21, Theorem 3.2.6]. This is the approach we will follow for the stochastic
two–layer quasi–geostrophic equation by showing first the existence of an
invariant measure and secondly, in section 3.2, its uniqueness. We close this
introduction showing how to define the Markov semigroup associated to the
solution of an autonomous stochastic differential equation.

Consider the following general setup to be later used to lay out the
methodology in section 3.1.1 and section 3.2.1. Let (V , ‖ · ‖) be another
Hilbert space with V ⊂⊂ H and consider the stochastic equation on [t0, T ]

dX + AX dt = F (X) dt+ dW, X(t0) = x ∈ H, (3.6)

where W is a Wiener process on (Ω,F ,P) with covariance operator Q trace
class in V , the operator A : V → V∗ is invertible and nonnegative selfadjoint
in H. It follows that A−1 : H → H is compact with eigenvectors giving an
orthonormal basis of H. The mapping F : V → V∗ is such that there exists
a unique solution X = X(t) for any initial condition x ∈ H and

(i) X ∈ C([t0, T ];H) ∩ L2(t0, T ;V) P-a.s. for all T ≥ 0;

(ii) (3.6) holds as an equality in L2([t0, T ];V∗);

(iii) X is continuous with respect to the initial condition.

Since the solutions are defined over the time intervals [t0, T ] for all T , by
Kolmogorov extension theorem, it is possible to have the law of {X(t), t ≥ 0}
well defined.

Given that X is continuous with respect to the initial condition, [22,
Theorem 9.14] ensures that {X(t, t0, x), t ≥ t0} is a Markov process. In
addition, since (3.6) is autonomous, the solution is time–homogeneous i.e.

LawX(t; t0, x) = LawX(t− t0; 0, x) for all t0 ≤ t.

We can define the associated Markov transition function Pt(x, Γ) as the
probability for the process to end in the set Γ at time t when starting from
x at time 0

Pt(x,Γ) = P(X(t; 0, x) ∈ Γ),

namely the measure of Γ under the law of X(t; 0, x). Furthermore since
{X(t), t ≥ 0} is time–homogeneous

Pt−t0(x,Γ) = P(X(t− t0; 0, x) ∈ Γ) = P(X(t; t0, x) ∈ Γ).

Then we define the associated Markov semigroup acting on Bb(H) by

Ptφ(x) := Eφ(X(t; 0, x)) (3.7)
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for all t ≥ 0, x ∈ H and φ ∈ Bb(H). By time-homogeneity we have

Eφ(X(t; t0, x)) = Eφ(X(t− t0; 0, x)) = Pt−t0φ(x) (3.8)

for all t ≥ t0, x ∈ H and φ ∈ Bb(H). See for example to [22, Section 9] for
further reference on the relations and definitions here introduced.

3.1 Existence of invariant measures
3.1.1 Methodology
A classic technique to show the existence of an invariant measure is the
Krylov-Bogoliubov theorem for Markov semigroups, see [21, Section 3.1] or
[39, Section 6] for reference. Its statement requires the following two con-
cepts:
Definition 3.1.1. A Markov semigroup Pt, t ≥ 0 is called a Feller semigroup
if for any φ ∈ Cb(H) (the continuous bounded functions on H) and any t ≥ 0
one has Ptφ ∈ Cb(H).
Definition 3.1.2. A collection of probability measuresM ⊂ M1(H) is called
tight if, for any ε > 0, there exists a compact set Kε ⊂ H such that

µ(Kε) > 1− ε for all µ ∈M.

Then the existence theorem reads as follows:
Theorem 3.1.3 (Krylov-Bogoliubov). Let Pt, t ≥ 0, be a Feller Markov
semigroup over the space H. Assume that there exists µ0 ∈ M1(H) such
that the sequence {P∗

t µ0} is tight. Then, there exists at least one invariant
probability measure for Pt.

When the semigroup is defined by the unique solution of a stochastic
equation as in (3.7), the Feller property is a direct consequence of the con-
tinuous dependence with respect to the initial conditions of such a solution:
Proposition 3.1.4. Let X(t, ω; t0, x) be the unique solution of (3.6) which
depends continuously on the initial condition x. Then the associated Markov
semigroup Pt (3.7) is Feller.
Proof. Let φ ∈ Cb(H). The solution X(t, ω; t0, x) is continuous with respect
to the initial condition x then φ(X(t, ω; t0, x)) is continuous in x. Moreover
as φ is bounded, by the bounded convergence theorem we have

Eφ(X(t, ·; t0, x)) → Eφ(X(t, ·; t0, x̃)) for x→ x̃. (3.9)

It follows that Ptφ is continuous at any x̃ ∈ H.
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For the two dimensional stochastic Navier–Stokes equation, the Krylov-
Bogoliubov theorem is used in [32] to ensure the existence of an invariant
measure when the Wiener process W is D(A− 1

4
+ε)-valued with ε > 0. We

will mainly follow the presentation in [32], but also [20] and [21, Section 11.5]
to study the stochastic two–layer quasi–geostrophic model (3.58) in sec-
tion 3.1.2. For a general equation like (3.6) Theorem 3.1.5 will show the
existence of an invariant measure following closely the proof of Theorem 3.3
in [32] for the stochastic Navier–Stokes equation. In order to do so we extend
(3.6) to negative times.

Let W (t) be a Q-Wiener process with Q trace class in V and let V (t),
t ≥ 0 be a Wiener process with same law as W (t) and independent of it.
Then we define a Wiener process for t ∈ R as follows

W̄ (t) :=

{
W (t) t ≥ 0

V (−t) t ≤ 0
(3.10)

with filtration

F̄t = σ
(
W̄ (t2)− W̄ (t1) : t1 ≤ t2 ≤ t

)
t ∈ R. (3.11)

Note that {W̄ (t)} is not adapted to {F̄t} but for any t0 ∈ R, {W̄ (t) −
W̄ (t0), t ≥ t0} is a martingale with respect to {F̄t}.

Then, instead of (3.6), consider the general equation

dX + AX dt = F (X) dt+ dW̄ , X(t0) = x ∈ H, (3.12)

for t, t0 ∈ R, t0 ≤ t.

Theorem 3.1.5. Let X be the unique solution of (3.12), Pt, t ∈ R the
associated Markov semigroup, and suppose X is time–homogeneous i.e. for
all x ∈ H, t ∈ R

Law{X(t+ s, ·; t, x), s ≥ 0} = Law{X(s, ·; 0, x), s ≥ 0}. (3.13)

Consider the family of solutions

{X(0, ω;−τ, 0) : τ ≥ 0} (3.14)

with initial condition X(−τ) = 0, and the associated family of laws {ϑτ ∈
M1 : τ ≥ 0} i.e.

ϑτ (Γ) = P(X(0, ω;−τ, 0) ∈ Γ) (3.15)
for Γ ∈ B(H). If {ϑτ}τ≥0 is tight and Pt is Feller, then the system (3.12)
has at least an invariant measure.
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Proof. Define the family of measures {µT ; T ≥ 0} as

µT (A) =
1

T

∫ T

0

ϑτ (A) dτ for all A ∈ B(H). (3.16)

By the tightness of {ϑτ}τ≥0 for any ε there exists a compact set Kε such that

µT (K
c
ϵ ) =

1

T

∫ T

0

ϑτ (K
c
ϵ ) dτ ≤ ε,

so that also {µT}T≥0 is tight. Then, by Prohorov theorem, there exists at
least one accumulation point µ∗ ∈ M1 and a sequence µtn converging weakly
to µ∗ for tn → ∞. We are left to ensure that µ∗ is indeed invariant, i.e.
P ∗
t µ∗ = µ∗ for all t ≥ 0.

Observe that∫
φ dϑτ =

∫
φ(X(0, ω ;−τ, 0))P(dω) = Eφ(X(0, · ;−τ, 0))

and, by the homogeneity of X (3.13),

Eφ(X(0, · ;−τ, 0)) = Eφ(X(τ, · ; 0, 0))].

Moreover

Eφ(X(τ, ·; 0, 0)) = (Pτφ)(0) =

∫
Pτφ dδ0 =

∫
φ d(P∗

τ δ0).

It follows that ϑτ = P∗
τ δ0. Then by the semigroup property of P∗

t we have

P∗
sϑτ = P∗

sP∗
τ δ0 = P∗

τ+sδ0 = ϑτ+s. (3.17)

By the definition of µT and (3.17) we have

P∗
sµtn =

1

tn

∫ tn

0

P∗
sϑτ dτ =

1

tn

∫ tn

0

ϑτ+s dτ,

so that

P∗
sµtn =

1

tn

∫ tn

0

ϑτ dτ +
1

tn

∫ tn

tn−s

ϑτ+sdτ −
1

tn

∫ 0

−s

ϑτ+sdτ.

Taking the weak-⋆ limit on both sides for n→ ∞ we get

lim
n→∞

P∗
sµtn = lim

n→∞
µtn = µ∗.
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From the Feller property of Pt, it follows that P∗
t is continuous in the

weak-⋆ topology of M1 i.e. if µn
⋆−→ µ for n → ∞ then P∗

t µn
⋆−→ P∗

t µ,
meaning ∫

Ptφdµn →
∫

Ptφdµ∗ ∀φ ∈ Cb(H).

Since Pt is Feller, Ptφ is also continuous and bounded, and the convergence
in weak-⋆ topology of µtn against µ concludes the argument.

In conclusion,

P∗
sµ = P∗

s ( lim
n→∞

µtn) = lim
n→∞

P∗
sµtn = µ∗

as desired.

Recall the setup of (3.12) which was introduced in connection with (3.6).
In particular we have two Hilbert spaces (V , ‖ · ‖) and (H, | · |) with V dense
and compactly contained in H so that the bounded sets in V are a class of
compact subsets of H. We will exploit this useful fact in Lemma 3.1.6 which
gives a verifiable sufficient condition to prove tightness of the family {ϑτ}.

Lemma 3.1.6. Let X be the unique solution of (3.12) and {ϑτ ∈ M1 :
τ ≥ 0} the family of laws as in (3.15). If there exists an a.s. finite random
variable R(ω) such that

sup
τ≥0

‖X(0, ω;−τ, 0)‖ ≤ R(ω), (3.18)

then the family of measures {ϑτ}τ≥0 is tight in H

Proof. Given ε > 0 and a positive constant rε define the set

Kε = {x ∈ V : ‖x‖ ≤ rε}

which is bounded in V , hence compact in H since V is assumed compactly
contained in H. Then

ϑτ (K
c
ε) = P ( ‖X(0, ω;−τ, x)‖ > rε ) ≤ P

(
sup
τ≥0

‖X(0, ω;−τ, x)‖ > rε

)
.

If (3.18) holds, then
ϑτ (K

c
ε) ≤ P(R(ω) > rε).

As R is almost surely finite, for every ε we can find an rε large enough such
that

P(R(ω) > rε) < ε,

hence the result.
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From the proof of Theorem 3.1.5 it is easy see that it would be enough
to have the family of laws of X(τ, ω; 0, 0) being tight rather than those of
X(0, ω;−τ, 0) and from Lemma 3.1.6 it would be enough to show that there
exists a random variable R such that

sup
τ≥0

X(τ, ω; 0, 0) ≤ R(ω)

However it is not clear if this condition holds as in fact on the limit for large τ
the solution is expected to approach a stationary process, if ergodic. On the
other hand considering the final time fixed and pulling the initial condition
to −∞ the solution will converge to the value of the stationary process at
such fixed final time.

In the rest of the section we will show that the quasi–geostrophic model
satisfies the hypothesis of Theorem 3.1.5.

3.1.2 Stochastic two–layer quasi–geostrophic model
Given an arbitrary t0 ∈ R and t ≥ t0 then q(t, ω; t0,q0) is the unique (weak)
solution of

dq+B(ψ,ψ) + β∂1ψ = ν∆2ψ dt+

(
f

−r∆ψ2

)
+ d

(
W̄

0

)
q = (∆ +M)ψ

q(t0) = q0 ∈ H

(3.19)

with deterministic and stochastic forcing now more regular, i.e. f ∈ H−1

and W̄ being a Q-Wiener process, as in (3.10), with Q trace class operator in
H1. Then we define the associated Markov semigroup acting on the family
of bounded measurable functions φ : H → R as in (3.7) i.e.

Pt−t0φ(q0) = Eφ(q(t; t0,q0)).

Consider the auxiliary Ornstein-Uhlenbeck equation (1.73) now for all
t ∈ R

dη + α1Aη = dW̄ . (3.20)

Let η∞(t), t ∈ R be the stationary solution of (3.20) for which we have the
following explicit formulation

η∞(t) =

∫ t

−∞
exp(−α1(t− s)A) dW̄ (s). (3.21)
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Given the properties seen in section 1.4.2, η∞(t) is ergodic, has trajectories
continuous with values in H1 (Theorem 1.4.2) and, taking the limit of initial
time t0 → −∞ in (1.76), is such that

E|η∞(t)|2 ≤ Tr0Q

2α1λ1
. (3.22)

With a careful adaptations of the proofs seen in section 2.2 it can be
shown that q̃+ (η∞, 0)

t is solution of (3.19) and has the same properties as
seen in Theorem 2.2.1. Then the Feller property is a direct consequence of
the continuity with respect to initial conditions of the solution q.

Making use of Lemma 3.1.6 we will show that the family of solutions
(3.14) is bounded uniformly in the initial time, so to ensure the family of
their laws {ϑτ}τ is tight. The statement is a parallel version of Theorem 3.2
in [32] adapted and proved for our model of interest instead of 2D Stochastic
Navier Stokes.

Theorem 3.1.7. Let q = q(0, ω; t0, 0) be solution over [t0, 0] of (3.19) with
initial condition q(t0) = 0. Then the family of their laws {ϑt0 : t0 ≤ 0} is
tight in H.

Proof. Recall that given

H = (H−1, |||·|||−1) and V = (L2, |||·|||0)

we have in particular V ⊂⊂ H so that a closed set in V is compact in H.
Therefore, given Lemma 3.1.6, we want to show that

sup
t0≤0

|||q(0, ω; t0, 0)|||0 ≤ R(ω). (3.23)

for an appropriate R(ω) random variable almost surely finite. Given η∞ =
(η∞, 0)

t, let q̃ = q− η∞ be the solution of the random system associated to
(3.19) in the time interval [t0, 0] with initial condition q̃(t0) = −η∞(t0). To
simplify the notation we write q̃(t, t0) for q̃(t, ω; t0,−η∞(t0)).

Consider the a priori bound in (L2, |||·|||0) as in (2.40) over the time in-
terval [r, 0], with t0 ≤ r ≤ 0,

|||q̃(0, t0)|||20 ≤ |||q̃(r, t0)|||20 exp
(∫ 0

r

g1(s, t0) ds

)
+

∫ 0

r

exp

(∫ 0

t

g1(s, t0) ds

)
g2(t, t0)dt
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with

g1(t, t0) := c2 + 2c1F1|η∞(t)|+ c6|η∞(t)|2 + c5λ1‖η∞(t)‖2 + c3|||q̃(t, t0)|||2−1,

(3.24)
g2(t, t0) := c4‖η∞(t)‖2 + c5‖η∞(t)‖4 + 2β2|||q̃(t, t0)|||2−1 +

4h1

ν
‖f‖2−1.

(3.25)

Integrate r over [−1, 0] to get

|||q̃(0, t0)|||20 ≤ (A) · (B) + (C) (3.26)

with

(A) := exp

(∫ 0

−1

g1(t, t0) dt

)
(3.27)

(B) :=

∫ 0

−1

|||q̃(r, t0)|||20 dr (3.28)

(C) :=

∫ 0

−1

exp

(∫ 0

r

g1(s, t0) ds

)
g2(r, t0) dr. (3.29)

We now want to bound the right hand side of (3.26) with an a.s. finite
random variable uniformly in t0 and we will do it in several steps, starting
with the exponential term (A).

Bound for (A). By the definition of the function g1(t, t0) we want to find
a bound uniform in t0 for

exp

(
c2 +

∫ 0

−1

2c1F1|η∞(t)|+ c6|η∞(t)|2 + c5λ1‖η∞(t)‖2 + c3|||q̃(t, t0)|||2−1 dt

)
.

(3.30)
The terms involving η∞, namely

2c1F1

∫ 0

−1

|η∞(t)| dt+ c6

∫ 0

−1

|η∞(t)|2 dt+ c5λ1

∫ 0

−1

‖η∞(t)‖2 dt

are independent of t0 so we only have to know that they are well defined,
which is true since η∞ is continuous with values in H1. Therefore we are left
to show that there exists an almost surely finite random variable R(ω) such
that ∫ 0

−1

|||q̃(t, t0)|||2−1 dt < R for all t0 < 0.
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Consider the a priori bound (2.14) for q̃ in H, for t0 ≤ t ≤ 0, i.e.

|||q̃(t, t0)|||2−1 ≤ |||q̃(t0)|||2−1 exp

(∫ t

t0

−νλ1
a0

+ d0|η∞ (u, ω) |2 du
)

+

∫ t

t0

exp

(∫ t

s

−νλ1
a0

+ d0|η∞ (u, ω) |2 du
)
m(s, ω) ds. (3.31)

with m(t, ω) given by (2.12), namely

m(t, ω) = d1|η∞(t, ω)|4 + d2|η∞(t, ω)|2 + d3, d1, d2, d3 ≥ 0,

and let us first focus on the integrating factor. We assumed the Ornstein-
Uhlenbeck process η∞ to be an ergodic stationary solution of (3.21) contin-
uous with values in H1, hence Birkhoff ergodic theorem ensures that

lim
s→−∞

1

|s|

∫ 0

s

|η∞(r, ω)|2 dr = E |η∞(0)|2 P-a.a. ω. (3.32)

By the estimate (3.22) for t = 0 we have

E |η∞(0)|2 ≤ TrQ

2α1λ1
,

so that, for values of the control parameter α large enough, E|η∞(0)|2 can be
made arbitrarily small and in particular, we pick α such that

d0E|η∞(0)|2 ≤ νλ1
2a0

.

Consequently, with such a choice of α, we get

lim
s→−∞

1

|s|

∫ 0

s

−νλ1
a0

+ d0|η∞(r, ω)|2 dr = −νλ1
a0

+ d0E |η∞(0)|2 ≤ −νλ1
2a0

and in particular there exists a random time τ(ω) < 0 such that, for all
s < τ(ω) ∫ 0

s

−νλ1
a0

+ d0|η∞(r, ω)|2 dr ≤ −νλ1|s|
2a0

. (3.33)

By continuity of the trajectories of the process η∞, we can find a bound
for the remaining part of the interval, [τ(ω), 0], meaning that there is an
a.s.-finite random variable C(ω) such that

sup
τ(ω)≤s≤0

∫ 0

s

−νλ1
a0

+ d0|η∞(r, ω)|2 dr ≤ C(ω). (3.34)
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Next, given κ = (νλ1)/(2a0), define the process

ζ(s, ω) =

{
−κ|s| s < τ(ω)

C(ω) τ(ω) ≤ s ≤ 0
(3.35)

so that for all t ∈ [τ(ω), 0] we have the following estimate∫ t

s

−νλ1
a0

+ d0|η∞(u, ω)|2 du ≤ ζ(s, ω).

Using this estimate in (3.31), we have that for all t ∈ [τ(ω), 0] and t0 ≤ t,

|||q̃(t)|||2−1 ≤ eζ(t0,ω)|||q̃(t0)|||2−1 +

∫ t

t0

eζ(s,ω)m(s, ω) ds. (3.36)

Given the initial condition q̃(t0) = η∞(t0) and the definition of ζ(t0) we
have

eζ(t0)|||q̃(t0)|||2−1 ≤

{
keC(ω)‖η∞(t0)‖2−1 τ ≤ t0 ≤ 0

ke−κ|t0|‖η∞(t0)‖2−1 t0 < τ
(3.37)

where we have used that |||·|||−1 is equivalent to ‖ · ‖−1.
As η∞ is a continuous stationary Gaussian process and L2 ⊂ H−1, the

following lemma provides a useful bound.
Lemma 3.1.8 ([21, Lemma 15.4.4]). Let Z be a continuous stationary Gaus-
sian process on a separable Banach space U . Then for arbitrary δ > 0 there
exists a random variable Yδ such that P-a.s.

‖Z(t)‖U ≤ Yδ(1 + |t|δ) (3.38)

for all t ≤ 0.
In particular there exists a random variable Y such that

|η∞(t0)|2 ≤ Y (1 + |t0|)2.

Then, using this result in (3.37), we see that

sup
t0≤0

eζ(t0)|||q̃(t0)|||2−1 ≤ Y eC(1 + |τ |) + Y sup
t0≤τ

e−κ|t0|(1 + |t0|) =:M.

We have hence found a random variable almost surely finite that bounds the
first term in (3.36), uniformly in the initial time t0.

It is then left to ensure that also the integral on the right hand side
of (3.36) can be bounded uniformly in t0. Recall the definition of m =
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d1|η∞|4 + d2|η∞|2 + d3. Then by Lemma 3.1.8 there exists a random variable
Y (ω) such that P-a.s.

|η∞(t)| ≤ Y (1 + |t|) ∀t ≤ 0. (3.39)

Hence relabelling Y appropriately∫ t

t0

eζ(s,ω)d2|η∞|2 ds ≤ Y (ω)

∫ t

t0

eζ(s,ω)d2(1 + |s|)2 ds (3.40)

In the case t0 ≥ τ(ω), then ζ(s, ω) = C(ω) for all t0 ≤ s ≤ t and so∫ t

t0

eζ(s,ω)(1 + |s|)2 ds = eC(ω)

∫ t

t0

(1 + |s|)2 ds

≤ eC(ω)

∫ 0

τ(ω)

(1 + |s|)2 ds =: R1(ω).

Conversely, when t0 < τ(ω), for s ≤ τ(ω) we have ζ(s, ω) = κs and therefore∫ t

t0

eζ(s,ω)(1 + |s|)2 ds =
∫ τ(ω)

t0

eκs(1 + |s|)2 ds︸ ︷︷ ︸
(I)

+ eC(ω)

∫ t

τ(ω)

(1 + |s|)2 ds︸ ︷︷ ︸
(II)

.

Then since
sup
t0≤0

∫ τ(ω)

t0

eκs(1 + |s|)2 ds <∞

there exists an almost surely finite random variable R2 such that

sup
t0≤0

∫ t

t0

eζ(s,ω)(1 + |s|)2 ds < R2(ω).

Therefore, going back to (3.40), we have shown that there exist a random
variable R3(ω), a.s. finite, such that∫ t

t0

eζ(s,ω)d2|η∞|2 ds ≤ R3(ω) (3.41)

for all t ∈ [τ(ω), 0] and all t0 ≤ t.
Similar calculations, using again Lemma 3.1.8 to get

|η∞(t)|4 ≤ Y1(1 + |t|)4 ∀t ≤ 0,

will give a bound also for
∫ t

t0
eζ(s,ω)+C(ω)d1|η∞|4 ds.
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Finally we can conclude that there exists an a.s. finite random variable
R4(ω) such that

|||q̃(t, ω; t0,q0)|||2−1 ≤ R4(ω)

for all t ∈ [τ(ω), 0] and t0 ≤ t. Assume without loss of generality that
τ(ω) ≤ −1, then,

|||q̃(t, ω; t0,q0)|||2−1 ≤ R4(ω) for all t ∈ [−1, 0], t0 ≤ t. (3.42)

Finally looking back at the entire term (A) in (3.30)

(A) = exp

(
c2 +

∫ 0

−1

2c1F1|η∞(t)|+ c6|η∞(t)|2 + c5λ1‖η∞(t)‖2 + c3|||q̃(t, t0)|||2−1 dt

)
by the estimate (3.42) just obtained, it can be bounded as follows

(A) ≤ exp

(
c2 +

∫ 0

−1

2c1F1|η∞(t)|+ c6|η∞(t)|2 + c5λ1‖η∞(t)‖2 dt+ c3R4

)
=: R5 (3.43)

Bound for (B). Next to find a bound for (B) defined in (3.28) we need to
show that ∫ 0

−1

|||q̃(r, t0)|||20 dr

is bounded uniformly in t0.
From the a priori bound (2.16) for q̃ in L2(0, T ;V) we have that∫ 0

−1

|||q̃(r, t0)|||20 dr ≤ ν−1|||q̃(−1, t0)|||2−1 +

∫ 0

−1

ν−1d0m(r) dr∫ 0

−1

(
ν−1d0|η∞(r)|2 + 2F1

)
|||q̃(r, t0)|||2−1 dr. (3.44)

By the estimate (3.42) obtained for |||q̃(r, t0)|||2−1 in the previous step for all
r ∈ [−1, 0], we have

(B) ≤ R4

ν
+
R4

ν

∫ 0

−1

(d0|η∞(r)|2 + 2F1) dr +
d0
ν

∫ 0

−1

m(r) dr.

Bound for (C). Let (C) be as in (3.29) i.e.

(C) :=

∫ 0

−1

exp

(∫ 0

r

g1(s, t0)ds

)
g2(r, t0) dr
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and g2 as in (3.25), i.e.

c4‖η∞(t)‖2 + c5‖η∞(t)‖4 + 2β2|||q̃(t, t0)|||2−1 +
4h1

ν
‖f‖2−1.

Since r ∈ [−1, 0], by the estimate (3.43) we have that

exp

(∫ 0

r

g1(s, t0) ds

)
≤ exp

(∫ 0

−1

g1(s, t0) ds

)
≤ R5

so that, again by the estimate (3.42) for |||q̃(t, t0)|||2−1

2β2

∫ 0

−1

exp

(∫ 0

r

g1(s, t0)ds

)
|||q̃(t, t0)|||2−1 dr ≤ 2β2R5R4.

Then

(C) ≤ R5

∫ 0

−1

c4‖η∞(t)‖2 + c5‖η∞(t)‖4 dt+ 2β2R5R4 +
4h1

ν
‖f‖2−1R5 =: R6

and the right hand side is a well defined almost surely finite random variable
since η∞ is continuous with values in H1.

Finally putting together the estimate for the expressions (A), (B) and (C)
we have

sup
t0≤0

|||q̃(0, ω; t0, q̃0)|||20 ≤ R7(ω),

where R7(ω) is an a.s. finite random variable. Since q(0, t0) = q̃(0, t0) +
η∞(0) and |||η∞|||20 ≤ |η∞|2 = h1|η∞|2, we have

|||q(0, t0)|||20 ≤ |||q̃(0, t0)|||20 + h1|η∞(0)|2 ≤ R7 + h1|η∞(0)|2 =: R8 (3.45)

for all t0 ≤ 0, as desired.

We have then shown that the family of measures on H

ϑt0 = Law(q(0, ω; t0, 0)), t0 ≤ 0

is tight, and consequently we have the following result.
Theorem 3.1.9. The stochastic two–layer quasi–geostrophic model (3.19)
has an invariant measure.
Proof. First of all q(t) is time–homogeneous: in fact η∞ is stationary and
the forcing f is time–independent, hence q̃ is time–homogeneous, and con-
sequently q̃+ η∞ is.

Next, Theorem 3.1.7 ensured tightness of the family of measures {ϑt0}.
Finally, Pt is Feller as q is continuous with respect to its initial condition.
Then Theorem 3.1.5 ensures the desired result.
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3.2 Uniqueness of the invariant measure
3.2.1 Methodology
A classic approach to establish unique ergodicity of a Markov process is based
on Doob’s theorem (see for example [21, Section 4.2]):
Theorem 3.2.1 (Doob). Let Pt be a stochastically continuous Markov se-
migroup with invariant measure µ. If Pt is t0-regular for some t0 > 0, i.e.
all transition probabilities Pt0(x, ·) are mutually equivalent, then µ is unique,
strongly mixing and equivalent to all measures Pt(x, ·) for all t > t0.

In particular, if the Markov semigroup is irreducible at some time s0,
i.e. for any nonempty open set Γ and all x ∈ H, Ps0(x,Γ) > 0, and strong
Feller at some time t0, i.e. for any φ measurable bounded function, Pt0φ
is continuous and bounded, then Pt can be proved to be (t0 + s0)-regular
(see [21]). This was the approach used for example in [33, 30] to prove the
ergodicity of stochastic Navier–Stokes equations for non degenerate noise.

However for SPDEs the strong Feller property fails to hold in cases where
the noise is spatially degenerate. To cope with this problem the concept of
asymptotic strong Feller was introduced in [41], providing a comprehensive
approach for the 2D Navier Stokes equations forced only in a four dimensional
subspace.

Alternatively, for moderately degenerate noise, the asymptotic (or gener-
alised) coupling method has proven successful. Introduced in the early 2000s
[48, 10, 29], it was used under minimal assumptions to prove unique ergod-
icity for Markov operators on Polish spaces in [44] and applied to several
nonlinear SPDEs in [37]. The main idea of this approach is to add a control
in the stochastic forcing to synchronize solutions with different initial data.
In finite dimensions, Girsanov’s theorem ensures that the controlled equation
and the original equation generate equivalent distributions. In the infinite
dimensional case, an appropriate finite dimensional control on the unstable
degrees of freedom is often sufficient to ensure synchronisation and permits
application of the classical Girsanov theorem.

We present such a method following closely [37] and [44]. Let H be an
Hilbert space with norm | · | and consider two probability measures µ1 and µ2

on it. A probability measure Γ on H×H is called coupling of µ1, µ2 if, given
Π1(x, y) = x, Π2(x, y) = y the projections of H×H onto its two components,

ΓΠ−1
1 = µ1 and ΓΠ−1

2 = µ2.

We denote the set of all such couplings as C(µ1, µ2). Equivalently we call
a pair of random variables (ξ1, ξ2) a coupling of µ1, µ2 if Law ξ1 = µ1 and
Law ξ2 = µ2.
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A weaker notion of coupling is that of equivalent coupling, namely when
we require the marginals to be only absolutely continuous with respect to
the target measures rather than equal:

Definition 3.2.2. Given two measures µ1, µ2 on H, a probability measure
Γ on H×H is an equivalent coupling of µ1 and µ2 if ΓΠ−1

i � µi, i = 1, 2.

Let P be a Markov operator on H. We denote as HN the pathspace
representing trajectories of P over H. For any measure µ on H, we denote
as µPN the suspension of µ to HN. Then it can be shown (see e.g. [21]) that
µ being ergodic on H for P is equivalent to µPN being ergodic on HN for the
classic shift map.

Consider now two measures µ1, µ2 on the pathspace HN. Then a proba-
bility measure on HN×HN is called asymptotic coupling when it satisfies the
following definition:

Definition 3.2.3. The diagonal at infinity D are the sequences elements of
HN which converge to each other, i.e.

D := {(u, v) ∈ HN ×HN : lim
n→∞

|un − vn| = 0}. (3.46)

Then given two measures µ1, µ2 on HN, a coupling Γ ∈ C(µ1, µ2) is called
asymptotic coupling if Γ(D) = 1.

It can be proven ([44, Theorem 1.1]) that given two ergodic invariant
measures µ1, µ2 for a Markov operator P , they are equal if there exists an
asymptotic coupling Γ of µ1PN and µ2PN.

Actually a seemingly weaker condition is enough to give uniqueness of the
invariant measure for P , for which we use the notion of equivalent coupling
instead.

Theorem 3.2.4 ([37, Corollary 2.2],[44, Theorem 1.1]). Let D be the diagonal
at infinity. If for any u0, v0 ∈ H there exists an equivalent coupling Γ of δu0PN

and δv0PN such that Γ(D) > 0, then there exists at most one ergodic invariant
measure for P on H.

We omit the proof of this result which can be found in the references
above, and we continue focusing on how we can apply this method to stochas-
tic differential equations in Hilbert spaces. As previously discussed, we will
use a control to synchronize solutions with different initial condition, but then
the controlled system loses its connection to the uncontrolled one. Girsanov
theorem provides such a connection but only ensuring that the controlled
process has at most equivalent distribution to the original. Nevertheless
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as we will see in Theorem 3.2.8, this equivalence will be enough to ensure
uniqueness of the invariant measure thanks to Theorem 3.2.4. Let us first
recall the precise formulation of Girsanov theorem. We refer for example to
[47, Section 3.5] for a proof.

Theorem 3.2.5 (Girsanov). Given the probability space (Ω,F ,P,Ft), let
(B(t))t∈[0,∞) be a n-dimensional Wiener process with covariance matrix Q
and (h(t))t∈[0,∞) a n-dimensional stochastically integrable process (see sec-
tion 1.1). Assume the process

Zh(t) := exp

(
−
∫ t

0

Q−1h(s) dB(s)− 1
2

∫ t

0

|Q−1/2h(s)|2 ds
)

(3.47)

is a P-martingale, and for each T ≥ 0 define the probability measure P̃T on
FT by

P̃T (A) := E
[
1AZ

h(T )
]
, for all A ∈ FT .

Define the Itô process B̃(t), t ≥ 0, with filtration {Ft}t by

B̃(t) := B(t) +

∫ t

0

h(s) ds, t ∈ [0,∞) (3.48)

Then for each fixed T ∈ [0,∞), the process (B̃(t))t∈[0,T ] is a n-dimensional
Wiener process on (Ω,FT , P̃T ).

A classical sufficient, but not necessary, condition for Theorem 3.2.5 to
apply, namely for (3.47) to be a P-martingale, is given by the following result:

Lemma 3.2.6 ([64, Theorem IV.37.8]). Let (h(t))t∈[0,∞) be a n-dimensional
process adapted to the filtration generated by the Wiener process B with
covariance matrix Q. Suppose that for each t ≥ 0 there exists a constant Kt

such that: ∫ t

0

|Q−1/2h(s)|2 ds < Kt P-a.s. (3.49)

Then the process

Zh(t) := exp

(
−
∫ t

0

Q−1h(s) dB(s)− 1
2

∫ t

0

|Q−1/2h(s)|2 ds
)

is a P-martingale.

Therefore, under Theorem 3.2.5 the laws of B and B̃, denoted µB and µB̃,
are equivalent measures on C([0, T ],Rn) for all compact intervals [0, T ], T > 0
and we have a precise formulation of the Radon-Nikodyn density, which is the
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exponential martingale (Zh
t )t∈[0,T ]. However, in some of applications which

follow, we would like the process B̃ to be defined for all t ∈ [0,∞). There
exists a version of Girsanov theorem on C([0,∞),Rn) for drifts h which
are progressively measurable, see for example [47, Corollary 3.5.2]. Then
without further conditions, the probabilities P and P̃ are mutually absolutely
continuous when restricted to FB

T , T ∈ [0,∞). On the other hand, when
we do not require explicit knowledge of the density, the following weaker
formulation of Girsanov theorem is enough to ensure absolute continuity of
µB̃ with respect to µB.

Theorem 3.2.7 ([51, Theorem 7.4]). Given the probability space with filtra-
tion (Ω,F ,P,Ft), let (B(t))t∈[0,∞) be a n-dimensional Wiener process with
convariance matrix Q, and (h(t))t∈[0,∞) a n-dimensional progressively mea-
surable process. Let µB be the associated Wiener measure on C([0,∞),Rd)
and µB̃ the law of the process B̃ in C([0,∞),Rd) defined by

B̃(t) := B(t) +

∫ t

0

h(s) ds, t ∈ [0,∞). (3.50)

Then, if ∫ ∞

0

|Q−1/2h(s)|2 ds <∞ P-a.s. (3.51)

the law of B̃ is a absolutely continuous with respect to the law of B, i.e.
µB̃ � µB as measures on C([0,∞),Rn).

Recall that theQ-Wiener processW in a Hilbert space H can be expressed
as in (1.2), i.e.

W (t) =
∑
k∈N

√
σkβk(t)ek (3.52)

where σk and ek are respectively the eigenvalues and eigenfuctions of the
covariance operator Q, forming an orthonormal basis of H, and βk(t) are
mutually independent real valued Wiener processes.

Define

Wn =
n∑

k=1

√
σkβk(t)ek, and W n =

∞∑
k=n+1

√
σkβk(t)ek, (3.53)

so that W = Wn+W
n. Notice that (see e.g. [22, Section 4.2.2]) Wn and W n

are independent Wiener processes with covariance matrix respectively

Qn =
n∑

k=0

σkek ⊗ ek and Qn =
∞∑

k=n+1

σkek ⊗ ek. (3.54)
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Let W̃n be a n-dimensional Brownian motion independent from and equal in
law to Wn. Then, as all βk are mutually independent, W̃ (t) := W̃n +W n is
a Q-Wiener process equal in law to W .

We are now ready to state the main theorem of this section. This is
a detailed yet compact summary of the framework introduced in [37] for a
series of nonlinear stochastic partial differential equations. This will give
verifiable conditions to be then used for our model of interest.

Theorem 3.2.8. Consider the system of equations

dX(t) = AX dt+ F (X) dt+ dW (t), X(0) = x (3.55)
dỸ (t) = AỸ dt+ F (Ỹ ) dt+G(X, Ỹ )1t≤τ dt+ dW (t), Ỹ (0) = y (3.56)

where G : H × H → Hn is such that G(X, Ỹ )1t≤τ ∈ rangeQ and τ is a
stopping time with respect to the filtration generated by {(Xs, Ỹs) : s ≤ t}.
Assume there exists n > 0 such that the control G and the stopping time τ
satisfy the following conditions:

(i) the system (3.55)-(3.56) has a global solution

X ∈ C(0,∞;H) ∩ L2(0,∞;V);

(ii) the following condition holds∫ ∞

0

|Q−1/2
n G(X(t), Ỹ (t))|21t≤τ dt < C P-a.s.; (3.57)

(iii) P(τ = ∞) > 0;

(iv) |X(t)− Ỹ (t)| → 0 for t→ ∞ on the event {τ = ∞}.

Then (3.55) has at most one invariant measure.

Proof. Let Pt, t ≥ 0 be the Markov semigroup (3.7) associated to (3.55). We
want to apply Theorem 3.2.4, so, for some t > 0, we have to find a suitable
asymptotically equivalent coupling Γ of δxPN

t and δyPN
t for any pair of initial

conditions x, y.
Given condition (ii) we can apply Theorem 3.2.7, hence the n-dimensional

process

W̃n(t) := Wn(t) +

∫ t

0

G(X(t), Ỹ (t))1t≤τ ds t ≥ 0
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is a Wiener process with law absolutely continuous with respect to the law
of Wn. As a consequence the process W̃ = W̃n +W n is absolutely continu-
ous with respect to the original Wiener process W and Law Ỹ is absolutely
continuous with respect to Law Y with Y solution of

dY (t) = AY dt+ F (Y ) dt+ dW (t), Y (0) = y.

This means that the law of the pair (X, Ỹ ) has marginals which are absolutely
continuous with respect to the solutions to (3.55) starting respectively from x
and y. Therefore, for some t > 0, the law induced by {(X(nt), Ỹ (nt)) : n ∈
N} on HN ×HN, which we denote by Γ(X,Ỹ ), is an asymptotically equivalent
coupling of δxPN

t and δyPN
t .

Finally conditions (iii) and (iv) ensure that Γ(X,Ỹ ) gives positive proba-
bility to the diagonal at infinity D, as

P
(
(X(nt), Ỹ (nt)) ∈ D

)
= P

(
lim
n→∞

|X(nt)− Ỹ (nt)| = 0
)
> 0.

Therefore by Theorem 3.2.4 there exists at most one ergodic invariant mea-
sure for Pt.

In the rest of the section we will prove that the conditions of Theo-
rem 3.2.8 are satisfied for the stochastic two–layer quasi–geostrophic model.

3.2.2 Stochastic two–layer quasi–geostrophic model
Consider again our model of interest i.e.

dq+B(ψ,ψ) + β∂1ψ = ν∆2ψ dt+

(
f

−r∆ψ1

)
+

(
dW

0

)
.

q = (∆ +M)ψ

(3.58)

Recall that in this case the noise is straightforwardly spatially degenerate
as it acts only on one of the two layers. Consequently the classic Doob’s
theorem does not apply. At the same time on the first layer we assume that
the noise is full, so as a whole it is only moderately degenerate, allowing us
to apply the asymptotic coupling method just presented.

The main result of this section is an application of the general Theo-
rem 3.2.8 to our model of interest and its proof follows closely the arguments
developed in [37] for stochastic Navier–Stokes equation, among other exam-
ples. We will find an appropriate control function so that all the conditions of
Theorem 3.2.8 are met, but under a restriction on the parameters of the sys-
tem, in particular when the bottom friction parameter r is sufficiently large.
We will later discuss what the physical interpretation of such a result could
be and if conditions on other parameters can be considered alternatively.
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Theorem 3.2.9. For set of parameters such that

2r > h1kB
ν2

‖f‖2−2 +
2kB
ν

Tr
[
(Q1/2)∗Ã−1Q1/2

]
, (3.59)

the system (3.58) has at most one ergodic invariant measure.

Proof. Consider the modified system

dq̃

dt
+B(ψ̃, ψ̃) + β∂1ψ̃ = ν∆2ψ̃ dt+

(
f +G(q, q̃)1t≤τ

−r∆ψ̃1

)
+ dW.

q̃ = (∆ +M)ψ̃

(3.60)

with periodic boundary condition and initial condition q̃(0) = q̃0 6= q0, where
G(q, q̃) : H×H → HN is a finite dimensional control function, which we will
specify later, and τ a stopping time with respect to the natural filtration for
(q, q̃). To prove the uniqueness of the invariant measure µ for Pt, we look
for N > 0, G and τ satisfying the conditions in Theorem 3.2.4.

Given q, solution of (3.58) with streamfunction ψ, define the variables

u = q− q̃ and v = ψ − ψ̃. (3.61)

Then u = (∆ +M)v and it satisfies the integral equation

du

dt
+B(v, ψ̃) +B(ψ,v) = ν∆2v −

(
G(q, q̃)1t≤τ

r∆v2

)
(3.62)

with initial condition u0 = q0 − q̃0 6= 0.
Let λk be an increasing sequence of eigenvalues of −∆ with corresponding

eigenvectors ek forming an orthonormal basis for H. Consider the following
finite dimensional control

G(q, q̃) = αΠN(∆ψ1 −∆ψ̃1) = αΠN∆v1 (3.63)

where ΠN is the projection onto HN = span{ek, k = 1, . . . N} and α > 0 is
a parameter to be found below.

Define the stopping time

τK := inf

{
t ≥ 0 :

∫ t

0

∣∣∣Q−1/2
N αΠN∆v1

∣∣∣2 ds ≥ K

}
(3.64)

so that ∫ ∞

0

∣∣∣Q−1/2
N G(q, q̃)1t≤τK

∣∣∣2 dt ≤ K
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and condition (ii) in Theorem 3.2.4 holds.
The existence of a unique solution for the controlled system, i.e condition

(i), can be shown as in the last chapter but transforming the stochastic
forcing with the use of Girsanov theorem (Theorem 3.2.5). Following [50,
Remark 8] where this is done for the stochastic Navier–Stokes equation, we
can rewrite the equation for the first component of (3.60) as

dq̃1(t) + J(ψ̃1, q̃1 + βy)dt = (ν∆− α1t≤τΠN)∆ψ̃1 dt+ f dt

+ αΠN∆ψ11t≤τ dt+ dW (t)

and define the process Ŵ by

Ŵ (t) = W (t) +

∫ t

0

αΠN∆ψ1(s)1t≤τ ds.

To ensure that we can use Girsanov theorem Theorem 3.2.5 we show that
condition (3.49) holds. First observe that∫ t

0

∣∣∣Q−1/2
N αΠN∆ψ11t≤τ

∣∣∣2 ds ≤ αh−1
1 ‖Q−1/2

N ‖2
∫ t

0

|∆ψ|2 ds

then by Theorem 2.4.2 we have a bound for the L2(0, T ;L2) norm of ∆ψ

≤ α‖Q−1/2
N ‖2

h1δ

(
|||q0|||2−1 + t

(
h1

2νλ1
‖f‖2−1 + TQ

)
+ Ξγ

)
where Ξγ is an almost surely finite random variable. Then by Lemma 3.2.6
Zh is a martingale and Ŵ is a Brownian motion equivalent with respect to
W for every finite interval [0, T ]. Furthermore the term −αΠN∆ψ̃11t≤τ dt
will not affect substantially the estimates derived in the last chapter to prove
the existence of a solution. In fact to provide an a priori bound in H we
took the L2 scalar product with ψ of the random equation associated with
the controlled system. Therefore this new term appears on the left hand side
of (2.10) as

−(αΠN∆ψ̃1, h1ψ̃1) = α‖ΠN ψ̃1‖2.

and all the subsequent calculations can be easily adapted. Another difference
with the previous case is that in this case the auxiliary Ornstein-Uhlenbeck
process will satisfy

dη + α1Aη dt = dŴ

where Ŵ is a Brownian motion with respect to a different probability measure
but this will not affect the solution theory. Then the controlled equation
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(3.60) with control (3.63) has a unique solution defined for all [0, T ], T ≥ 0
and by Kolmogorov existence theorem we can extend it to R+.

Next we want to show condition (iv) holds, namely

lim
t→∞

|||u(t)|||2−1 = 0 on {τK = ∞}.

Taking the L2 scalar product of (3.62) with v, we obtain(
du

dt
,v

)
+ (B(ψ,v),v) = ν|∆v|2 − h1(αΠN∆v11t≤τ , v1) + rh2‖v2‖2,

where we have used the fact that (B(a, b), a) = 0 (1.56). Recall that by
(1.42) we have (

du

dt
,v

)
= −1

2

d

dt
|||u|||2−1

so that we have the following equation

1

2

d

dt
|||u|||2−1+ν|∆v|2+rh2‖v2‖2 = (B(ψ,v),v)+h1(αΠN∆v11t≤τ , v1). (3.65)

Note that we can write G as

G(q, q̃) = α∆v1 − EN

where, denoting the orthogonal complement of ΠN as Π⊥
N , EN = αΠ⊥

N∆v1.
Recall (see e.g. [62, pg 366]) the generalised Poincaré inequalities for any
N ≥ 1 i.e.

‖ΠNv1‖2k+1 ≤ λN‖ΠNv1‖2k and ‖Π⊥
Nv1‖2k ≤ λ−1

N ‖Π⊥
Nv1‖2k+1. (3.66)

Then we have an appropriate bound for the norm of the error term EN as

(G(q, q̃)), v1) = α(∆v1 − Π⊥
N∆v1, v1)

= −αh1‖v1‖2 + αh1‖Π⊥
Nv1‖2

≤ −αh1‖v1‖2 + αh1λ
−1
N |∆v1|2.

Consequently using this estimates in (3.65) we get for t ∈ [0, τK)

1

2

d

dt
|||u|||2−1 + ν|∆v|2 + rh2‖v2‖2 ≤ (B(ψ,v),v)− αh1‖v1‖2 + αh1λ

−1
N |∆v1|2.

(3.67)
By (1.58) we have

(B(ψ,v),v) ≤ ν
2
|∆v|2 + kB|∆ψ|2‖v‖2, (3.68)
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so that

d

dt
|||u|||2−1+ν|∆v|2+2αh1‖v1‖2+2rh2‖v2‖2 ≤ 2kB|∆ψ|2‖v‖2+2αh1λ

−1
N |∆v1|2.

Therefore, setting α ≥ r, we have

d

dt
|||u|||2−1 +

(
ν − 2αλ−1

N

)
|∆v|2 ≤ ‖v‖2

(
2kB|∆ψ|2 − 2r

)
, (3.69)

and we choose N so that
ν − 2αλ−1

N > 0. (3.70)

Therefore Gronwall lemma (Lemma A.1) gives

|||u(t)|||2−1 ≤ |||u(0)|||2−1 exp

(
−2rt+ 2kB

∫ t

0

|∆ψ|2 ds
)

for all t ∈ [0, τK).

(3.71)
It is only left to bound appropriately the L2(0, t;H2) norm of ψ. Theo-
rem 2.4.2 gave the estimate (2.54) i.e.

|||q(t)|||2−1 − |||q0|||2−1 + δ

∫ t

0

|∆ψ|2 ds− t
(
h1

2ν
‖f‖2−2 + TQ

)
≤ 2h1Ξγ

for δ = ν − (2γ TrQ)/(λ21) > 0 with

Ξγ = sup
t≥0

(Xt − γ〈X〉t), Xt :=

∫ t

0

(ψ1, dW ).

Define the event ER to be

ER :=

{
|||q(t)|||2−1 − |||q(0)|||2−1 + δ

∫ t

0

|∆ψ|2 ds

−t
(
h1

2ν
‖f‖2−2 + TQ

)
≤ R, ∀t ≥ 0

}
. (3.72)

By the exponential martingale estimate (Lemma 2.4.1) we have

P(Ec
R) ≤ P(2h1Ξγ ≥ R) ≤ e

− γR
2h1

and as a consequence ER is a set with positive probability.
Therefore on the set ER we have

δ

∫ t

0

|∆ψ|2 ds ≤ |||q(0)|||2−1 + t
(
h1

2ν
‖f‖2−2 + TQ

)
+R
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and so going back to (3.71) we find on the set ER ∩ {τK > t} that

|||u(t)|||2−1 ≤ |||u(0)|||2−1 e
2kB
δ

(|||q0|||2−1+R) exp
(
−t
(
2r − 2kB

δ
TQ − h1kB

δν
‖f‖2−2

))
.

Then, setting the arbitrary parameter δ ∈ (0, ν) to be for example δ = ν/2,
whenever

Cr := 2r − 2kB
ν
TQ − h1kB

ν2
‖f‖2−2 > 0, (3.73)

we have that |||u(t, ω)|||2−1 is exponentially decaying in time over [0, τK) and
so

lim
t→∞

|||u(t, ω)|||2−1 = 0 for all ω ∈ ER ∩ {τK = ∞}.

Finally it is left to ensure that there exists a K so that ER ∩ {τK = ∞}
is non empty and has positive probability. We will actually show that there
exists K > 0 such that ER ⊂ {τK = ∞}.

Recall the definition of the stopping time (3.64) and observe that the
following estimate holds∫ t

0

∣∣∣Q−1/2
N αΠN∆v1

∣∣∣2 ds ≤ α2‖Q−1/2
N ‖2

∫ t

0

|ΠN∆v1|2 ds

≤ α2

h1
‖Q−1/2

N ‖2
∫ t

0

|∆v|2 ds.
(3.74)

We can focus on showing the right hand side is exponentially decaying in time.
Integrate (3.69) over [0, t] with t ≤ τK , and use again that ‖v‖ ≤ |||u|||−1 to
get

(
ν − 2αh1λ

−1
N

) ∫ t

0

|∆v|2 ds ≤ |||u(0)|||2−1 +

∫ t

0

|||u(s)|||2−1

(
−2r + 2kB|∆ψ|2

)
ds

and by (3.71) we have the bound

(
ν − 2αh1λ

−1
N

) ∫ t

0

|∆v|2 ds ≤ |||u(0)|||2−1 exp

(
−2rt+ 2kB

∫ t

0

|∆ψ|2 ds
)
.

Since

ER ⊂
{
δ

∫ t

0

|∆ψ|2 ds− |||q(0)|||2−1 − t
(
h1

2ν
‖f‖2−2 + TQ

)
≤ R

}
we conclude that on ER for t ∈ [0, τK)∫ t

0

|∆v|2 ds ≤ |||u(0)|||2−1

ν−2αh1λ
−1
N

exp
(
2kB
ν
(|||q0|||2−1 +R)− Crt

)
. (3.75)
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Then using (3.75) in (3.74) we have that∫ t

0

|Q−1/2
N αΠN∆v1|2 ds ≤

α2∥Q−1/2
N ∥2|||u(0)|||2−1

h1(ν−2αh1λ
−1
N )

exp
(
2kB
ν
(|||q0|||2−1 +R)− Crt

)
.

for all ω ∈ ER and t ∈ [0, τK(ω)]. Choosing the parameter K large enough
we can conclude that∫ t

0

|Q−1/2
N αΠN∆v1|2 ds ≤

K

2
for all t < τK (3.76)

and by continuity this is true also for t = τK . Now suppose ω is such that
τK(ω) is finite, by the definition of the stopping time we have that∫ τK

0

|Q−1/2
N αΠN∆v1|2 ds = K.

This leads to a contradiction with (3.76) and proves that no such ω exists.
Hence there exists K > 0 such that ER ⊂ {τK = ∞}. In conclusion we have
found a set of positive probability over which |||q(t)− q̃(t)|||−1 converges to
zero on the infinite time horizon.

Remark 3.2.10 (Finite dimensional noise). From the literature (e.g. [37])
we know that the asymptotic coupling method applies also when the noise
acts only on finitely many modes, as long as enough of them are activated.
This lower bound on the dimension of the noise arose also in the argument
just presented, when we required the condition (3.70) to be satisfied by N .
Therefore, with few modifications to the proof of Theorem 3.2.9, the er-
godicity holds also for the model perturbed on the top layer only by a N
dimensional noise as long as (3.70) holds.

It is interesting to highlight that the ergodicity result for the 2LQG model
holds also under conditions different from (3.73). In fact with a simple mod-
ification in the proof of Theorem 3.2.9 we can retrieve a condition also, or
solely, involving the viscosity. From (3.69), namely

d

dt
|||u|||2−1 +

(
ν − 2αλ−1

N

)
|∆v|2 ≤ ‖v‖2

(
2kB|∆ψ|2 − 2r

)
,

where N is such that ν − 2αλ−1
N > 0, by Poincaré inequality, we get

d

dt
|||u|||2−1 + λ1

(
ν − 2αλ−1

N

)
‖v‖2 ≤ ‖v‖2

(
2kB|∆ψ|2 − 2r

)
.
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Using (1.43) i.e. ‖v‖ ≤ |||u|||−1 ≤ a0‖v‖ with a0 = max(1, 2F1/λ1), we derive

d

dt
|||u|||2−1 ≤ |||u|||2−1

(
2kB|∆ψ|2 − 2r − λ1

a20

(
ν − 2αλ−1

N

))
,

so that, thanks to Gronwall lemma,

|||u(t)|||2−1 ≤ |||u(0)|||2−1 exp

(
−t(2r + λ1

a20

(
ν − 2αλ−1

N

)
) + 2kB

∫ t

0

|∆ψ|2
)
.

With the same arguments developed in the proof of Theorem 3.2.9 we can
conclude that

lim
t→∞

|||u(t)|||2−1 = 0

on a set of positive probability, whenever

2r + λ1

a20

(
ν − 2αλ−1

N

)
> 2kB

ν
TQ + h1kB

ν2
‖f‖2−2. (3.77)

In particular this result provides ergodicity of the model also when r = 0 as
long as the viscosity is large enough. The presence of a large viscosity would
also imply that we can consider smaller values of N , namely more degenerate
noise on the first layer. A similar result holds also for the stochastic Navier-
Stokes equation. In fact in [56] ergodicity is ensured in a large viscosity
scenario even with a finite dimensional stochastic forcing.

On the one hand, it is clear, from a physical point of view, that we
can expect ergodicity when there is strong dissipation on both layers, for
example, as just discussed, by means of a large viscosity. On the other hand,
the imposed parameter condition (3.73) requires sufficient dissipation only on
one of the two layers by requiring the bottom layer (the one without noise)
to be enslaved by the top one, or to converge autonomously, by means of a
minimum requirement for the friction. However, a natural question which
arises in this context is whether the ergodicity result can be achieved even
when no particular condition on the parameters is imposed. This is not clear
directly from our analysis nor the available literature and it will be discussed
further in the Conclusions.

We close the section on the ergodicity of the two–layer quasi–geostrophic
model by discussing our result from a quantitative point of view. In Theo-
rem 3.1.9 we required (3.73) to hold, i.e.

2r > 2kB
ν
TQ + h1kB

ν2
‖f‖2−2

in order to establish uniqueness of the invariant measure. Is this a quan-
titatively meaningful requirement or should it rather be interpreted as a
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qualitative statement? We will see that the latter is the case, as the typical
range of values for r is on significantly smaller scales than h1kB‖f‖2−2/ν

2.
The constant kB is given by (1.61) i.e.

kB = max

(
c20
νh1

,
c21F

2
1

νh1λ1

)
where c0, c1 are as in Lemma 1.3.3, namely c0 = 2+(π

√
2)−1 and c1 = c0λ

−1/2
1 .

The smallest eigenvalue of −∆ is λ1/21 = 2π/L where L is the side of the
domain (see e.g. [62, Lemma 5.40]). Then, using the definition of F1, (1.23)

kB =
(2 + (π

√
2)−1)2

νh1
max

(
1,

(
L2f 2

0ρ0
4π2gh1(ρ2 − ρ1)

)2
)
.

Recall that the gravitational acceleration is g = 9.81ms−2 and the average
Coriolis force at mid–latitude is f0 = 8× 10−5s−1. Next, let us consider the
values for the ocean as presented in [15]: the horizontal spatial scale L in the
ocean is typically 1000km, the depth of the layers is 500m, the eddy viscosity
ν is 50m2s−1, the mean density ρ0 is 1025kgm−3 and the density difference
between the layers is 25kgm−3. By using the values listed above we have(

L2f 2
0ρ0

4π2gh1(ρ2 − ρ1)

)2

=

(
(1012m2)(8× 10−5s−1)2(1.025× 103kgm−3)

4π2(9.81ms−2)(5× 102m)(25kgm−3)

)2

= 1.836

so that

kB =
(2 + (π

√
2)−1)2

νh1

(
L2f 2

0ρ0
4π2gh1(ρ2 − ρ1)

)2

= 3.636× 10−4sm−3.

Next, we consider the mean deterministic wind forcing f to be as in [15]

f(x, y) =
2πτ0
ρ0h1L

sin
2πy

L
, (3.78)

where τ0 is the wind tension and is of order 0.1Nm−2. By explicitly comput-
ing ‖f‖2−2, we get

‖f‖2−2 =

∫ L

0

∫ L

0

|∆−1f |2 dxdy

=

(
L

2π

)4 ∫ L

0

∫ L

0

|f |2 dxdy =

(
L2τ0

2πρ0h1

)2

.
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As a consequence

‖f‖2−2 =

(
(1012m2)(10−1Nm−2)

2π(1.025× 103kgm−3)(5× 102m)

)2

= 9.644× 108m6s−4.

Finally, pulling these measures together we see that

h1kB
ν2

‖f‖2−2 =
(5× 102m)(3.636× 10−4sm−3)(9.644× 108m6s−4)

2.5× 103m4s−2
= 7×104s−1.

However, according to the data reported in [15] the parameter r should be
of the order 10−5s−1. Therefore, the ergodicity result Theorem 3.1.9 cannot
provide a realistic physical constraint on the bottom friction, but rather
qualitative information on the long-time behaviour of the model.

Summary and remarks
This chapter includes a number of original results regarding the stochastic
two–layer quasi–geostrophic model. In the first part we showed that there
exists an invariant measure for the model. To do so, we particularly focused
our efforts in proving Theorem 3.1.7, namely that the family of laws of the
solutions indexed by the initial time is tight.

In the second part, we ensured that, when indeed there exists an invariant
measure, this is unique. Given the spatial degeneracy of our noise, we used
a recently developed technique, the asymptotic coupling method. The idea
behind this method will be central also in the next chapter when we will
show the exponential convergence of transition probabilities to the invariant
measure. Moreover, Girsanov theorem, which we recalled here, will be an
important tool when studying the dependence of the invariant measure with
respect to parameters, as we will do in chapter 5.

In using the asymptotic coupling method, we introduced a control, in
(3.63), which is solely dependent on the top layer. This choice led to the
desired ergodicity, but also to it being conditional on parameters like the
bottom friction being sufficiently large. As discussed, the result holds also
with the following modifications: having a finite dimensional noise on the
top layer instead of full noise, as long as (3.70) holds, or, for sufficiently
large values of the viscosity, having a very degenerate noise and even no
bottom friction. It is not clear though whether ergodicity holds without
extra conditions on the friction or viscosity. Intuitively, it may be that a
different coupling, carrying information of the whole dynamics rather than
just of the top layer, would help achieve this result.



Chapter 4

Exponential stability and
spectral gap

In this chapter we will use a general form of Harris’ theorem developed in
[44] to prove exponential convergence of the transition probabilities to the
invariant measure, a result stronger than unique ergodicity, for our model of
interest. In particular we will use the framework for SPDEs introduced in
[12] and show sufficient conditions for the convergence.

In the first section we provide the details of the methodology from the
literature giving streamlined proofs of the desired results. In section 4.2 and
section 4.3 we apply these techniques respectively to the stochastic Navier–
Stokes equations (section 1.2) and the stochastic two–layer quasi–geostrophic
model (section 1.4).

4.1 Methodology
In the finite dimensional context Harris’ theorem (see e.g. [44, Theorem 1.5],
[43], [57]) provides conditions under which the transition probabilities of a
Markov process converge to the invariant measure. In this case the con-
vergence is with respect to the total variation distance which is defined as
follows. Let H be a Hilbert space with scalar product (·, ·) and associated
norm | · |. Given a probability measure µ ∈ M1(H), the total variation norm
of µ is (see e.g. [57, pg 315])

‖µ‖TV = sup {|〈φ, µ〉| : φ : H → R continuous, |φ(x)| ≤ 1 for all x ∈ H}
= sup

A∈B(H)

µ(A)

103
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where we denoted
〈φ, µ〉 :=

∫
H
φ(x)µ(dx).

Then we define the total variation distance between two probability measures
µ1, µ2 ∈ M1 as

dTV (µ1, µ2) = ‖µ1 − µ2‖TV . (4.1)
Harris’ theorem ensures convergence of transition probabilities if there

exists a so-called small set which is visited infinitely often by the process,
and the speed of convergence is related to how fast the process return to such
set. Precisely a small set for a Markov process Pt with transition probabilities
Pt is defined as follows:

Definition 4.1.1 (small set). A set A ⊂ H is small if there exists a time
t > 0 and a constant ε > 0 such that

dTV (Pt(x, ·), Pt(y, ·)) ≤ 1− ε for all x, y ∈ A.

Then a major difficulty with applying Harris’ theorem in the context of
stochastic partial differential equations is that the transition probabilities
Pt(x, ·) and Pt(y, ·) might be singular for different initial conditions x 6= y.
In that case

dTV (Pt(x, ·), Pt(y, ·)) = 1

and there are no small sets.
In [44] a weaker notion of small set is introduced and a version of Harris’

theorem in infinite dimensions is proved, which gives exponential rate of
convergence in a Wasserstein-like distance, rather than in total variation.

Let us define precisely such Wasserstein-like distance to state the result.
We call a function d : H × H → R+ to be distance-like function, or equiv-
alently a semimetric, when it is symmetric, lower semi-continuous and such
that d(x, y) = 0 ⇔ x = y. When the symmetry fails, we refer to d as a
premetric.

A semimetric d on H can be lifted to a semimetric on the level of prob-
abilities called Wasserstein semimetric Wd: given two probability measures
µ1, µ2 ∈ M1(H) set

Wd(µ1, µ2) := inf
Γ∈C(µ1,µ2)

∫
d(x, y) Γ(dx, dy), (4.2)

where C(µ1, µ2) is the set of all couplings of µ1, µ2 as introduced in sec-
tion 3.2.1. The classic coupling lemma (e.g. [72, Theorem 4.1],[49, Proposi-
tion 4.3.3]) ensures that the infimum in this definition is always reached by
some coupling, given the lower semi-continuity of d.
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Lemma 4.1.2 (Coupling lemma). Let X be a Polish space and the distance-
like function d be lower semi-continuous. Then for any probability measures
µ1, µ2 on X, there exists a coupling Γ∗ ∈ C(µ1, µ2) such that

Wd(µ1, µ2) =

∫
d(x, y) Γ∗(dx, dy)

or equivalently there exists a couple of random variables (ξ∗, η∗) such that
Law(ξ) = µ1 and Law(η) = µ2,

Wd(µ1, µ2) = E d(ξ∗, η∗).

We call any such Γ∗ or (ξ∗, η∗) a d-optimal coupling.

We can also use the coupling lemma to give an equivalent formulation
of the total variation distance (4.1) which we will use often later on. The
total variation distance has probabilistic representation by the discrete metric
l(x, y) = 1(x 6= y) i.e. given two measures µ1, µ2

dTV (µ1, µ2) = 2Wl(µ1, µ2).

Then by the coupling lemma there exists a l-optimal coupling (ξ∗, η∗) ∈
C(µ1, µ2) such that

dTV (µ1, µ2) = 2P(ξ∗ 6= η∗). (4.3)
Given a distance-like function d, define the associated Lipschitz seminorm

as
‖φ‖d := sup

x ̸=y

|φ(x)− φ(y)|
d(x, y)

. (4.4)

It is immediate that ‖aφ‖d = |a|‖φ‖d for all a ∈ R, and the triangular
inequality holds as

‖φ1 + φ2‖d = sup
x ̸=y

|φ1(x) + φ2(x)− φ1(y)− φ2(y)|
d(x, y)

≤ sup
x ̸=y

|φ1(x)− φ1(y)|
d(x, y)

+ sup
x ̸=y

|φ2(x)− φ2(y)|
d(x, y)

.

On the other hand ‖φ‖d = 0 only implies that φ is a constant function as for
all C ∈ R, ‖φ− C‖d = ‖φ‖d.

When d is a distance function, the Wasserstein distance Wd has a useful
equivalent formulation by means of the Kantorovich-Rubinstein formula (see
e.g. [28]) i.e.

sup
∥φ∥d≤1

|〈φ, µ1〉 − 〈φ, µ2〉| = Wd(µ1, µ2). (4.5)
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On the other hand when d is only a distance-like function, like in the
framework we are about to work with, we retain the following weaker relation

sup
∥φ∥d≤1

|〈φ, µ1〉 − 〈φ, µ2〉| ≤ Wd(µ1, µ2). (4.6)

In fact, for any coupling Γ ∈ C(µ1, µ2)

|〈φ, µ1〉 − 〈φ, µ2〉| =
∣∣∣∣∫ φ(x)− φ(y) Γ(dx, dy)

∣∣∣∣ ≤ ‖φ‖d
∫
d(x, y) Γ(dx, dy).

By taking the infimum over Γ, we get

|〈φ, µ1〉 − 〈φ, µ2〉| ≤ ‖φ‖d̃Wd(µ1, µ2) (4.7)

which in particular implies (4.6).
We are now ready to relax the definition of small set swapping the total

variation distance for the Wasserstein semimetric associated to a distance-like
function d.

Definition 4.1.3 ([44, Definition 4.4]). Let d : H×H → [0, 1] be a distance-
like function on H and P a Markov operator on H. A set K ⊂ H is called
d-small for P if there exists ε > 0 such that

Wd(Pt(x, ·), Pt(y, ·)) ≤ 1− ε (4.8)

for all x, y ∈ K.

As explained for example in [43], the proof of the original Harris’ theorem
relies on the existence of a small set which is visited infinitely often. Usually
candidates for small sets are the level set of the so called Lyapunov functions:

Definition 4.1.4 ([44]). A measurable function V : H → R+ is called Lya-
punov function for Pt if there exist positive constants CV , γ, KV such that

PtV (x) ≤ CV e
−γtV (x) +KV for all x ∈ H, t ≥ 0. (4.9)

It can be shown (see [11, Lemma 4.1]) that Lyapunov functions are in-
tegrable with respect to the invariant measure µ∗. Then we also have an
explicit upper bound for its integral by means of Definition 4.1.4: by the
invariance of µ∗ with respect to Pt, t ≥ 0 we have that

〈V, µ∗〉 = 〈PtV, µ∗〉 for all t ≥ 0,

and by Definition 4.1.4

〈V, µ∗〉 = 〈PtV, µ∗〉 ≤ CV e
−γt〈V, µ∗〉+KV .
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It follows that
〈V, µ∗〉 ≤

KV

(1− CV e−γt)
, (4.10)

for any fixed t > γ−1 lnCV .
As the authors in [44] observe, there is a last ingredient necessary to

give a general form of Harris’ theorem for Wasserstein-like distances: the
semidistance is contracting for the semigroup {Pt, t ≥ 0}. In the original
statement this condition is not made explicit as it is automatically verified
by the total variation distance. In fact it is easy to see that the total variation
distance is always contracting with respect to a Markov operator: given a
Markov operator P and two probability measures µ1, µ2, by definition of the
total variation distance (4.1), we have

dTV (P∗µ1,P∗µ2) = sup
A

|(P∗µ1)(A)− (P∗µ2)(A)|

= sup
A

|〈P1A, µ1〉 − 〈P1A, µ2〉|

and since (P1A)(x) = P (x,A) ∈ [0, 1] for any A ∈ B(H)

≤ sup
f : |f |≤1

|〈f, µ1〉 − 〈f, µ2〉| = dTV (µ1, µ2).

Therefore the price to pay for being able to use other distances-like func-
tions and for a weaker concept of small set is to ask explicitly the distance-like
function to be contracting for Pt.
Definition 4.1.5 ([44, Definition 4.6]). Let P be a Markov operator on H
with associated transition function P (·, ·). Given a time t ≥ 0, a distance-like
function d : H ×H → [0, 1] is called contracting for P if there exists α < 1
such that for every pair x, y ∈ H with d(x, y) < 1

Wd(P (x, ·), P (y, ·)) ≤ αd(x, y). (4.11)

Going through the proof of Theorem 4.8 in [44], namely the part dedicated
to their general version of Harris’ theorem, it is clear that first and foremost
they demonstrate the following intermediate result:
Theorem 4.1.6 ( [44, Theorem 4.8] ). Let Pt, t ≥ 0, be a Markov semigroup
over H admitting a continuous Lyapunov function V . Suppose that there
exists T > 0 and a distance-like function d : H × H → [0, 1] which is
contracting for PT , and such that the level set {x ∈ H : V (x) ≤ 4KV } is
d-small for PT . Then {Pt, t ≥ 0} has at most one invariant measure µ∗.
Furthermore defining d̃(x, y)2 = d(x, y)(1 + V (x) + V (y)), there exists t∗ > 0
and ρ < 1 such that

Wd̃ (Pt∗(x, ·), Pt∗(y, ·)) ≤ ρd̃(x, y). (4.12)
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From it two important corollaries will follow, namely the exponential con-
vergence of transition probabilities to the invariant measure, Corollary 4.1.7,
and a spectral gap result, Corollary 4.1.8. The precise formulation of the
rate of convergence in Corollary 4.1.7 will be particularly useful in section 5.3
and section 5.4 when we will show properties of the invariant measure of the
stochastic Navier–Stokes equations and the stochastic two–layer QG model
with respect to system parameters.

Corollary 4.1.7. Theorem 4.1.6 implies that there exists γ > 0 such that
given µ, ν ∈ M1

Wd̃(Pkt∗µ,Pkt∗ν) ≤ e−γkt∗Wd̃(µ, ν) for all x ∈ H, k ∈ N. (4.13)

Furthermore if µ∗ is the invariant measure for Pt, there exists C > 0 such
that

Wd̃(Pkt∗(x, ·), µ∗) ≤ C(1 + V (x))e−γkt∗ for all x ∈ H, k ∈ N. (4.14)

Proof. First of all we can prove that, as a consequence of (4.12), we have

Wd̃(Pkt∗(x, ·), Pkt∗(y, ·)) ≤ ρkd̃(x, y) for all k ∈ N. (4.15)

By the semigroup property for all t, s ≥ 0

Pt+s(x, dv) =

∫
H
Pt(z, dv)Ps(x, dz) =

∫
H
Ps(z, dv)Pt(x, dz).

For any x, y ∈ H and k ∈ N, let Γ
(x,y)
kt∗

be the optimal coupling for Pkt∗(x, ·)
and Pkt∗(y, ·), which we know exists by Lemma 4.1.2, and define the measure
on H×H

π
(x,y)
kt∗

(dv1, dv2) :=

∫∫
H×H

Γ
(z1,z2)
t∗ (dv1, dv2)Γ

(x,y)
(k−1)t∗

(dz1, dz2).

It is easy to see that π(x,y)
kt∗

is a coupling for Pkt∗(x, ·) and Pkt∗(y, ·) and
consequently

Wd̃(Pkt∗(x, ·), Pkt∗(y, ·)) ≤
∫
d̃(v1, v2) π

(x,y)
kt∗

(dv1, dv2)

=

∫∫
d̃(v1, v2) Γ

(z1,z2)
t∗ (dv1, dv2) Γ

(x,y)
(k−1)t∗

(dz1, dz2)

=

∫
Wd̃(Pt∗(z1, ·), Pt∗(z2, ·)) Γ

(x,y)
(k−1)t∗

(dz1, dz2)
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since Γ
(z1,z2)
t∗ is the optimal coupling. Therefore using the estimate (4.12)

Wd̃(Pkt∗(x, ·), Pkt∗(y, ·)) ≤ ρ

∫
d̃(z1, z2)Γ

(x,y)
(k−1)t(dz1, dz2)

= ρWd̃(P(k−1)t∗(x, ·), P(k−1)t∗(y, ·)).

In particular for k = 2 we have

Wd̃(P2t∗(x, ·), P2t∗(y, ·)) ≤ ρWd̃(Pt∗(x, ·), Pt∗(y, ·)) ≤ ρ2d̃(x, y)

and (4.15) follows iteratively.
Let us now show that (4.13) holds. As in the proof of [44, Theorem 4.8]

we observe that, since Wd̃ is convex, by Jensen inequality

Wd̃(Pkt∗µ,Pkt∗ν) ≤
∫
Wd̃(Pkt∗(x, ·), Pkt∗(y, ·)) Γ(dx, dy),

for any µ, ν ∈ M1 and coupling Γ ∈ C(µ, ν). Then by (4.15) we have

Wd̃(Pkt∗µ,Pkt∗ν) ≤ ρk
∫
d̃(x, y) Γ(dx, dy),

for any Γ ∈ C(µ, ν), hence setting γ := −t−1
∗ ln ρ > 0 follows

Wd̃(Pkt∗µ,Pkt∗ν) ≤ ρkWd̃(µ, ν) = e−γkt∗Wd̃(µ, ν).

Finally it is easy to see that (4.14) holds. In fact setting µ = δx, Dirac
measure, and ν = µ∗, the invariant measure, (4.13) gives

Wd̃(Pkt∗(x, ·), µ∗) ≤ e−γkt∗Wd̃(δx, µ∗)

≤ e−γkt∗

∫
d̃(x, y)µ∗(dy).

By the definition of d̃∫
d̃(x, y)µ∗(dy) ≤

∫
(1 + V (x) + V (y))1/2 µ∗(dy)

≤ 1 + V (x) +

∫
V (y)1/2 µ∗(dy).

Given the bound (4.10) we have∫
d̃(x, y)µ∗(dy) ≤ 1 + V (x) +

(
KV

(1− CV e−γs)

)1/2

,

for any s ≥ γ−1 lnCV , hence there exists C > 0 such that

Wd̃(Pkt∗(x, ·), µ∗) ≤ C(1 + V (x))e−γkt∗ .
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As pointed out in [44, Remark 4.10] if the assumptions of Theorem 4.1.6
hold uniformly in t∗ belonging to an open interval of times, then Corol-
lary 4.1.7 holds for all t and not just for integer multiples of t∗. In particular
in [11], Theorem 2.4 shows that (4.14) can be extended to all positive times
t ≥ 0 i.e.

Wd̃(Pt(x, ·), µ∗) ≤ C(1 + V (x))e−γt for all x ∈ H, t ≥ 0. (4.16)

From Theorem 4.1.6 we can derive a further property for the semigroup Pt

which will prove crucial in the next chapter to establish regular dependence
of the invariant measure with respect to the parameters. Recall that µ∗ being
invariant for Pt means that µ∗ is eigenvector of P∗

t with eigenvalue 1. Then
the next corollary implies that all other eigenvalues are contained in the disk
of radius e−γt around the origin, or we may say P∗

t exhibits a spectral gap.

Corollary 4.1.8 (Spectral gap). Suppose all conditions in Theorem 4.1.6
are met and let ‖ · ‖d̃ be the Lipschitz seminorm (4.4) associated to the
distance-like function d̃. Then there exists ρ < 1 and t∗ > 0 such that

‖Pt∗φ− 〈φ, µ∗〉‖d̃ ≤ ρ‖φ− 〈φ, µ∗〉‖d̃ (4.17)

for all φ : H → R such that ‖φ‖d̃ <∞.

Proof. By definition of the Lipschitz norm (4.4) and of transition semigroup
we have

‖Ptφ− 〈φ, µ∗〉‖d̃ = sup
x ̸=y

|〈φ, Pt(x, ·)〉 − 〈φ, Pt(y, ·)|
d̃(x, y)

(4.18)

By (4.7), the weak version of the Kantorovich-Rubinstein formula, we
have

‖Ptφ− 〈φ, µ∗〉‖d̃ ≤ ‖φ‖d̃ sup
x ̸=y

Wd̃ (Pt(x, ·), Pt(y, ·))
d̃(x, y)

. (4.19)

Now Theorem 4.1.6 ensures that there exists t∗ > 0 and ρ < 1 such that

Wd̃ (Pt∗(x, ·), Pt∗(y, ·)) ≤ ρd̃(x, y)

and so
‖Pt∗φ− 〈φ, µ∗〉‖d̃ ≤ ρ‖φ‖d̃ = ρ‖φ− 〈φ, µ∗〉‖d̃ (4.20)

as desired.

In [44] the authors proceed to show the general form of Harris’ theorem to
hold for stochastic delay equations using the asymptotic coupling approach.
Recently [12] provided a set of general verifiable conditions for nonlinear



4.1 Methodology 111

dissipative stochastic model to apply the asymptotic coupling approach not
only to show the uniqueness of the invariant measure as seen in the pre-
vious chapter, but to have an explicit rate of convergence of the transition
probabilities to it. More precisely the assumptions in [12] are shown to be suf-
ficient to apply the main result in [11], i.e. subgeometric rate of convergence
to the invariant measure, as well as the results from [44] presented so far,
i.e. exponential rate of convergence. However the result in [12] may appear
challenging to navigate when one wants to retrieve the formulation of the
appropriate distance-like function d and see immediately how the conditions
for SPDEs imply Theorem 4.1.6.

In the next section we will open this tool box for SPDEs provided by
[12] and give a compact proof of how their conditions gives a contracting
semimetric d and the existence of a Lyapunov function with level sets which
are d-small.

4.1.1 Framework for SPDEs
Let (H, | · |) and (V , ‖ · ‖) be Hilbert spaces with V ⊂⊂ H and consider the
stochastic equation

dX = (AX + F (X)) dt+ dW, X(0) = x (4.21)

where A is a nonnegative linear operator, W is a Wiener process on (Ω,F ,P)
with values in H and trace class covariance operator Q, and F a nonlin-
ear function such that there exists a unique solution for any initial con-
dition X(0) = x. As for Navier–Stokes equations and the two–layer quasi–
geostrophic equations, we assume the solution to be in C([0, T ];H)∩L2(0, T ;V)
for all T > 0 and a.a. ω ∈ Ω, and to be continuous with respect to initial
condition. Then define the Markov semigroup Pt as

Ptφ(x) = Eφ(X(t;x)) (4.22)

for all φ : H → R bounded measurable functions.
As in the previous chapter consider Ỹ solution of

dỸ =
(
AỸ + F (Ỹ ) +G(X, Ỹ )

)
dt+ dW, Y (0) = y (4.23)

with G : H × H → Hn where Hn is an n-dimensional subspace of H. In
particular given the expansion of the Wiener process

W (t) = Wn(t) +W n(t) =
n∑

k=1

√
σkβk(t)ek +

∞∑
k=n+1

√
σkβk(t)ek, (4.24)
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where Wn andW n are Wiener processes with covariance matrices respectively
Qn and Qn, as in (3.54), the expression |Q−1/2

n G(X(s), Ỹ (s))|2 is well defined.
We are now ready to state the set of verifiable conditions laid out in [12]

for SPDEs as (4.21).

Assumption A There exists a n > 0 and a finite dimensional control
G : H × H → Hn such that X, solution of (4.21) and Ỹ , solution of the
controlled equation (4.23), satisfy the following conditions

A1 There exist κ0 > 0 and κ1 ≥ 0 such that for all t ≥ 0

|X(t)− Ỹ (t)|2 ≤ |x− y|2 exp
(
−κ0t+ κ1

∫ t

0

‖X(s)‖2 ds
)
. (4.25)

A2 There exists κ2 > 0, κ3 ≥ 0 and a random variable Ξγ such that

|X(t)|2 + κ2

∫ t

0

‖X(s)‖2 ds ≤ |x|2 + κ3t+ Ξγ t ≥ 0 (4.26)

with κ0 > κ1κ3/κ2 and

P(Ξγ ≥ R) ≤ e−2γR R ≥ 0. (4.27)

A3 There exists a positive constant c > 0 such that for each t ≥ 0 and
s ∈ [0, t]

|G(X(s), Ỹ (s))|2 ≤ c|X(s)− Ỹ (s)|2. (4.28)

A4 There exists a measurable function V : H → R+ such that for some
γ1 > 0, K > 0

EV (X(t)) ≤ EV (X(s)) +

∫ t

s

(−γ1EV (X(τ)) +K) dτ, t ≥ s ≥ 0.

(4.29)
Furthermore for any M > 0 the function x 7→ |x|2 is bounded on the
level sets {V ≤M}.

Given κ1, κ2 from A1 and A2 respectively define the premetric θα de-
pending on a positive parameter α as

θα(x, y) := |x− y|2αeαυ|x|2 with υ :=
κ1
κ2

(4.30)

and given N ∈ N define a distance-like function dN as

dN(x, y) := Nθα(x, y) ∧Nθα(y, x) ∧ 1. (4.31)
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We will see in Theorem 4.1.10 that, thanks to Assumption A, there exists
α0 such that for all α ∈ (0, α0) the conditions of Theorem 4.1.6 are satisfied
with respect to the associated distance-like function dN for N large enough.

First though we show that thanks to Assumption A, the process Ỹ is
absolutely continuous with respect to the solution of

dY = (AY + F (Y )) dt+ dW, Y (0) = y 6= x. (4.32)

A similar result has already be shown in the proof of Theorem 3.2.8 with
the main difference that now we do not restrict the equivalence to the set
{τ = ∞}.

Proposition 4.1.9. Let the process Y be the solution of (4.32) so that
Pt(y, ·) = Law(Y (t)). Then if Assumptions A1-A3 hold, Ỹ solution of the
controlled equation (4.23) is absolutely continuous with respect to Y .

Proof. Given the Wiener process W and its decomposition (4.24) we define
the process

W̃n(t) = Wn(t) +

∫ t

0

G(X, Ỹ ) ds. (4.33)

Then, as seen in the previous chapter, W̃ = W̃n+W
n is absolutely continuous

with respect to W = Wn+W
n if W̃n is absolutely continuous with respect to

Wn, and Girsanov theorem helps showing the latter. To make use of Girsanov
theorem, we have to ensure that the hypothesis of Lemma 3.2.6 is satisfied
i.e. for all T > 0 ∫ T

0

∣∣∣Q−1/2
n G(X, Ỹ )

∣∣∣2 ds <∞ P-a.s. (4.34)

By A3 and A1 we have that for any T ≥ 0 and t ∈ [0, T ]

|G(X(t), Ỹ (t))|2 ≤ c|x− y|2 exp
(
−κ0t+ κ1

∫ t

0

‖X(s)‖2 ds
)
,

and by A2

|G(X(t), Ỹ (t))|2 ≤ c|x− y|2 exp
(
−
(
κ0 − κ1κ3

κ2

)
t+ κ1

κ2

(
|x|2 + Ξγ

))
.

It follows that for any T ≥ 0∫ T

0

|Q−1/2
n G(X(t), Ỹ (t))|2 dt ≤ ‖Q−1/2

n ‖2
∫ T

0

|G(X(t), Y (t))|2 dt

≤ c∥Q−1/2
n ∥2
χ

|x− y|2 exp
(

κ1

κ2

(
|x|2 + Ξγ

)) (
1− e−χT

)
(4.35)
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where χ = κ0 − κ1κ3

κ2
> 0. Note that, given the estimate (4.27), the random

variable Ξγ is almost surely finite. Then (4.34) holds as desired and Ỹ is
absolutely continuous with respect to Y on [0, T ] for all T > 0.

We are ready to state the main theorem of this section which is a sum-
mary of Theorem 4.2 and Theorem 2.4 in [12]. Such a result combined with
Theorem 4.1.6 provides a synthesis of the results in section 2.2 and section 4.2
in [12].

Theorem 4.1.10. Suppose Assumption A holds and, given κ1, κ2 and γ as
in A1 and A2, set

υ =
κ1
κ2

and α0 =
1

2
∧ 2γ

υ + 2γ
. (4.36)

Then the function V given by A4 is a Lyapunov function with CV = 1 and
KV = K/γ1. Moreover, for all α ∈ (0, α0), there exists N∗ ∈ N and t∗ ∈ R+

such that for all t > t∗ and N ∈ N such that N > N∗:

(i) the distance-like function dN (4.31) is contracting for Pt;

(ii) the level set {x ∈ H : V (x) ≤ 4KV } is dN -small.

In order to prove this result we introduce first the following three lem-
mas. The first one is the so-called gluing lemma, see e.g. [72, pg.11] or [49,
Lemma 4.3.2].

Lemma 4.1.11 (Gluing lemma). Let (ξ, η) and (ξ′, η′) be two pairs of random
elements valued in a Borel measurable space (X,X ) such that η and ξ′ have
the same distribution. Then on a proper probability space, there exist three
random elements ζ1, ζ2, ζ3 such that the law of (ζ1, ζ2) in (X ×X,X ⊗ X )
coincides with the law of (ξ, η) and the law of (ζ2, ζ3) coincides with the law
of (ξ′, η′).

The second lemma gives upper bounds for the total variation distance of
two finite dimensional Wiener processes like Wn and W̃n as in (4.33).

Lemma 4.1.12 ([12, Theorem A.5]). Let B be a n-dimensional Wiener
process, (h(t))t≥0 a progressively measurable n-dimensional process and define

B̃(t) =

∫ t

0

h(s) ds+B(t) t ≥ 0.

Fix t > 0, then, if for some δ ∈ (0, 1)

Mδ := E
(∫ t

0

|h(s)|2 ds
)δ

<∞ (4.37)



4.1 Methodology 115

the following bounds hold:

dTV (Law(B(s))s≤t,Law(B̃(s))s≤t) ≤ 2(1−δ)/(1+δ)M
1/(1+δ)
δ ; (4.38)

dTV (Law(B(s))s≤t,Law(B̃(s))s≤t) ≤ 1− 1

6
min

(
1

8
, exp

(
−(22−δMδ)

1/δ
))

.

(4.39)

The last lemma gives an estimate for the distance of two transition proba-
bilities with different initial condition which will be the first block in building
the proof of Theorem 4.1.10.

Lemma 4.1.13. Let X(t) and Y (t) be the solutions of (4.21) and (4.32)
respectively and Pt(x, ·), Pt(y, ·) their respective laws. If Assumption A holds,
then there exists α0 > 0 such that for all α ∈ (0, α0) and N ∈ N there exists
two positive constants CΞ and γ such that

WdN (Pt(x, .), Pt(y, .)) ≤ 1
2
dTV (Law(Wn(t))s≤t,Law(W̃n(t))s≤t)

+NCΞθα(x, y)e
−χαt, (4.40)

for all x, y ∈ H.

Proof. First of all we show that by means of the coupling lemma and the
gluing lemma

WdN (Pt(x, .), Pt(y, .)) ≤ 1
2
dTV (Pt(y, ·),Law Ỹ (t)) + E[dN(X(t), Ỹ (t))].

By the coupling lemma we know that there exists a coupling (Y∗, Ỹ∗) ∈
C(Pt(y, ·),Law(Ỹ (t))) such that

dTV (Pt(y, ·),Law(Ỹ (t))) = 2P(Y∗ 6= Ỹ∗). (4.41)

Consider the two pairs (X, Ỹ ) and (Ỹ∗, Y∗), then since Ỹ∗ and Ỹ have the same
law, the gluing lemma Lemma 4.1.11 ensures that there exist three random
variables Z1, Z2, Z3 such that Law(Z1, Z2) = Law(X, Ỹ ) and Law(Z2, Z3) =
Law(Ỹ∗, Y∗). Therefore

Law(Z2) = Law(Ỹ∗) = Law(Ỹ ) and Law(Z3) = Law(Y∗) = Law(Y ).

It follows that (Z1, Z3) is a coupling of Law(X), Law(Y ) and as a consequence

WdN (Pt(x, ·), Pt(y, ·)) ≤ E dN(Z1, Z3).
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Therefore, using the fact that dN ≤ 1,

WdN (Pt(x, ·), Pt(y, ·)) ≤ E[dN(Z1, Z3)1(Z2 6= Z3)]

+ E[dN(Z1, Z3)1(Z2 = Z3)]

≤ E[1(Z2 6= Z3)] + E[dN(Z1, Z2)]. (4.42)

Now, by the fact that Law(Z2, Z3) = Law(Ỹ∗, Y∗) and (4.41)

E[1(Z2 6= Z3)] = E[1(Ỹ∗ 6= Y∗)] =
1
2
dTV (Pt(y, ·),Law(Ỹ (t))).

Back to Equation (4.42), since Law(Z1, Z2) = Law(X, Ỹ ), we have the desired
result

WdN (Pt(x, .), Pt(y, .)) ≤ 1
2
dTV (Pt(y, ·),Law Ỹ (t))︸ ︷︷ ︸

(I)

+E[dN(X(t), Ỹ (t))]︸ ︷︷ ︸
(II)

.

(4.43)
Next we look at the two terms separately starting from (I). From the

theory of stochastic differential equations the solutions of (4.32) and (4.23)
can be seen as image via a measurable function Φy of their driving noise,
W and W̃ respectively i.e. Y (t) = Φy((W (s))s≤t) and Ỹ = Φy((W̃ (s))s≤t).
Then

dTV (Law Y (t),Law Ỹ (t)) ≤ dTV (Law(W (s))s≤t,Law(W̃ (s))s≤t). (4.44)

By the coupling lemma there exists a coupling (B∗, B̃∗) of Law(W (t))t≥0 and
Law(W̃ (t))t≥0 such that

dTV (Law(W (t))t≥0,Law(W̃ (t))t≥0) = 2P(B∗ 6= B̃∗)

and a coupling (ξ∗, ξ̃∗) of the finite dimensional Wiener processes Law(Wn(t))t≥0

and Law(W̃n(t))t≥0 such that

dTV (Law(Wn(t))t≥0,Law(W̃n(t))t≥0) = 2P(ξ∗ 6= ξ̃∗).

Since the Wiener processes W = Wn +W n and W̃ = W̃n +W n differ only
for the their first n-dimensional part we have that for all couplings ξ, ξ̃ ∈
C(Law(Wn(s))s≤t,Law(W̃n(s))s≤t)

P(B∗ 6= B̃∗) ≤ P(ξ 6= ξ̃).

Then, by the definition of optimal coupling

dTV (Law(W (s))s≤t,Law(W̃ (s))s≤t) ≤ dTV (Law(Wn(s))s≤t,Law(W̃n(s))s≤t)
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giving the first part of (4.40).
Next we look at (II) in (4.43). By definition of dN (4.31) we have

E dN(X(t), Ỹ (t)) ≤ NE θα(X(t), Ỹ (y)). (4.45)

Combining Assumption A1 and A2 we have that

|X(t)− Ỹ (t)|2 ≤ |x− y|2 exp
(
−χt+ υ(|x|2 − |X(t)|2 + Ξγ)

)
(4.46)

namely, for all α > 0

|X(t)− Ỹ (t)|2αeαυ|X(t)|2 ≤ |x− y|2αeαυ|x|2 exp(−αχt+ αυΞγ).

Therefore by the definition of the premetric θα (4.30)

E θα(X(t), Ỹ (t)) ≤ CΞθα(x, y) exp(−χαt) (4.47)

where
CΞ := E exp(υαΞγ) <∞ if υα < 2γ (4.48)

Putting together these results in (4.43) we have that (4.40) holds for all
α ∈ (0, α0) setting α0 := 2γ/υ.

We are now ready to show Theorem 4.1.10:

Proof of Theorem 4.1.10. First we show that V is a Lyapunov function as in
Definition 4.1.4 thanks to a classic comparison theorem Lemma A.3. By A4
we know that there exists γ1, K strictly positive such that

PtV (x)− PsV (x) ≤
∫ t

s

(−γ1PτV (x) +K) dτ, t ≥ s ≥ 0. (4.49)

Therefore the hypothesis of Lemma A.3 are satisfied by the function f(t) :=
PtV (x), which has non-negative values and it is continuous in time, and we
have the desired result

PtV (x) ≤ e−γ1tV (x) +KV . (4.50)

with KV = K/γ1
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(i) the semigroup Pt is dN -contracting. We have to show that there
exists ρ < 1 such that

WdN (Pt(x, ·), Pt(y, ·)) ≤ ρ dN(x, y)

for all x, y such that dN(x, y) < 1. Thanks to Lemma 4.1.13 we have that
for all α < 2γ/υ

WdN (Pt(x, .), Pt(y, .)) ≤ 1
2
dTV (LawWn(t),Law W̃n(t))

+NCΞθα(x, y)e
−χαt (4.51)

We want to apply Lemma 4.1.12 to bound the first term on the right hand
side so we have to ensure that (4.37) holds. As seen in Proposition 4.1.9, in
our context

Mδ = E
(∫ t

0

|Q−1/2
n G(X, Ỹ )|2 ds

)δ

. (4.52)

and we have the bound (4.35), i.e.∫ t

0

|Q−1/2
n G(X, Ỹ )|2 ds ≤ c∥Q−1/2

n ∥2
χ

|x− y|2 exp
(
υ
(
|x|2 + Ξγ

)) (
1− e−χt

)
where

υ :=
κ1
κ2

and χ := κ0 − υκ3 > 0.

By the properties of Ξγ (4.27) we have that

E exp(υδΞγ) <∞ if υδ < 2γ

and so for all 0 < δ < (2γ/υ) ∧ 1

Mδ ≤ Cδ|x− y|2δ exp
(
υδ|x|2

)
with Cδ =

(
c∥Q−1/2

n ∥2
χ

)δ
E eυδΞγ . (4.53)

Therefore, since condition (4.37) holds, the bound (4.38) in Lemma 4.1.12
and (4.53) give

dTV (LawWn(t)),Law W̃n(t)) ≤ 2(1−δ)/(1+δ)M
1

1+δ

δ

≤ Cδ

(
|x− y|2 exp

(
υ|x|2

)) δ
1+δ

where we relabelled the constant Cδ appropriately. Since δ ∈ (0, (2γ/υ)∧ 1),
the exponent δ/(1 + δ) =: α is in the interval

0 < α < α0 =
1

2
∧ 2γ

υ + 2γ
<

2γ

υ
.
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which is consistent with (4.47). Given the definition of the premetric θα
(4.30) we have then shown that for all α ∈ (0, α0) there exists Cα > 0 such
that

dTV (LawWn(t)),Law W̃n(t)) ≤ Cαθα(x, y) for all x, y ∈ H x 6= y. (4.54)

Going back to (4.51), we have proved that

WdN (Pt(x, · ), Pt(y, · )) ≤ Cαθα(x, y) +NCΞe
−χαtθα(x, y)

= Nθα(x, y)
(
CαN

−1 + CΞe
−χαt

)
and, inverting the roles of x and y, we get in the same way

WdN (Pt(x, · ), Pt(y, · )) ≤ Nθα(y, x)
(
CαN

−1 + CΞe
−χαt

)
.

Therefore

WdN (Pt(x, · ), Pt(y, · )) ≤ (Nθα(x, y) ∧Nθα(y, x))
(
CαN

−1 + CΞe
−χαt

)
(4.55)

and since x, y are assumed to be such that dN(x, y) < 1 we have that

WdN (Pt(x, · ), Pt(y, · )) ≤ dN(x, y)
(
CαN

−1 + CΞe
−χαt

)
.

Then for all N ∈ N and t ∈ R+ such that

ρ := CαN
−1 + CΞe

−χαt < 1 (4.56)

we showed that Pt is dN -contracting.

(ii) The sublevel set of V is dN -small. We have now to prove that there
exists ε > 0 such that

WdN (Pt(x, ·), Pt(y, ·)) ≤ 1− ε (4.57)

for all x, y ∈ {z ∈ H : V (z) ≤ 4KV }.
In the previous step we have shown that (4.55) holds for all x, y. Since,

by Assumption A4, z 7→ |z|2 is bounded over {V ≤ 4KV } so it is θα(x, y)
i.e. for any K ≥ 0 there exists CK > 0 such that

θα(x, y) = |x− y|2αeαυ|x|2 < CK . (4.58)

for all x, y ∈ {V ≤ 4KV }. It is clear though that we cannot make Cα +
NCΞe

−χαt arbitrarily small to have (4.57). However we can do it estimating
differently dTV (LawWn(t),Law W̃n(t)).
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Thanks to (4.39) in Lemma 4.1.12, we have that

dTV (LawWn(t),Law W̃n(t)) ≤ 1− 1

6
min

(
1

8
, exp

(
−(22−δMδ)

1/δ
))

,

where Mδ is as in (4.52). Thanks to (4.53) and (4.58) it follows that

Mδ ≤ Cδ|x− y|2δ exp
(
υδ|x|2

)
≤ CδCK

for all 0 < δ < (2γ/υ) ∧ 1. Setting ε1(δ) to be

ε1 =
1

6
min

(
1

8
, exp

(
−(22−δCδCK)

1/δ
))

, (4.59)

we can have that

dTV (LawWn(t),Law W̃n(t)) ≤ 1− ε1. (4.60)

Then from (4.51) i.e.

Wd̃ (Pt(x, ·), Pt(y, ·)) ≤ 1
2
dTV (LawWn(t),Law W̃n(t)) +NCΞe

−αχtθα(x, y)

by (4.58) and (4.60) we have

Wd̃ (Pt(x, ·), Pt(y, ·)) ≤ 1− 1 + ε1
2

+NCKCΞe
−χαt.

Picking N ∈ N and t > 0 such that

1 + ε1
2

−NCKCΞe
−χαt =: ε > 0

then the level set {x ∈ H : V (x) ≤ 4KV } is dN -small.

We have shown that (i), the contraction property for dN , and (ii), the
dN–smallness of V level sets, hold for any N and t such that

CαN
−1 + CΞe

−χαt < 1 and NCKCΞe
−χαt <

1 + ε1
2

. (4.61)

Then setting

N∗ =
2CKCΞ

2CKCΞCα + CΞ(1 + ε1)
and t∗ =

1

χα
ln

(
2N∗CKCΞ

1 + ε1

)
(4.62)

concludes the proof of the theorem.
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Having shown that Assumption A is a sufficient condition for the hypoth-
esis of Theorem 4.1.6 to hold we deduce that there exists t > 0 and ρ ∈ (0, 1)
such that

Wd̃(Pt(x, ·), Pt(y, ·)) ≤ ρd̃(x, y).

Before applying this methodology to show the same result for our two
nonlinear model of interest, the stochastic Navier–Stokes equation and the
stochastic two–layer quasi–geostrophic model, we look at a simple example
with the following linear stochastic differential equation in L2(D).
Example 4.1.14 (Ornstein-Uhlenbeck process). As first elementary example
let us consider H = L2(D) and V = H1(D) and the linear equation

dX + αAX dt = dW, X(0) = x ∈ H (4.63)

where A is defined as Au = −∆u and W is a Q-Wiener process with Q trace
class in H. Then we can see that Assumption A is immediately fulfilled with
a control G = 0. In fact consider

dY + αAY dt = dW, Y (0) = y ∈ H

with x 6= y and same realisation of the noise. Then

d

dt
(X(t)− Y (t)) + αA(X(s)− Y (s)) ds = 0

with initial condition x− y and by now well known manipulations we have

1

2

d

dt
|X(t)− Y (t)|2 ≤ −α‖X(s)− Y (s)‖2 ≤ − α

λ1
|X(s)− Y (s)|2

and by Gronwall’s lemma

|X(t)− Y (t)|2 ≤ |x− y|2 exp
(
−2α

λ1
t

)
.

Therefore X(t) and Y (t) converge almost surely to each other exponentially
fast for large time despite starting at different initial conditions and Theo-
rem 4.1.10 holds.

It is given by Corollary 4.11 in [44] and, more specifically for this context,
by Theorem 4.2 in [12], that from Theorem 4.1.10 we also have existence of the
invariant measure if Pt is Feller on H. As a consequence Pt Markov semigroup
associated to X(t) solution of (4.63) has a unique invariant measure and X(t)
is ergodic.
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4.2 Stochastic Navier–Stokes equations
Consider the stochastic Navier–Stokes equations introduced in section 1.2,
namely

du+ (Au+B(u, u)) dt = f dt+ dW, u(0) = u0 (4.64)
with H and V as in (1.12). Then for f ∈ V∗ there exists a unique solution
in L2(Ω; C([0,∞);H) ∩ L2

loc([0,∞),V)).
From the literature we know that this model exhibits convergence of

transition probabilities and in particular [50, 12] both showed it with the
methodology presented above with respect the Lipschitz seminorm ‖ · ‖d̃
where

d̃(x, y)2 = dN(x, y)(1 + V (x) + V (y)) with
dN(x, y) = Nθα(x, y) ∧Nθα(y, x) ∧ 1 and
θα(x, y) = eαυ|x|

2|x− y|2α, α ∈ (0, α0)

(4.65)

for an appropriate choice of the parameters N , υ and α0 given by Theo-
rem 4.1.10. In the literature the proof of this result is for a finite dimensional
noise so, to enhance clarity of exposition, we reformulate it here in a stream-
lined presentation for our trace class noise showing that Assumption A holds.
This result will prove crucial in the next chapter to study the dependence
on the parameters of the invariant measure for the stochastic Navier–Stokes
equation.

Theorem 4.2.1. Assume that there exists M ∈ N such that ΠMH ⊂ rangeQ
and

λM >
k(TrQ+

|f |2−1

ν
)

ν2(ν − γ TrQλ−1
1 )

> 0.

Then there exist t > 0 and ρ < 1 such that

Wd̃ (Pt(u0, ·), Pt(ũ0, ·)) ≤ ρ d̃(u0, ũ0) (4.66)

for all u0, ũ0 ∈ H. Here d̃ is as in (4.65) with Lyapunov function V (x) = |x|2
and parameters

υ =
kB

ν(ν − γ TrQλ−1
1 )

and α0 =
1

2
∧ 2γ

υ + 2γ

where γ is arbitrary so that υ > 0.

Proof. Consider the controlled system

dũ+ (νAũ+B(ũ, ũ)) dt = (f +G(u, ũ)) dt+ dW, ũ(0) = ũ0 (4.67)
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with ũ0 6= u0 and G a finite dimensional control which we will specify later.
We ensure that Assumption A holds.

A1. Set v = u− ũ, then it satisfies the differential equation

dv

dt
+ νAv +B(v, u) +B(ũ, v) = −G(u, ũ) v(0) = u0 − ũ0.

Taking the scalar product with v itself and using the fact that (B(ũ, v), v) = 0
we have

1

2

d|v|2

dt
+ ν‖v‖2 + (B(v, u), v) + (G(u, ũ), v) = 0. (4.68)

Given M ∈ N, set
G(u, ũ) = α1ΠM(u− ũ) (4.69)

with arbitrary α1 > 0 to be fixed later. By the properties of the bilinearity
B, Lemma 1.2.1, we have

d|v|2

dt
+ 2ν‖v‖2 + 2α1|ΠMv|2 ≤ 2kB|v|‖v‖‖u‖.

Then taking α1 = νλM/2, the generalised Poincaré inequalities (3.66) give

ν‖v‖2 + 2α1|ΠMv|2 ≥ ν‖Π⊥
Mv‖2 + νλM‖ΠMv‖2 ≥ νλM |v|2,

so that
d|v|2

dt
+ ν‖v‖2 + νλM |v|2 ≤ k2B‖u‖2|v|2

ν
+ ν‖v‖2.

By Gronwall’s lemma we have

|v(t)|2 ≤ |v(0)|2 exp
(
−νλM t+

k2B
ν

∫ t

0

‖u‖2 ds
)

(4.70)

So that Assumption A1 holds with

κ0 = νλM and κ1 =
k2B
ν
. (4.71)

A2. This is given by Theorem 2.5.1 part (i) i.e.

|u(t)|2 + (ν − γ TrQλ−1
1 )

∫ t

0

‖u(s)‖2 ds ≤ |u0|2 + t

(
TrQ+

|f |2−1

ν

)
+ 2Ξγ.

(4.72)
where

Ξγ = sup
t≥0

(Xt − γ〈X〉t) , Xt =

∫ t

0

〈u(s), dW (s)〉
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for γ < νλ1/TrQ. Then

κ2 = ν − γ TrQλ−1
1 > 0 and κ3 = TrQ+

|f |2−1

ν
(4.73)

and the condition κ0 > κ1κ3/κ2 translate in a lower bound for λM

λM >
k2B(TrQ+

|f |2−1

ν
)

ν2(ν − γ TrQλ−1
1 )

.

A3. Given the control (4.69) we have immediately

|G(u, ũ)|2 = νλM
2

|ΠM(u− ũ)|2 ≤ νλM
2

|u− ũ|2

with c = νλM/2.

A4. Consider (4.64) over the time interval [s, t] and take the scalar product
with u itself to get

|u(t)|2−|u(s)|2+2ν

∫ t

s

‖u(τ)‖2 dτ =

∫ t

s

2〈f, u〉 dτ+(t−s) TrQ+2

∫ t

s

〈u, ·〉 dWτ .

We estimate the forcing term as

〈f, u〉 ≤
|f |2−1

2ν
+
ν‖u‖2

2

to get

|u(t)|2−|u(s)|2+ν
∫ t

s

‖u(τ)‖2 dτ ≤ (t− s)
(
|f |2−1

ν
+ TrQ

)
+2

∫ t

s

〈u, ·〉 dWτ .

Then simply taking the expectation we have

E |u(t)|2 ≤ E |u(s)|2 − νE
∫ t

s

‖u(τ)‖2 dτ + (t− s)

(
|f |2−1

ν
+ TrQ

)
and by Poincaré inequality

E |u(t)|2 ≤ E |u(s)|2 − νλ1

∫ t

s

E|u(τ)|2 dτ + (t− s)

(
|f |2−1

ν
+ TrQ

)
. (4.74)

So A4 holds with

γ1 = νλ1 and K =
|f |2−1

ν
+ TrQ. (4.75)
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Remark 4.2.2. Given how the distance d̃ is defined i.e. (4.65) and the fact
that the Lyapunov function is V (x) = |x|2 we can see that the functions φ
with ‖φ‖d̃ < ∞ are α-Hölder functions with respect to the usual metric on
H on the level sets of the Lyapunov function. In fact, given x, y ∈ {V ≤ K}
for K ≥ 0 we have that

|φ(x)− φ(y)| ≤ ‖φ‖d̃ d̃(x, y)

= ‖φ‖d̃
(
N |x− y|2αeαυ|x|2 ∧N |x− y|2αeαυ|y|2 ∧ 1

)1/2
(1 + V (x) + V (y))1/2

≤ ‖φ‖d̃N
1/2e

αυK
2 (1 + 2K)1/2 |x− y|α.

4.3 Stochastic two–layer quasi–geostrophic
model

Let q(t, ω;q0) be the solution of the stochastic two–layer quasi–geostrophic
model (1.66) on the Hilbert space H = (H−1, |||·|||−1). Then we want to ensure
that this system has exponential convergence of transition probabilities and
spectral gap condition as described in section 4.1, i.e. with respect to the
Lipschitz seminorm ‖ · ‖d̃ where

d̃(u,v)2 = dN(u,v)(1 + V (u) + V (v)) with
dN(u,v) = Nθα(u,v) ∧Nθα(u,v) ∧ 1 and
θα(u,v) = eαυ|||u|||

2
−1|||u− v|||2α−1, α ∈ (0, α0)

(4.76)

for an appropriate choice of the parameters N , υ and α0 given by Theo-
rem 4.1.10. By the results in section 4.1.1 it will be enough to construct
a controlled system that makes Assumption A hold, as we will show in the
following theorem:

Theorem 4.3.1. Assume that there exists N ∈ N such that ΠNH ⊂ rangeQ
and ν− 2rh1λ

−1
N > 0. Then there exists r0 such that for all r > r0 there exist

t > 0 and ρ < 1 such that

Wd̃ (Pt(q0, ·), Pt(q̃0, ·)) ≤ ρ d̃(q0, q̃0) (4.77)

for all q0, q̃0 ∈ H. Here d̃ is as in (4.76) with Lyapunov function V (u) =
|||u|||2−1 and parameters

υ =
kB

ν − 2γ TrQ
λ2
1

and α0 =
1

2
∧ 2γ

υ + 2γ

where γ is arbitrary so that υ is well defined.
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Proof. We only have to ensure that the Assumption A is satisfied, as then
Theorem 4.1.10 and the general Harris’ theorem, Theorem 4.1.6, give the
desired result. Consider the controlled system

dq̃+
(
B(ψ̃, ψ̃) + β∂1ψ̃

)
dt = ν∆2ψ̃ dt+

(
f +G(q, q̃)

−r∆ψ̃1

)
dt+ dW

q̃ = (∆ +M)ψ̃

(4.78)

with initial condition q̃(0) = q̃0 6= q0, and W = (W, 0)t. Let the feedback
control G be as in section 3.2.2 i.e. G(q, q̃) = α1ΠN∆(ψ − ψ̃) with α1 > 0
arbitrary to be fixed later. Notice that by the same arguments in seen in the
proof of Theorem 3.2.9, the controlled system with this choice of G is well
defined.

A1. We have already showed the estimate (3.71) for the difference u =
q− q̃, i.e.

|||u(t)|||2−1 ≤ |||u(0)|||2−1 exp

(
−2rt+ 2kB

∫ t

0

|∆ψ|2 ds
)

for all N > 0 such that ν − 2α1λ
−1
N > 0 and α1 ≥ r. Then Assumption A1

follows immediately setting the weak norm |q| = |||q|||−1, the strong norm
‖q‖ = |∆ψ| and the constants to be

κ0 = 2r and κ1 = 2kB. (4.79)

A2. In the proof of Theorem 2.4.2 we showed that, setting

Xt =

∫ t

0

(ψ1, dW ),

the estimate (2.58) for the quadratic variation 〈X〉t holds and we have that

|||q(t)|||2−1 − |||q0|||2−1 +

(
ν − 2γ TrQ

λ21

)∫ t

0

|∆ψ|2 ds

− t
(
TQ + h1

2ν
‖f‖2−2

)
≤ 2h1Ξγ (4.80)

with Ξγ = supt≥0(Xt − γ〈X〉t). Setting

κ2 = ν − 2γ TrQ

λ21
and κ3 =

h1

2ν
‖f‖2−2 + TQ, (4.81)
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Assumption A2 is satisfied for all arbitrary parameter γ > 0 such that κ2 > 0
and choices of parameters of the system such that κ0 > κ1κ3/κ2, i.e.

r >
kB

ν − 2γ TrQ
λ2
1

(
h1

2ν
‖f‖2−2 + TQ

)
=: r0

which gives an explicit expression for the minimum value of the bottom
friction r0. Finally Theorem 4.1.10 gives that

υ =
κ1
κ2

=
kB

ν − 2γ TrQ
λ2
1

> 0.

A3. Recall the generalized Poincaré inequality |ΠNφ|2 ≤ λN‖ΠNφ‖2−1.
Then

|G(q, q̃)|2 = |α1ΠN∆(ψ1 − ψ̃1)|2 ≤ λNα
2
1‖ΠN∆(ψ1 − ψ̃1)‖2−1

≤ λNα
2
1‖ψ1 − ψ̃1‖2 ≤ λNα

2
1|||q− q̃|||2−1

giving the desired inequality with c = α2
1λN .

A4. Finally we show that V (u) := |||u|||2−1 satisfies Assumption A4. We
take the L2 product with ψ of the stochastic model (1.66) for times in [s, t]
as done in Theorem 2.4.2. In particular using Itô’s formula we had (2.55)
from which we get

|||q(t)|||2−1 − |||q(s)|||2−1 + ν

∫ t

s

|∆ψ|2 dτ − (t− s)TQ ≤

h1‖f‖2−2

ν
(t− s)− 2h1

∫ t

s

(ψ1, dW ).

Rearranging and taking the expectation we have

E|||q(t)|||2−1 ≤ E|||q(s)|||2−1 + E
∫ t

s

(−ν|∆ψ|2 +K) ds

where K =
h1|f |2−2

ν
+ TQ. By definition of |||·|||−1 and Poincaré inequality

|||q|||2−1 ≤
λ1 + F1

λ21
|∆ψ|2.

Then

E|||q(t)|||2−1 ≤ E|||q(s)|||2−1 + E
∫ t

s

(
− νλ2

1

λ1+F1
|||q(τ)|||2−1 +K

)
dτ. (4.82)
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Therefore V (q) = |||q|||2−1 satisfies the estimate (4.29) with

γ1 :=
νλ21

λ1 + F1

and K =
h1‖f‖2−2

ν
+ TQ. (4.83)

Remark 4.3.2. As observed for the stochastic Navier–Stokes equations, given
how the distance d̃ is defined i.e. (4.76) and the fact that the Lyapunov
function is V (u) = |||u|||2−1, the functions φ with ‖φ‖d̃ < ∞ are α-Hölder
functions with respect to the usual metric on H on the level sets of the
Lyapunov function.

Summary and remarks
In this chapter we presented a streamlined version of the results in [12] and
applied it to our model of interest, the stochastic two–layer quasi–geostrophic
model, to ensure the exponential convergence of transition probabilities. This
provides information on the stability of the system for large times, in the sense
that not only there is a unique invariant measure but the system approaches
it exponentially fast in time, whenever the bottom friction r is large enough.

This result is most interesting as it will be one crucial condition to en-
sure the stability with respect to the parameters, more precisely in the next
chapter we will be able to show weak differentiability and Hölder continuity
of the invariant measure with respect to the intensity of the forcing f .

Last, let us comment on a possible quantitative interpretation of the re-
sults presented in this chapter. Given the significance of the two–layer quasi–
geostrophic model in the applications, it would be interesting to quantify the
size of the spectral gap, or, in other words, measure the rate of convergence
of the transition probabilities. This in fact could give an estimate of the time
after which the model reaches a stationary regime, one under which certain
configurations of the state space would be forbidden.

However, the approach used in the present work is not the most suitable
to answer this type of quantitative questions. From the results presented
here, it is possible to provide an estimate for ρ in the general Harris theorem
(Theorem 4.1.6) by carefully combing through the original result in [44], and
expanding some results there only hinted. This approach would only give a
very crude estimate for ρ, though, as the methodology is most appropriate to
ensure ρ < 1, but not for quantifying it. The scientific insight would then be
quite limited despite the complexity of the arguments needed to achieve the
result. Estimating the spectral gap, in fact, usually constitutes a research
question on its own, and therefore goes beyond the scope of this thesis.



Chapter 5

Linear and fractional response

In this final chapter we focus on the regularity with respect to the parameters
of the invariant measure of stochastic Navier–Stokes equations and stochastic
two–layer quasi–geostrophic model. Proving the continuity or, even better,
differentiability of the invariant measure would ensure a controlled response
of the long time average behaviour of the models to small perturbations
of the parameters, in the sense that no abrupt change is associated with
them. We talk about linear response when the measure is (in an appropriate
sense) differentiable with respect to the parameter of choice while we can
refer to stability with respect to the parameters in the case of continuity and
fractional response when the invariant measure is Hölder continuous with
respect to the parameter.

The literature on linear response is vast both in the applications and
in more theoretical works for finite dimensional systems, but to the best of
this author’s knowledge the only theoretical framework for forced dissipative
stochastic dynamical systems is the work of Hairer and Majda [40]. The
authors proved the weak differentiability of invariant measures µa of families
of Markov semigroup {Pa

t : t ≥ 0, a ∈ R} on a Hilbert space H. This means
that, given any a0 ∈ R, the map

a 7→ 〈ψ, µa〉 =
∫
H
ψ(x)µa(dx).

is differentiable for an appropriate choice of test functions φ, i.e. the limit

lim
a→a0

〈φ, µa − µa0〉
a− a0

exists. Moreover an explicit expression for its derivative is proven i.e.

〈∂aPa0
t (1− Pa0

t )−1(φ− 〈φ, µa0〉), µa0〉.

129
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However, as we will better explain later, the techniques used in the previous
chapter to ensure the exponential stability of the invariant measure do not
gives the necessary conditions for observables which are suitable for [40].
Hence we will here modify the approach in [40] to apply to our family of
observables.

In the first section we give a didactic presentation to the proof of the
linear response developed by Hairer and Majda in [40], highlighting how their
assumptions arise, how they depend on the family of observables chosen, and
how they can be modified for our framework.

Then in section 5.1.1 we will develop the methodology for the case where
the Markov semigroup in given by the solution of a nonlinear stochastic
differential equation in H and the parameter of interest is the intensity of
an external deterministic finite dimensional forcing. This general equation
is used as a mean to summarize the main features of both Navier–Stokes
equation and the two–layer quasi–geostrophic model studied here and as a
consequence the linear response for the two models of interest will follow
straightforwardly in section 5.3 and section 5.4.

In section 5.2 we study the continuous dependence on the parameters of
the invariant measure focusing directly on the framework for SPDEs laid out
for the response. In particular we will show that the invariant measure is
weak Hölder continuous with respect to the intensity of an external deter-
ministic forcing, even for forcings not necessarily finite dimensional. Conse-
quently in section 5.3 and section 5.4 this result is derived for the stochas-
tic Navier–Stokes equations and the stochastic two–layer quasi–geostrophic
model respectively.

5.1 Linear response

Let (H, | · |) be the Hilbert space of interest and let (O, ‖ · ‖O) be a Banach
space of measurable functions ψ : H → R that we call observables. Let
Pa

t be a Markov semigroup on O depending on the parameter a ∈ R with
corresponding invariant measure µa. Fix a time t and drop the dependence on
time of the semigroup. Let us start by showing a simple yet crucial identity:

〈(1− Pa0)ψ, (µa − µa0)〉
a− a0

=
〈(Pa − Pa0)ψ, µa〉

a− a0
. (5.1)
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By the invariance of the measures and simple manipulations we have in fact

〈ψ, µa − µa0〉
a− a0

=
〈ψ, (Pa)∗µa − (Pa0)∗µa0〉

a− a0

=
〈ψ, (Pa)∗µa − (Pa0)∗µa0〉

a− a0
− 〈ψ, (Pa0)∗µa〉

a− a0
+

〈ψ, (Pa0)∗µa〉
a− a0

=
〈ψ, ((Pa)∗ − (Pa0)∗)µa〉

a− a0
+

〈ψ, (Pa0)∗(µa − µa0)〉
a− a0

.

Therefore it follows

〈ψ, (1− (Pa0)∗)(µa − µa0)〉
a− a0

=
〈ψ, ((Pa)∗ − (Pa0)∗)µa〉

a− a0
,

relation equivalent to (5.1).
Suppose the space of observables O is such that 1−Pa0 is invertible over

it, or more precisely for every φ ∈ O there is a unique ψ ∈ O such that
φ = (1− Pa0)ψ and we denote ψ as (1− Pa0)−1φ and

Õ := Im(1− Pa0)|O . (5.2)

Then from (5.1) we have

〈φ, (µa − µa0)〉
a− a0

=
〈(Pa − Pa0)(1− Pa0)−1φ, µa〉

a− a0
. (5.3)

To compute the derivative of 〈φ, µa〉 at a0 it is then enough to show that the
right hand side of (5.3) converges to the desired quantity as a goes to a0.
Formally if Paψ is differentiable in a0 and µa is weakly continuous in a0, we
can expect the desired convergence to follow.

Let us present how these conditions can be formulated. As in [40], let
C∞

0 (H) be the set of all functions φ : H → R such that there exists N > 0, a
linear map T : H → RN and a smooth, compactly supported map φ̂ : RN →
R such that φ = φ̂ ◦ T . Then let CU be the completion of C∞

0 (H) under the
norm

‖φ‖U := sup
x∈H

|φ(x)|
U(x)

, (5.4)

with U : H → [1,∞) such that O ⊂ CU . For every ψ ∈ O consider the map
a 7→ Paψ. If it is differentiable as a function from a neighborhood of a0 in
CU , then

〈(Pa − Pa0)ψ, µa〉
a− a0

= 〈Da(Paψ)|a=a0
, µa〉+ 〈ra, µa〉 (5.5)
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with ‖ra‖U → 0 for a→ a0.
Consequently, if U is such that for all ξ ∈ CU we have

〈ξ, µa〉 → 〈ξ, µa0〉 and 〈ra, µa〉 → 0 (5.6)

for a→ a0, then

〈(Pa − Pa0)ψ, µa〉
a− a0

→ 〈Da(Paψ)|a=a0
, µa0〉

as desired.
For the convergence of the term involving the remainder ra, note that

|〈ra, µa〉| ≤ 〈
∣∣ ra
U
U
∣∣ , µa〉 ≤ ‖ra‖U〈U, µa〉. (5.7)

so, if there is ε such that

sup
|a−a0|<ε

〈U, µa〉 <∞, (5.8)

then |〈ra, µa〉| vanishes on the limit a → a0 as desired for all a in an ε-
neighbourhood of a0.

In summary, if φ ∈ Õ, i.e. there exists ψ ∈ O such that φ = (1−Pa0)ψ,
thanks to (5.3), (5.5) and (5.6) we get

〈φ, (µa − µa0)〉
a− a0

= 〈Da(Paψ)|a=a0
, µa〉+ 〈ra, µa〉

≤ 〈Da(Paψ)|a=a0
, µa〉+ ‖ra‖U〈U, µa〉

→ 〈Da(Paψ)|a=a0
, µa0〉 for a→ a0,

and we have shown the following result, a more general version of [40, The-
orem 2.3].

Theorem 5.1.1. Let {Pa
t : a ∈ R} be a family of Markov semigroups acting

on O. Suppose there exists a function U : H → [1,∞) such that O ⊂ CU and
such that for some a0 ∈ R and t > 0 the following conditions hold:

(i) for every ψ ∈ O and some fixed t > 0 the map a 7→ Pa
t ψ from R to CU

is differentiable in a neighbourhood of a0;

(ii) given ξ ∈ CU , 〈ξ, µa〉 → 〈ξ, µa0〉 for a→ a0;

(iii) there is ε > 0 such that sup|a−a0|<ε〈U, µa〉 <∞.
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Then the map a 7→ 〈φ, µa〉 is differentiable at a0 for every φ ∈ Õ and in
particular given ψ such that φ = (1− Pa0

t )ψ

d

da
〈φ, µa〉

∣∣∣∣
a=a0

= 〈Da(Pa
t ψ)|a=a0

, µa0〉. (5.9)

To make this theorem more applicable, we show sufficient conditions to
ensure hypothesis (ii) holds, and that the space Õ is nothing but O∩ kerµa0

where kerµa0 is the space of measurable functions on H which are centred
with respect to µa0 , i.e. 〈φ, µa0〉 = 0 . More precisely it can be proven that
the spectral gap property on the space of observables is a sufficient condition
to show that (1− Pa0) is an invertible operator over O ∩ kerµa0 .

Given a function φ ∈ O we denote by φ̄ its centred version with respect
to µa0 i.e.

φ̄ = φ− 〈φ, µa0〉.

Proposition 5.1.2. Suppose there exists ρ < 1 and t > 0 such that

‖Pa0
t φ− 〈φ, µa0〉‖O ≤ ρ ‖φ− 〈φ, µa0〉‖O for all φ ∈ O (5.10)

Then for all φ ∈ O there exists a unique ψ ∈ O ∩ kerµa0 such that φ̄ =
(1− Pa0

t )−1ψ, namely (1− Pa0
t ) is invertible over O ∩ kerµa0. Furthermore

we have an explicit representation for (1− Pa0
t )−1 by the Neumann series

(1− Pa0
t )−1 =

∞∑
k=0

(Pa0
t )k .

Proof. Condition (5.10) ensures that Pa0
t is a bounded operator on the space

of centred functions in O, i.e. given φ̄ ∈ O ∩ kerµa0

‖Pa0
t ‖O∩kerµ⊣′

= sup
∥φ̄∥O>0

‖Pa0
t φ̄‖O
‖φ̄‖O

≤ ρ.

Then, since ρ < 1 the Neumann series
∞∑
k=0

(Pa0
t )k (5.11)

converges and as a consequence (1−Pa0
t ) is invertible with inverse (5.11).

Next we can substitute hypothesis (ii) with the requirement that the
derivative operator DaPa : O → CU is bounded locally in a and that the
space O is a dense subset of CU .
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Proposition 5.1.3. Assume O is dense in CU . Suppose for a t > 0 condition
(5.10) and (iii) in Theorem 5.1.1 hold and that there exists C(a0) > 0 such
that for all a ∈ Bε(a0), ε-neighbourhood of a0, ε > 0,

‖DaPa
t ψ‖U ≤ C‖ψ‖O for all ψ ∈ O. (5.12)

Then for any ξ ∈ CU , 〈ξ, µa〉 → 〈ξ, µa0〉 when a→ a0.

Proof. First we show that it is enough to prove the result for observables in
O. Let ξ ∈ CU , then by (iii)

|〈ξ, µa〉| ≤ 〈
∣∣∣∣ ξU U

∣∣∣∣ , µa 〉 ≤ ‖ξ‖U〈U, µa 〉 ≤ ‖ξ‖U sup
|a−a0|<ε

〈U, µa〉 <∞ (5.13)

i.e. the functional ξ 7→ 〈ξ, µa〉 on CU is bounded uniformly in a over Bε(a0).
By definition, since O is dense in CU , for each ξ ∈ CU and for each δ > 0
there exists φ ∈ O such that

‖ξ − φ‖U < δ.

Then we have

|〈ξ, µa〉 − 〈ξ, µa0〉| ≤ |〈ξ − φ, µa〉|+ |〈φ, µa〉 − 〈φ, µa0〉|+ |〈ξ − φ, µa0〉|

and by (5.13), setting Cε = sup|a−a0|<ε〈U, µa〉, we get

|〈ξ, µa〉 − 〈ξ, µa0〉| ≤ 2Cε‖ξ − φ‖U + |〈φ, µa〉 − 〈φ, µa0〉|
≤ 2δCε + |〈φ, µa〉 − 〈φ, µa0〉|.

Therefore if we have weak convergence for observable in O, it holds also for
observables in CU as desired.

Now let φ ∈ O, and note that by Proposition 5.1.2 and (5.3) we have

〈φ, µa − µa0〉 = 〈φ̄, µa − µa0〉 = 〈(Pa
t − Pa0

t )(1− Pa0
t )−1φ̄, µa〉.

By the mean value theorem∣∣〈(Pa
t − Pa0

t )(1− Pa0
t )−1φ̄, µa〉

∣∣ ≤ |a− a0|〈DP ā
t (1− Pa0

t )−1φ̄, µa〉

where ā ∈ Bε(a0). Thanks to (5.13) and (5.12), the right hand side is
bounded as follows

≤ Cε|a− a0|‖DP ā(1− Pa0
t )−1φ̄‖U ≤ C1|a− a0|‖(1− Pa0

t )−1φ̄‖O

for all a ∈ Bε(a0) and C1 = C · Cε. Therefore µa seen as operator on
O is locally Lipschitz with respect to the parameter a, and in particular
continuous.
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Note that in the proof we only used that φ̄ ∈ Im(1 − Pa0
t ) so the result

ensures also that for all φ ∈ Im(1 − Pa0
t ) the function a 7→ 〈φ, µa〉 is con-

tinuous in a0. However such a result is not useful to conclude a 7→ 〈ξ, µa〉 is
continuous in a0 for ξ ∈ CU since Im(1 − Pa0

t ) does not contain all possible
centred functions of O and it cannot be dense in CU .

Thanks to Proposition 5.1.2 and Proposition 5.1.3 we can reformulate
Theorem 5.1.1 with the following assumptions, which are the same assump-
tions as set out in [40] but for a more general family of observables.

Assumption R There exists (O, ‖ · ‖O) Banach space and U such that O
is a dense subset of CU and the following conditions hold:

R1 There exists ρ < 1 and t > 0 such that

‖Pa0
t φ− 〈φ, µa0〉‖O ≤ ρ‖φ− 〈φ, µa0〉‖O for all φ ∈ O;

R2 For every ψ ∈ O and some fixed t > 0 the map a 7→ Pa
t ψ from R to

CU is differentiable in a neighbourhood of a0 and DaPa
t is a bounded

operator from O into CU uniformly in a ∈ Bε(a0);

R3 There is ε > 0 such that sup|a−a0|<ε〈U, µa〉 <∞.

Hence the following version of [40, Theorem 2.3] holds.

Theorem 5.1.4. Let {Pa
t : a ∈ R} be a family of Markov semigroups over O

and assume Assumption R holds. Then the map a 7→ 〈φ, µa〉 is differentiable
at a0 for every φ ∈ O and in particular

d

da
〈φ, µa〉

∣∣∣∣
a=a0

= 〈DaPa0
t (1− Pa0

t )−1(φ− 〈φ, µa0〉), µa0〉. (5.14)

Proof. Let φ ∈ O, then by Proposition 5.1.2

〈φ, µa − µa0〉
|a− a0|

=
〈φ̄, µa − µa0〉

|a− a0|
=

〈(Pa
t − Pa0

t )(1− Pa0
t )−1φ̄, µa〉

|a− a0|
.

By Assumption R2 we have that

〈(Pa
t − Pa0

t )(1− Pa0
t )−1φ̄, µa〉

|a− a0|
= 〈Da(Pa

t ψ)|a=a0
, µa〉+ 〈ra, µa〉

with ‖ra‖U → 0 for a → a0. Thanks to Proposition 5.1.3, for a converging
to a0 we have

〈Da(Pa
t (1− Pa0

t )−1φ̄)
∣∣
a=a0

, µa〉 → 〈Da(Pa
t (1− Pa0

t )−1φ̄)
∣∣
a=a0

, µa0〉.
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Finally as seen in (5.7)-(5.8), Assumption R3 ensures that

〈ra, µa〉 → 0 for a→ a0

and therefore 〈φ, µa〉 is locally differentiable for all φ ∈ O and (5.14) holds.

We have shown that, given a family of Markov semigroups Pa
t with rel-

ative invariant measure µa, acting on a space of observables O such that
Assumption R holds, we have weak differentiability of the invariant mea-
sures with respect to the parameter a ∈ R. We are now interested in giving
possible examples of such space O. In the original work of Hairer and Majda
[40] the set O is the closure of C∞

0 (H) under the following norm

‖φ‖1;V,W = sup
x∈H

(
|φ(x)|
V (x)

+
‖Dφ(x)‖
W (x)

)
(5.15)

where V,W : H → [1,∞) are two continuous functions. As the authors
observe, it can be proven that if we quotient this space by the space of all
constant function, then there is a distance function dV,W such that this norm
is equivalent to the Lipschitz norm corresponding to dV,W i.e.

‖φ‖1;V,W = sup
x ̸=y

|φ(x)− φ(y)|
dV,W (x, y)

.

This choice is probably guided by the results in [42]; indeed this work en-
sures the spectral gap condition in the norm (5.15) holds for a large class of
hypoelliptic diffusions and in particular for the 2D stochastic Navier–Stokes
equations.

In our analysis we will not use such a space of observables as by the
asymptotic coupling approach we are able to establish the spectral gap con-
dition with respect to a different norm. Indeed, in Corollary 4.1.8 we showed
that the general form of Harris’ theorem ensures Pt exhibits the spectral
gap condition in the Lipschitz seminorm corresponding to the distance-like
function d̃

‖φ‖d̃ = sup
x ̸=y

|φ(x)− φ(y)|
d̃(x, y)

with
d̃(x, y) =

√
dN(x, y)(1 + V (x) + V (y)). (5.16)

Here V : H → [0,∞] is the Lyapunov function as defined in Definition 4.1.4
and dN is the distance-like function as given by Theorem 4.1.10 i.e.

dN(x, y) = Nθα(x, y) ∧Nθα(y, x) ∧ 1, α ∈ [0, α0]

= Neαυ|x|
2|x− y|2α ∧Neαυ|y|2|x− y|2α ∧ 1

(5.17)
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with α0 and υ as in (4.36).
As observed in section 4.1 (see (4.4) and subsequent calculations) ‖ · ‖d̃

is only a seminorm as ‖φ‖d̃ = 0 only implies that φ is constant. However
for the framework presented it is not enough for ‖ · ‖d̃ to be a seminorm and
we have to get rid of the constant functions to ensure it is a norm. Then,
instead of the space C∞

0 , consider its subset

C∞
c := {ϕ− 〈ϕ, µa0〉 : ϕ ∈ C∞

0 } (5.18)

and define
Cd̃ := C∞

c

∥·∥d̃ and CU := C∞
c

∥·∥U
. (5.19)

where ‖ · ‖U is as in (5.4). Then (Cd̃, ‖ · ‖d̃) is the candidate observable space
(O, ‖ · ‖O).
Remark 5.1.5. Note that we could also defined Cd̃ as the union of the space
of constant functions and the completion of C∞

c . As we have seen in the
general framework though we would consider again the subspace of centred
functions to invert the operator (1 − Pa0

t ) so we prefer to define directly Cd̃
not to include the constant functions. In this case then O will correspond to
Õ = Im(1− Pa0

t ).
First of all to satisfy Assumption R we have to ensure that (Cd̃, ‖ · ‖d̃) is

complete and find U such that it is a dense subset of CU .

Proposition 5.1.6. Let U : H → [1,∞) be such that U ≥
√
1 + V and

consider CU and Cd̃ as in (5.19), where

‖φ‖U = sup
x∈H

|φ(x)|
U(x)

and ‖φ‖d̃ = sup
x∈H

|φ(x)− φ(y)|
d̃(x, y)

.

Then we have that:

(i) Cd̃ is a dense subset of CU ;

(ii) (CU , ‖ · ‖U) is a complete metric space;

(iii) (Cd̃, ‖ · ‖d̃) is a complete metric space.

Proof. Proof of (i) Since Cd̃ and CU are both defined as closure of the same set
with respect to different norms, to show that Cd̃ is dense in CU it is sufficient
to prove that Cd̃ is continuously embedded in CU i.e. that there exists a
constant k > 0 such that

‖φ‖U ≤ k‖φ‖d̃ for all φ ∈ Cd̃. (5.20)
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Given φ ∈ Cd̃, since it is by definition centred, we have

|φ(x)|
U(x)

=
|φ(x)− 〈φ, µa0〉|

U(x)

≤ 1

U(x)

∫
|φ(x)− φ(y)|µa0(dy)

≤ sup
x ̸=y

|φ(x)− φ(y)|
d̃(x, y)

∫
d̃(x, y)

U(x)
µa0(dy).

Now by definition of d̃, the fact that dN ≤ 1 and U ≥ 1 we have∫
d̃(x, y)

U(x)
µa0(dy) =

∫ √
dN(x, y)(1 + V (x) + V (y))

U(x)
µa0(dy)

≤
√

1 + V (x)

U(x)
+

∫ √
V (y)µa0(dy)

and so

sup
x

|φ(x)|
U(x)

≤ ‖φ‖d̃

(
sup
x

√
(1 + V (x)

U(x)
+

∫ √
V (y)µa0(dy)

)
.

It follows by the definition of the Lyapunov function V (Definition 4.1.4
and subsequent discussion) that it is integrable against µa for all a, and
U ≥

√
1 + V so there exists k > 0 such that ‖φ‖U ≤ k‖φ‖d̃ as desired.

Proof of (ii). Let (φn)n be a Cauchy sequence in CU i.e. for all ε > 0
there exists N > 0 such that for all n,m > N

‖φn − φm‖U = sup
x∈H

|φn(x)− φm(x)|
U(x)

< ε. (5.21)

It follows that for all x the sequence (φn(x))n is Cauchy in R and there exists
φ(x) such that for all ε > 0 there exists Mx > 0 such that for all m > Mx

|φm(x)− φ(x)| < ε.

Then for all n > N and for all x pick mx > max(N,Mx)

|φn(x)− φ(x)|
U(x)

≤ |φn(x)− φmx(x)|
U(x)

+
|φmx(x)− φ(x)|

U(x)

≤ |φn(x)− φmx(x)|
U(x)

+ |φmx(x)− φ(x)| < 2ε
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using that U(x) ≥ 1 and the fact that since (5.21) holds for all n,m > N , in
particular it holds for any such choice of mx. We have then shown that for
for all n > N

sup
x∈H

|φn(x)− φ(x)|
U(x)

< ε.

Finally it is easy to see that if two Cauchy sequences differ by a sequence
converging to zero, then they must have the same limit. Let φn and ψn be
two Cauchy sequences in CU such that ψn → ψ and φn = ψn + an with
‖an‖U → 0 for n→ ∞. Then for every ε > 0 there exists N ∈ N such that

‖φn − ψ‖U ≤ ‖φn − an − ψ‖U + ‖an‖U < 2ε

for all n > N .
Proof of (iii). Let (φn)n be a Cauchy sequence in Cd̃, i.e. for all ε > 0

there exists N ∈ N such that for all n,m > N

‖φn − φm‖d̃ = sup
x ̸=y

|φn(x)− φm(x)− φn(y) + φm(y)|
d̃(x, y)

< ε (5.22)

In particular then by (i) it is Cauchy also in CU and by (ii), it is convergent
in CU . We will show that the convergence holds in Cd̃ as well. As seen in (ii),
since (φ)n is Cauchy in CU , for all x there exists φ(x) such that φn(x) → φ(x)
for all n → ∞. For an arbitrary ε > 0 then for all x 6= y there exists Mx,y

such that for all mx,y > Mx,y

|φm(x)− φ(x)| ≤ εd̃(x, y) and |φm(y)− φ(y)| ≤ εd̃(x, y)

For all n > N and for all x, y we can pick an m > max(N,Mx,y) and note
that

|φn(x)− φ(x)− φn(y) + φ(y)|
d̃(x, y)

≤
|φn(x)− φmx,y(x)− φn(y) + φmx,y(y)|

d̃(x, y)
+

|φmx,y(x)− φ(x)|
d̃(x, y)

+
|φmx,y(y)− φ(y)|

d̃(x, y)

hence
|φn(x)− φ(x)− φn(y) + φ(y)|

d̃(x, y)
≤ 3ε for all x 6= y.

Having shown that Cd̃ is a complete metric space we set the space of
observables

(O, ‖ · ‖O) = (Cd̃, ‖ · ‖d̃).
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Then the results in section 4.1.1, specifically Corollary 4.1.8, will ensure
Assumption R1 holds. In the next subsection we will focus on semigroups
Pa

t associated to a particular type nonlinear stochastic differential equation
on the Hilbert space H and show verifiable conditions to ensure the rest of
Assumption R holds.

5.1.1 Application to SPDEs
Let (H, | · |) and (V , ‖ · ‖) be Hilbert spaces with V ⊂⊂ H and consider the
stochastic equation

dX = (AX + F (X)) dt+ af dt+ dW, X(0) = x (5.23)

where A is a nonnegative selfadjoint linear operator, f ∈ H is a deterministic
forcing modulated in intensity by the constant a ∈ R, W is a Wiener process
on (Ω,F ,P) with values in H and trace class covariance operator Q, and F
a nonlinear function such that there exists a unique solution for any initial
condition X(0) = x. Assume then that the associated Markov semigroup

(Pa
t φ)(x) = Eφ(X(t, ·; a, x)) for all φ ∈ Bb(H)

is well defined and admits an invariant measure µa.
Given the space of observables (Cd̃, ‖·‖d̃) we want to show that the model

exhibit linear response with respect to the parameter a, so we will show
sufficient conditions for Assumption R to hold. In chapter 4 we saw that
if Assumption A in section 4.1.1 is satisfied, the spectral gap condition R1
holds for ‖ · ‖d̃ i.e. there exists t > 0 and ρ < 1 such that

‖Pa0
t φ‖d̃ ≤ ρ ‖φ‖d̃

for all φ ∈ Cd̃.
We move on looking at the condition R2. We have to ensure that for an

appropriate choice of the function U , the function a 7→ Pa
t φ with values in

CU is differentiable at a0, for any φ ∈ Cd̃, namely

lim
a→a0

∥∥∥∥Pa
t φ− Pa0

t φ

a− a0
− DaPa

t φ|a=a0

∥∥∥∥
U

= 0. (5.24)

In order to do so we restrict our analysis to finite dimensional forcings
f and transforming (5.24) to a simpler formulation using Girsanov theorem.
Recall that we can see the infinite dimensional Wiener process as sum of two
Wiener processes

W (t) = Wn(t) +W n(t) =
n∑

k=1

√
σkβk(t)ek +

∞∑
k=n+1

√
σkβk(t)ek,
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respectively with covariance matrix Qn and Qn as in (3.54).

Theorem 5.1.7. Consider the system (5.23) with f ∈ Range(Qn) for some
n ∈ N. Suppose Pa0

t admits a Lyapunov function Va0 and consider a func-
tion U : H → [1,∞) such that U ≥

√
1 + Va0. Then for all φ ∈ Cd̃, the

function a 7→ Pa
t φ ∈ CU is differentiable in a0. Furthermore the deriva-

tive (DaPa
t )|a=a0

is a bounded operator from Cd̃ into CU , i.e. there exists
C = C(a0) > 0 such that

‖ DaPa
t φ|a=a0

‖U ≤ C‖φ‖d̃ for all φ ∈ Cd̃ (5.25)

Proof. Let {ek} be an orthonormal basis of H made of eigenfunctions of Q.
As f ∈ Range(Qn) there exists fk ∈ R, k = 1, . . . , k such that

f =
n∑

k=1

fkek. (5.26)

Set h = a−a0. Note that on a finite time domain [0, T ] we immediately have∫ T

0

|hQ−1/2
n f |2 ds <∞

so that, by Girsanov theorem (Theorem 3.2.5), the process

W̃n(t) := hft+Wn(t) (5.27)

is a Qn-Wiener process on (Ω, P̃) where P̃ is equivalent to the original prob-
ability measure P with density

dP̃
dP

(t) = exp

(
hM(t)− h2

2
〈M〉t

)
(5.28)

where
M(t) = Q−1

n fWn(t) and 〈M〉t = |Q−1/2
n f |2t.

As this transformation depends only on Wn, and since Wn and W n are inde-
pendent, we get that W̃n and W̃ := W̃n+W

n are Wiener processes on (Ω, P̃).
Therefore Ỹ , solution of

dỸ = (AỸ + F (Ỹ )) dt+ a0f dt+ dW̃ Ỹ (0) = x (5.29)

is equivalent to X, solution of (5.23). Denoting as Y the solution of

dY = (AY + F (Y )) dt+ a0f dt+ dW Y (0) = x (5.30)
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it follows from (5.28) that

Eφ(X(t, x)) = Ẽφ(Ỹ (t, x)) = E
[
φ(Y (t, x)) exp

(
hM(t)− h2

2
〈M〉t

)]
.

(5.31)
We have to show that Eφ(X(t, x)), for which we just derived an equivalent

formulation, is differentiable in a0. Now, taking formally the derivative of
(5.31) with respect to h in zero we have

DhE
[
φ(Y (t, x)) exp

(
hM(t)− h2

2
〈M〉t

)]∣∣∣∣
h=0

= E [φ(Y (t, x))M(t)] .

(5.32)
We have to make sure this candidate is indeed the derivative of Paφ at a0,
namely ensure that

lim
h→0

sup
x

1

U(x)

∣∣∣∣E [φ(X(t, x))− φ(Y (t, x))

h
− φ(Y (t, x))M(t)

]∣∣∣∣ = 0. (5.33)

It is evident that (5.33) does not change if we consider φ+ k with k being a
constant, which can depend on the initial condition x. Therefore using (5.31)
we have

E
[
φ(X(t, x))− φ(Y (t, x))

h
− φ(Y (t, x))M(t)

]
=

E

(φ(Y (t, x))− k)
exp
(
hM(t)− h2

2
〈M〉t

)
− 1− hM(t)

h

 .
Hence setting

F (h) = 1
h
exp
(
hM(t)− h2

2
〈M〉t

)
− 1

h
−M(t) (5.34)

it suffices to show

lim
h→0

sup
x

1

U(x)
E [|φ(Y (t, x))− k| |F (h)|] = 0,

for some k which is free to chose.
Since ‖φ‖d̃ <∞, for any fixed t > 0, we have, by definition of d̃ (5.16)

|φ(Y (t))−φ(x)| ≤ ‖φ‖d̃ d̃(Y (t), x) ≤ ‖φ‖d̃(1+Va0(Y (t))+Va0(x))
1/2 (5.35)

where Va0 is the Lyapunov function. Therefore

E [|φ(Y (t, x))− φ(x)| |F (h)|] ≤ ‖φ‖d̃ E
[
(1 + Va0(Y (t)) + Va0(x))

1/2 |F (h)|
]

≤ ‖φ‖d̃
√

E(1 + Va0(Y (t)) + Va0(x))

√
E |F (h)|2,
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by Cauchy-Schwartz inequality, so that

lim
h→0

sup
x∈H

1

U(x)
E|φ(Y (t, x))− φ(x)| |F (h)| ≤

‖φ‖d̃ sup
x∈H

√
1 + Va0(x) + EVa0(Y (t))

U(x)︸ ︷︷ ︸
(I)

lim
h→0

√
E |F (h)|2︸ ︷︷ ︸
(II)

.

Let us examine the terms on the right hand side of this expression.

(I) By the definition of the Lyapunov function Va0 , and in particular as
shown in the proof of Theorem 4.1.10, there exist constants γ1, K(a0) >
0 such that

Pa0
t Va0(x) ≤ e−γ1tVa0(x) +

K(a0)
γ1

.

It follows

sup
x

√
1 + Va0(x) + EVa0(Y (t, x))

U(x)
≤ sup

x∈H

√
1 + K(a0)

γ1
+ Va0(x)(1 + e−γ1t)

U(x)
.

Then, since U(x) ≥
√
1 + Va0(x) the right hand side stays bounded.

(II) By the differentiability of the exponential function limh→0 |F (h)| =
0 almost surely. We have to ensure that |F (h)|2 is bounded by an
integrable function, so that the dominated convergence theorem gives
the convergence also in expectation. Rewrite F using the mean value
theorem

exp
(
hM(t)− h2

2
〈M〉t

)
=

∫ 1

0

exp
(
rhM(t)− r h

2

2
〈M〉t

)(
hM(t)− h2

2
〈M〉t

)
dr + 1.

So we get that

|F (h)| =
∣∣∣∣1h exp

(
hM(t)− h2

2
〈M〉t

)
− 1

h
−M(t)

∣∣∣∣
=

∣∣∣∣∫ 1

0

exp
(
rhM(t)− r h

2

2
〈M〉t

)(
M(t)− h

2
〈M〉t

)
dr −M(t)

∣∣∣∣
≤
∣∣∣∣∫ 1

0

exp
(
rhM(t)− r h

2

2
〈M〉t

)
dr − 1

∣∣∣∣ |M(t)|.
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It follows that, take h in a ε-neighbourhood of 0, we have

|F (h)| ≤ exp(ε |M(t)|) |M(t)|

and consequently, since M(t) is normally distributed,

E|F (h)|2 ≤ E exp(2ε|M(t)|)|M(t)|2 <∞.

for ε small enough.

We can conclude that a 7→ Pa
t φ is differentiable and its derivative at a0 is

(DaPaφ)|a=a0
(x) = E [φ(Y (t, x))M(t) ] . (5.36)

We are left to show that the derivative is bounded as an operator from
Cd̃ to CU , i.e. there exists C such that

‖ (DaPaφ)|a=a0
‖U = sup

x

|E [φ(Y (t, x))M(t)] |
U(x)

≤ C‖φ‖d̃

for all φ ∈ Cd̃. Let us start noticing that

|E [φ(Y (t, x))M(t) ] | = |E [((φ(Y (t, x))− φ(x))M(t)]|
≤ E [|φ(Y (t, x))− φ(x)||M(t)|]
≤ |Q−1

n f |E [|φ(Y (t, x))− φ(x)||Wn(t)|] .

Then by (5.35) and Cauchy-Schwartz inequality we have that

|E [φ(Y (t, x))Wn(t) ] | ≤ ‖φ‖d̃ E
[
(1 + Va0(x) + Va0(Y (t, x)))1/2 |Wn(t)|

]
≤ ‖φ‖d̃ (1 + Va0(x) + EVa0(Y (t, x)))1/2

(
E |Wn(t)|2

)1/2
.

As seen above, U is such that

KU := sup
x∈H

√
1 + Va0(x) + EVa0(Y (t, x))

U(x)
<∞,

so that
‖ (DaPa

t φ)|a=a0
‖U ≤ C‖φ‖d̃

with C = |Q−1
n f |KU t

1/2.

We are ready to show the following result for an equation like (5.23).
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Theorem 5.1.8. Consider the system (5.23) with f ∈ Range(Qn) for some
n ∈ N and suppose Assumption A1, A2, A3 holds for a0 ∈ R. Assume there
exists a measurable function V : H → R+ and positive constants γ1 and K
satisfying A4 for all a in a ε-neighbourhood of a0. Then, setting the function
U : H → [1,∞) to be U =

√
1 + V , the map a 7→ 〈φ, µa〉 is differentiable at

a0 for every φ ∈ Cd̃ and the identity

d

da
〈φ, µa〉

∣∣∣∣
a=a0

= 〈DaPa0
t (1− Pa0

t )−1φ, µa0〉

holds.

Proof. In order to apply Theorem 5.1.4 we should show that Assumption R
holds. Since there exists V such that A4 holds uniformly in a we have

EV (X(t, a)) ≤ EV (X(s, a)) +

∫ t

s

(−γ1EV (X(τ, a)) +K) dτ, t ≥ s ≥ 0

for all a ∈ Bε(a0), ε-neighbourhood of a0, hence in particular V is a Lyapunov
function for any such a i.e.

Pa
t V (x) ≤ e−γ1tV (x) + K

γ1
for all a ∈ Bε(a0). (5.37)

It follows that Theorem 5.1.7 holds with U =
√
1 + V ≥

√
1 + Va for all

a ∈ Bε(a0). This implies that the map a 7→ Pa
t φ is differentiable in Bε(a0)

and DaPa
t is a bounded operator uniformly in a ∈ Bε(a0), satisfying Assump-

tion R2.
Next, Assumption R1, namely the spectral gap for Pa0

t , is given by the
fact that Assumption A holds. Therefore we only have to ensure that As-
sumption R3 holds for the choice of U we made i.e. there exists ε > 0 such
that

sup
|a−a0|<ε

〈
√
1 + V , µa〉 <∞.

Since 〈
√
1 + V , µa〉 ≤

√
〈1 + V, µa〉 it is enough to show

sup
|a−a0|<ε

〈1 + V, µa〉 <∞.

As V is a Lyapunov function for any a ∈ Bε(a0), by definition of Lyapunov
function and by (5.37), as we saw in (4.10), we have that

〈V, µa〉 ≤
K

γ1(1− e−γ1t)
,

giving the desired result.
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5.2 Fractional response for SPDEs
So far we showed that, as a function of the parameter a, the invariant measure
µa is weakly differentiable for observables in the space Cd̃ when the forcing f
is finite dimensional and Assumption R holds.

On the other hand, weaker regularity is still attainable under less restric-
tive conditions on the forcing, in fact we will show that for every φ ∈ Cd̃, the
map a 7→ 〈φ, µa〉 is local α-Hölder continuous i.e. there exists C = C(a0, φ)
such that

|〈φ, µa − µa0〉| ≤ C(φ)|a− a0|α (5.38)
for an appropriate range of α ∈ (0, α0).

In the literature weaker dependence of the invariant measure on model
parameter has been studied in [42, Section 5.5], for the 2D stochastic Navier–
Stokes equations, and later in [44, Section 4.1] despite it not being labelled
as response. As mentioned in the previous chapter, in the first work, Hairer
and Mattingly developed a method for the existence of spectral gaps in an
appropriate Wasserstein distance making use of Malliavin calculus and pre-
vious results on hypoelliptic operators by the same authors [41]. As an
example of application it is shown that the invariant measure of 2D Navier–
Stokes equation with additive noise is locally continuous with respect to
the parameters ν, f and Q, namely the viscosity, the deterministic exter-
nal forcing and the covariance operator. There the distance on the space
of measures is the Wasserstein distance associated to the norm (5.15) with
V (x) = W (x) = exp(η|x|2) with η an appropriate positive parameter.

On the other hand in [44] the authors, given the spectral gap in Cd̃, show
that if d̃ satisfies a weak form of the triangular inequality, i.e. there exists a
positive constant k such that

d̃(x, y) ≤ k(d̃(x, z) + d̃(z, y)) for all x, y, z ∈ H (5.39)

and the transition probabilities P a
t are such that

Wd̃(P
a
t (x, ·), P

a0
t (y, ·)) ≤ (a− a0)C(t)Ṽ (x) (5.40)

for some positive function Ṽ and C(t) function bounded on bounded sets of
R, then

Wd̃(µa, µa0) ≤ 2(a− a0)C(t)〈Ṽ , µa〉. (5.41)
Lipschitz continuity follows if Ṽ is such that 〈Ṽ , µa〉 is bounded uniformly in
a.

We will show that indeed a condition similar to (5.40) holds when d̃ is
defined as in (5.16), and that, without requiring (5.39) to hold, we obtain
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(5.38), which is a statement somewhat weaker than (5.41) as

|〈φ, µa − µa0〉| ≤ ‖φ‖d̃Wd̃(µa, µa0). (5.42)

In order to prove (5.38) we will do a similar construction to that in The-
orem 4.1.10 but now X and Y do not differ for their initial condition but for
the value of the parameter a, i.e. consider

dX = (AX + F (X)) dt+ a0f dt+ dW X(0) = x

dY = (AY + F (Y )) dt+ af dt+ dW Y (0) = x
(5.43)

and we will impose the following conditions which take both from Assumption
A and Assumption R.

Assumption H.
H1 Assumption A holds for all a in a ε-neighbourhood about a0 and the

relative constants κi and K are such that

Kε := sup
|a−a0|<ε

K(a) <∞ and sup
|a−a0|<ε

κi(a) <∞, i = 0, . . . 3.

(5.44)

H2 Given X(t), Y (t) solutions of (5.43), there exists a positive constant C
such that

|X(t)− Y (t)|2 ≤ C|a− a0|2 exp
(
κ1

∫ t

0

‖X(s)‖2 ds
)

for all t ≥ 0

(5.45)
where κ1 is as given in Assumption A.

H3 For all a in a ε-neighbourhood of a0, given κ1, κ2, γ as given by As-
sumption A, set

υ =
κ1
κ2

and α0 =
1

2
∧ 2γ

υ + 2γ
.

The Lyapunov function V is such that for all α ∈ (0, α0)

sup
|a−a0|<ε

∫
eαυ|x|

2/2 (1 + V (x))1/2 µa(dx) <∞.

Theorem 5.2.1. Consider the system (5.43) and suppose Assumption H
holds. Then for all α ∈ (0, α0) there exists C > 0 such that

|〈φ, µa − µa0〉| ≤ C‖(1− Pa0)−1φ‖d̃|a− a0|α for all φ ∈ Cd̃
for all a in the ε-neighbourhood of a0, i.e. µa is locally α-Hölder continuous
with respect to the parameter a.
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Proof. First of all we show that it is enough to show that there exists C =
C(α, t, a0, ε) and a positive function Ṽ (x) such that

Wd̃(P
a
t (x, ·), P

a0
t (x, ·)) ≤ |a− a0|αC(t)Ṽ (x) with (5.46)

sup
|a−a0|<ε

〈Ṽ (x), µa〉 <∞. (5.47)

By H1 Assumption A holds for all a ∈ Bε(a0) and so, as we have seen
in Theorem 5.1.8 and more specifically in Corollary 4.1.8, the spectral gap
property holds, namely there exists ρ < 1 and t > 0 such that

‖Pa0
t φ− 〈φ, µa0〉‖d̃ ≤ ρ‖φ− 〈φ, µa0〉‖d̃ for all φ ∈ Cd̃.

Then, since Cd̃ is by definition made of functions centred with respect to µa0 ,
Proposition 5.1.2 ensures that for each φ ∈ Cd̃ there is a unique ψ ∈ Cd̃ such
that φ = (1 − Pa0

t )ψ, and we denote such ψ as (1 − Pa0
t )−1φ. Therefore as

seen at the beginning of the chapter from (5.1) we have

〈φ, µa − µa0〉 = 〈(Pa
t − Pa0

t )ψ, µa〉.

Now thanks to the definition of the d̃-Wasserstein semidistance and the re-
lation (5.42), it is easy to see that

|〈(Pa
t − Pa0

t )ψ, µa〉| ≤ 〈|(Pa
t − Pa0

t )ψ| , µa〉

=

∫
H

|〈ψ, P a
t (x, ·)〉 − 〈ψ, P a0

t (x, ·)〉| µa(dx)

≤ ‖ψ‖d̃
∫
H

Wd̃(P
a
t (x, ·), P

a0
t (x, ·))µa(dx).

Therefore by (5.46) and (5.47)

|〈φ, µa − µa0〉| ≤ |a− a0|α‖ψ‖d̃C(t) sup
|a−a0|<ε

〈Ṽ (x), µa〉 (5.48)

i.e. µa is weakly α-Hölder continuous in a0.
We can then focus on showing (5.46) holds. By definition of the Wasser-

stein semidistance Wd̃ (4.2) we have

Wd̃(P
a0
t (x, ·), P a

t (x, ·)) ≤ E d̃(X(t), Y (t)) (5.49)

and, thanks to Cauchy-Schwartz inequality,

E d̃(X(t), Y (t)) = E
√
dN(X(t), Y (t))(1 + V (X(t)) + V (Y (t)))

≤
√

EdN(X(t), Y (t))
√

1 + EV (X(t)) + EV (Y (t)). (5.50)
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Let us first bound E dN(X(t), Y (t)) similarly as done in the proof of The-
orem 4.1.10. From Assumption A, A2 gives that there exists κ2 > 0,
κ3 = κ3(a0) ≥ 0 and a random variable Ξa0

γ depending on a parameter
γ > 0, such that

|X(t)|2 + κ2

∫ t

0

‖X(s)‖2 ds ≤ |x|2 + κ3t+ Ξa0
γ t ≥ 0 (5.51)

with
P(Ξa0

γ ≥ R) ≤ e−2γR, for all R ≥ 0. (5.52)

Then, using (5.51) in the estimate H2, we have that

|X(t)− Y (t)|2 ≤ C|a− a0|2 exp
(

κ1

κ2
(|x|2 − |X(t)|2 + κ3t+ Ξa0

γ )
)
. (5.53)

Recall that by definition of dN (5.17)

dN(X,Y ) ≤ Nθα(X(t), Y (t)) = N |X(t)− Y (t)|2αeαυ|X(t)|2

where υ = κ1/κ2. Then by (5.53)

E |X(t)− Y (t)|2αeαυ|X(t)|2 ≤ C|a− a0|2α exp
(
αυ|x|2 + αυκ3t

)
E exp

(
αυΞa0

γ

)
.

Since we consider α ∈ (0, α0) where

α0 =
1

2
∧ 2γ

υ + 2γ
<

2γ

υ

then E exp
(
αυΞa0

γ

)
=: CΞ is finite for all α ∈ (0, α0) and we have

E dN(X(t), Y (t)) ≤ NE θα(X(t), Y (t)) ≤ NCΞ|a− a0|2αeαυ|x|
2+αυκ3t.

Looking back at (5.50) we have found that

E d̃(X(t), Y (t)) ≤ |a− a0|αN1/2C
1/2
Ξ eαυ|x|

2+αυκ3t/2

·
√

1 + EV (X(t)) + EV (Y (t)).

By definition of Lyapunov function V (Definition 4.1.4), we have that

EV (X(t)) + EV (Y (t)) ≤ 2e−γ1tV (x) +
2Kε

γ1
≤ 2V (x) +

2Kε

γ1

where Kε = sup|a−a0|<εK(a) stays finite by the assumptions on K in H1.
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Then we have showed

E d̃(X(t), Y (t)) ≤ |a− a0|αC(t)Ṽ (x)

with

C(t) = N1/2C
1/2
Ξ eαυκ3t/2 and Ṽ (x) = eαυ|x|

2/2
(
1 + 2Kε

γ1
+ 2V (x)

)1/2
(5.54)

and thanks to H3 it follows that sup|a−a0|<ε〈Ṽ , µa〉 stays finite.
Finally by (5.49), the bound (5.46) holds and consequently (5.48) is ful-

filled.

In the next section we show that Theorem 5.1.8 and Theorem 5.2.1 apply
to the stochastic Navier–Stokes equations laying out the proofs in such a way
that they generalise easily to the model of interest, the stochastic two–layer
quasi–geostrophic model.

5.3 Stochastic Navier–Stokes equations
Consider the Navier–Stokes equations as in (1.14) with deterministic forcing
f = f(x) ∈ H = L2(D) modulated by a multiplicative constant a > 0,

du+ (νAu+B(u, u)) dt = af dt+ dW u(0) = u0 (5.55)

and the Markov semigroup, acting on bounded measurable observables, as-
sociated to its unique solution u = u(t, ω;u0, a)

(Pa
t φ)(u0) = Eφ(u(t, ·;u0, a)). (5.56)

In section 4.2 we showed that the model exhibits exponential convergence
of transition probabilities with respect to the d̃-Wasserstein distance where
d̃ is the distance-like function (5.16) with parameters

υ =
kB

ν(ν − γλ−1
1 TrQ)

> 0 and α0 =
1

2
∧ 2γ

υ + 2γ
. (5.57)

In Table 5.1 we summarize the parameters of Assumption A and their values
for the stochastic Navier–Stokes equation which will be used in the results
of this section.

Now, for finite dimensional deterministic forcing f we can show that
the stochastic Navier–Stokes equations exhibit linear response, namely weak
differentiability of the invariant measure with respect to the parameter a > 0.
We will prove so by means of Theorem 5.1.8 presented in the previous section.
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Condition Reference Parameter Value
A1 (4.71) κ1 k2B/ν

A2 (4.73)
κ2 ν − γλ−1TrQ

κ3 TrQ+ ‖f‖2−1/ν

A4 (4.75)
γ1 νλ

K TrQ+ ‖f‖2−1/ν

Table 5.1: Summary of the parameters in Assumption A for the stochastic
Navier–Stokes equations where kB is given by the estimates of the trilinear
form in Lemma 1.2.1, ν the viscosity parameter, γ is an arbitrary positive
constant chosen in such a way that κ2 is positive, λ is the smallest eigenvalue
of the Stokes operator, Q the covariance operator of the noise and f is the
deterministic external forcing.

Theorem 5.3.1. Consider the Navier–Stokes equation (5.55) with determin-
istic forcing f ∈ range(Qn) for some n ∈ N. Then for all α ∈ (0, α0) the
map a 7→ 〈φ, µa〉 is locally differentiable for every φ ∈ Cd̃.

Proof. In order to apply Theorem 5.1.8 we have to ensure that Assumption
A1, A2, A3 for a0 and Assumption A4 uniformly in Bε(a0). As already
stated in the previous chapters, it is known that this model has a unique
invariant measure, see e.g. [37, Section 3.1], and as seen in section 4.2, it
satisfies Assumption A with Lyapunov function V (x) = |x|2 and parameters
as in Table 5.1. Tracking the dependence on a in the proof of Theorem 4.2.1,
we see in (4.75) that A4 holds with

γ1 = νλ1, and K(a) = TrQ+
‖af‖2−1

ν
,

so that, setting K := sup|a−a0|<εK(a) <∞, we have that

Pa
t V (x) = E|u(t, x, a)|2 ≤ e−γ1t|x|2 + K

γ1

as desired.

When the forcing f is not necessarily finite dimensional we can show
α-Hölder continuity by ensuring that Assumption H holds. In particular
proving H3 will need new arguments to be developed. First of all we show
the following crucial result:
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Theorem 5.3.2. Consider the Navier–Stokes equation (5.55) with f ∈ H−1

and corresponding unique invariant measure µa. Suppose Assumption H1
holds, then for any choice of the parameters a0 > 0 and ε > 0, there exists
η1 > 0 such that for all η ∈ (0, η1)

sup
|a−a0|<ε

∫
exp
(
η|x|2

)
µa(dx) <∞.

Theorem 5.3.2 appears necessary also in [42, Section 5.5] to study the
dependence on the parameters for stochastic Navier–Stokes and there the
following lemma was given as a justification for this result.

Lemma 5.3.3 ([42, Lemma 5.1]). Let M be a real-valued semimartingale

dM(t, ω) = F (t, ω) dt+G(t, ω) dW

where W is a standard Brownian motion. Assume there exists a process Z
and positive constants b1, b2, b3 with b2 > b3, such that

(i) F ≤ b1 − b2Z a.s.,

(ii) M ≤ Z a.s.,

(iii) G2 ≤ b3Z a.s.

Then the bound

E exp

(
M(t) +

b2e
−b2t/4

4

∫ t

0

Z(s) ds

)
≤
b2 exp

(
2b1
b2

)
b2 − b3

exp
(
M(0)e−b2t/2

)
holds for any t ≥ 0.

We will show explicitly how such a statement leads to that of Theo-
rem 5.3.2.

Proof of Theorem 5.3.2. Let η > 0 and take the H product of (5.55) with
ηu itself to get

d(η|u(t)|2) = η
(
2a〈f, u〉+ q − 2ν‖u‖2

)
dt+ 2η〈u, ·〉dW (t)

where q = TrQ. We apply Lemma 5.3.3 setting M(t) = η|ut|2 and Z(t) =
ηλ−1‖ut‖2 with λ the smallest eigenvalue of the Stokes operator. Indeed we
have:
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(i) the first condition of the lemma is satisfied for b1 = η
(

a2

ν
‖f‖2−1 + q

)
and b2 = νλ as

F (t) = η
(
2a〈f, u〉+ q − 2ν‖u‖2

)
≤ η

(
a2

ν
‖f‖2−1 + ν‖u‖2 + q − 2ν‖u‖2

)
= b1 − b2Z(t).

(ii) Simply by Poincaré inequality M(t) = η|u|2 ≤ ηλ−1‖u‖2 = Z(t).

(iii) The third condition is fulfilled with b3 = 4ηq as by (2.49) and Poincaré
inequality we have

4η2‖〈u, ·〉‖2L0
2
≤ 4η2q|ut|2 ≤ 4η2qλ−1‖ut‖2.

To ensure that b2 > b3 i.e. 4ηq < νλ we take

η < νλ1/4q. (5.58)

Then Lemma 5.3.3 gives

E exp

(
η|ut|2 +

νηe−νλt/4

4

∫ t

0

‖us‖2 ds
)

≤ C(a) exp
(
η|u0|2e−νλt/2

)
with

C(a) =
νλ exp

(
2η(q+∥af∥2−1/ν)

νλ

)
νλ− 4ηq

(5.59)

which stays uniformly bounded for all a in a ε-neighbourhood of a0. Conse-
quently we have

E exp
(
η|ut|2

)
≤ C(a) exp

(
η|u0|2e−νλt/2

)
. (5.60)

Next, we observe that as µa is the invariant measure for Pa
t∫

exp
(
η|x|2

)
µa(dx) =

∫
E exp

(
η|ut(a, x)|2

)
µa(dx) for all t > 0,

so that, by the bound (5.60) just obtained,∫
exp
(
η|x|2

)
µa(dx) ≤ C(a)

∫
exp
(
η|x|2e−νλt/2

)
µa(dx) (5.61)

for all 0 < η < νλ1/4q and any t > 0. In particular then∫
exp
(
η|x|2

)
µa(dx) ≤ C(a) lim

t→∞

∫
exp
(
η|x|2e−νλt/2

)
µa(dx)︸ ︷︷ ︸

(I)

. (5.62)
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We have the desired result if (I) is finite uniformly in a. In order to prove it
we use the following approximation argument.

Define the function

φt(x) := exp
(
η|x|2e−νλt/2

)
and introduce an increasing sequence of cut-off functions χn ∈ [0, 1], i.e.
smooth functions supported on [−n, n] with χn = 1 over [−n+ 1, n− 1] and
χn → 1 for n→ ∞. Then define the series of functions

φn,t(x) := χn(|x|2)φt(x), n ∈ N.

so that limn→∞ φn,t = φt. By the monotone convergence theorem we have

lim
n→∞

〈φn,t, µa〉 = 〈 lim
n→∞

φn,t, µa〉 = 〈φt, µa〉 (5.63)

therefore we want to show that

lim
t→∞

lim
n→∞

〈φn,t, µa〉 <∞ (5.64)

uniformly in a.
With a simple manipulation we see that for any u0 ∈ H

〈φn,t, µa〉 = 〈φn,t, µa〉 − 〈φn,t, P
a
n (u0, ·)〉+ 〈φn,t, P

a
n (u0, ·)〉.

Now, we suppose that φt,n are such that ‖φn,t‖d̃ <∞ and in particular that
for some C1 > 0

‖φn,t‖d̃ ≤ C1n
1/2 exp

(
ηne−νλt/2

)
(5.65)

and we will indeed verify such a statement at the end of the proof. Then
from relation (4.6), since ‖φn,t‖d̃ <∞ we have the following bound

〈φn,t, µa〉 ≤ ‖φn,t‖d̃Wd̃(µa, P
a
n (u0, ·)) + 〈φn,t, P

a
n (u0, ·)〉. (5.66)

By Corollary 4.1.7 i.e. the exponential convergence of transition probabilities
to the invariant measure

≤ C‖φn,t‖d̃ exp(−γ1n)(1 + V (u0)) + 〈φn,t, P
a
n (u0, ·)〉

and by (5.65), relabelling appropriately the constant C

〈φn,t, µa〉 ≤ Cn1/2 exp(ηn− γ1n)(1 + V (u0)) + 〈φn,t, P
a
n (u0, ·)〉. (5.67)

Then for
η < γ1 = νλ1 (5.68)



5.3 Stochastic Navier–Stokes equations 155

the first term on the right hand side of (5.67) converges to zero when sending
n to infinity.

Next we focus on showing the second term on the right hand side of (5.67)
is uniformly bounded in a. From Assumption A2 we derive the following
estimate

|un|2 ≤ |u0|2 + κ3(a)n+ Ξa
γ

where we know κ3 is bounded uniformly for all a in a ε-neighbourhood of a0.
Consequently, using the definition of φn,t we get

〈φn,t, P
a
n (u0, ·)〉 = Eφn,t(un(a, u0))

= E exp
(
η|un(a, u0)|2e−νλt/2

)
≤ exp

(
ηe−νλt/2(|u0|2 + κ3(a)n)

)
E exp

(
ηe−νλt/2Ξa

γ

)
.

Recall from Lemma 2.4.1, that if k < 2γ, then E exp
(
kΞa

γ

)
= k/(2γ−k) : CΞ

is finite and in particular it is independent of a. Therefore for t large enough
(i.e. t > 2

ν
ln η

2γ
) and any arbitrary u0 ∈ H from (5.67) we have

〈φn,t, µa〉 ≤ Cn1/2 exp((η − γ1)n)(1 + V (u0))

+ CΞ exp
(
ηe−νλt/2(|u0|2 + κ3(a)n)

)
.

for any n ∈ N, and t large enough.
We have then shown that for all η < γ1

lim
t→∞

lim
n→∞

〈φn,t, µa〉 ≤ CΞ. (5.69)

Recall that to apply Lemma 5.3.3 we required in (5.58) that η < νλ1/4q,
then for all η > 0 such that

η <
νλ1
4q

∧ γ1 =: η1, (5.70)

given (5.62), (5.63) and (5.69) and the fact that

sup
|a−a0|<ε

κ3(a) <∞ and sup
|a−a0|<ε

C(a) <∞

we conclude that

sup
|a−a0|<ε

∫
exp
(
η|x|2

)
µa(dx) ≤ sup

|a−a0|<ε

C(a) lim
t→∞

lim
n→∞

〈φn,t, µa〉 <∞.

We conclude the proof by showing that the estimate (5.65) for ‖φn,t‖d̃
holds. By the mean value theorem, given z ∈ [x, y],

|φn,t(x)− φn,t(y)| ≤ ‖Dxφn,t(z)‖|x− y|
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and so if ‖Dxφn,t(z)‖ is bounded uniformly in z, we have the following bound

‖φn,t‖d̃ ≤
(
sup
z∈H

‖Dxφn,t(z)‖
)(

sup
x ̸=y

|x− y|
d̃(x, y)

)
. (5.71)

Focusing on the derivative of the functions φn,t with respect to x it is easy
to see that

‖Dxφn,t(z)‖ ≤ 2|z|φt(z)
∣∣χ′

n(|z|2) + χn(|z|2)ηe−νλt/2φt(z)
∣∣ .

The smooth cut-off function χn(|z|2) has by definition support [−n, n] and it
is bounded above by 1, whereas its derivative χ′

n(|z|2) is well defined for any
choice of n and has support [−n,−n+ 1] ∪ [n− 1, n]. Therefore

sup
z∈H

‖Dxφn,t(z)‖ ≤ sup
|z|2≤n

2|z| exp
(
η|z|2e−νλt/2

)
|χ′

n(|z|2) + ηe−νλt/2χn(|z|2)|

≤ 2n1/2 exp
(
ηne−νλt/2

)(
sup
z∈H

|χ′
n(|z|2)|+ η

)
.

Note that, by the construction of χn, the length of the interval where the
function is not constantly one or zero does not change with n, in fact it
is always of length one, and all χn for n ∈ N behave identically in those
intervals. Therefore

sup
t∈[n−1,n]

|χ′
n(t)| = sup

t∈[0,1]
|χ′

1(t)| for all n ∈ N

and
sup
z∈H

|χ′
n(|z|2)| = sup

t∈[0,1]
|χ′

1(t)|.

Therefore we showed that there exists a positive constant

C1 := 2

(
sup
t∈[0,1]

|χ′
1(t)|+ η

)

such that the derivative of φn,t satisfies

sup
z∈H

‖Dxφn,t(z)‖ ≤ C1n
1/2 exp(ηn).

Finally from (5.71) we see

‖φn,t‖d̃ ≤ C1n
1/2 exp

(
ηne−νλt/2

)
sup
x ̸=y

|x− y|
d̃(x, y)

. (5.72)
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By the definition of the distance-like function d̃ in (5.16) we have

sup
x ̸=y

|x− y|
d̃(x, y)

<∞

so that, relabelling C1 appropriately, the desired result holds.

Theorem 5.3.4. Consider the Navier–Stokes equation (5.55) with f ∈ H−1.
Then for all α ∈ (0, α0), with α0 as in (5.57), the map a 7→ 〈φ, µa〉 is locally
α-Hölder continuous for every φ ∈ Cd̃.

Proof. Given Theorem 5.2.1 we have to ensure that the solution of (5.55)
satisfies Assumption H.

Tracking the dependence on a in Theorem 4.2.1 we see in (4.71) and
(4.73) that the constants κ0, κ1 and κ2 are independent of the parameter a
and that

κ3(a) = K(a) = TrQ+
‖af‖2−1

ν

so that Assumption H1 holds.
Assumption H2 is verified thanks to the computations carried out in

section 2.5. In fact we derived the energy estimate (2.90) for wt := ut(a) −
ut(a0), i.e.

d
dt
|w|2 + ν‖w‖2 ≤ 2k2B

ν
‖u(a0)‖2|w|2 +

2∥f∥2−1

ν
|a− a0|2

and by Gronwall’s lemma we have

|w(t)|2 ≤ 2∥f∥2−1

ν
|a− a0|2

∫ t

0

exp

(
2k2B
ν

∫ t

s

‖u(r, a0)‖2 dr
)
ds

≤ 2∥f∥2−1

ν
|a− a0|2t exp

(
2k2B
ν

∫ t

0

‖u(r, a0)‖2 dr
)
ds

so that H2 is satisfied with C = 2‖f‖2−1/ν, κ1 = 2k2B/ν.
Recall that for this model the Lyapunov function is V (x) = |x|2. Then

we are left to show H3 i.e.

sup
|a−a0|<ε

〈Ṽ , µa〉 <∞

where
Ṽ (x) := eαυ|x|

2/2
(
1 + 2Kε + 2e−γt|x|2

)1/2
.

Introduce an auxiliary function U : H → (0,∞)

U(x) = exp
(
η|x|2

)
.
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and we want to show that there exist positive constants η0, η1 such that for
all η ∈ [η0, η1]

sup
|a−a0|<ε

〈Ṽ , µa〉 ≤ sup
x∈H

eαυ|x|
2/2(1 + Kε

γ
+ 2|x|2)1/2

U(x)︸ ︷︷ ︸
(I)

sup
|a−a0|<ε

〈U, µa〉︸ ︷︷ ︸
(II)

<∞ .

In Theorem 5.3.2 we showed that (II) is finite for all η < η1 with η1 as in
(5.70). On the other hand part (I) is finite as long as η is strictly larger than
αυ/2, or since α ∈ (0, α0)

η ≥ α0υ

2
.

Then we only have to make sure that

α0υ

2
< η1 =

νλ1
4q

∧ γ1

First note that given the definition of α0 we have
α0υ

2
=
υ

4
∧ γυ

2γ + υ
< γ

where γ > 0 is an arbitrary parameter such that γ < νλ1/q. Therefore if we
consider

0 < γ < η1 =
νλ1
4q

∧ νλ1,

we have a non empty interval of possible values for the parameter η
α0υ

2
< γ ≤ η < η1

for which (I) is finite and Theorem 5.3.2 holds.

5.4 Stochastic two–layer quasi–geostrophic
model

Consider again the system (2.43) studied in section 2.4 with the intensity of
the deterministic forcing f modulated by a multiplicative constant a > 0,

dq+ (B(ψ,ψ) + βDxψ) dt = ν∆2ψ dt+

(
af

−r∆ψ2

)
dt+ dW (5.73)
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Condition Reference Parameter Value
A1 (4.79) κ1 2kB

A2 (4.81)
κ2 ν − 2γλ−2TrQ

κ3 TQ + h1‖f‖2−2/2ν

A4 (4.83)
γ1 νλ2/(λ1 + F1)

K TQ + h1‖f‖2−2/2ν

Table 5.2: Summary of the parameters in Assumption A for the stochastic
two–layer quasi–geostrophic equations where kB is given by the estimates of
the trilinear form in Lemma 1.3.4, ν the viscosity parameter, γ is an arbitrary
positive constant chosen in such a way that κ2 is positive, λ is the smallest
eigenvalue of the Stokes operator, Q the covariance operator of the noise, TQ
is given by (2.53), f is the deterministic external forcing, h1 is the height of
the top layer and F1 is a positive parameter defined by (1.23).

and Pa
t φ(q0) = Eφ(q(t, ·;q0, a)) with unique invariant measure µa.

In section 4.3 we showed that the stochastic two–layer quasi–geostrophic
model satisfies Assumption A with parameters as in Table 5.2 and conse-
quently the exponential convergence of transition probabilities was estab-
lished with respect to the d̃-Wasserstein distance with d̃ (5.16) defined with
parameters

υ =
kB

ν − 2γλ−2
1 TrQ

> 0 and α0 =
1

2
∧ 2γ

2γ + υ
. (5.74)

As established in Theorem 5.1.8 and Theorem 5.2.1, this is a crucial ingredi-
ent to ensure respectively weak differentiability of the invariant measure with
respect to the parameter a when f is finite dimensional, and weak α-Hölder
continuity for any f ∈ H−2.

We will start with the first of these two results, the weak differentiability
or linear response for the two–layer quasi-geostrophic model. This was our
main aim for developing the general methodology presented above and one
of the main achievements of this work, despite its concise proof.

Theorem 5.4.1. Consider the two–layer quasi–geostrophic equation (5.73)
with f ∈ range(Qn) for some n ∈ N and invariant measure µa. Then for all
α ∈ (0, α0) the map a 7→ 〈φ, µa〉 is locally differentiable for every φ ∈ Cd̃.

Proof. To apply Theorem 5.1.8 we have to ensure that A1, A2, A3 holds
for a0 and A4 holds uniformly in Bε(a0). We know Theorem 4.3.1 showed
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Assumption A to hold with Lyapunov function V (x) = |||x|||2−1 and parame-
ters as in Table 5.2. Then, tracking the dependence on the parameter a in
the calculations leading to (4.83), we have in fact that A4 holds with

γ1 =
νλ21

λ1 + F1

and K(a) =
h1
2ν

‖af‖2−2 + TQ.

Therefore setting K := sup|a−a0|<εK(a) we have

Pa
t V (q0) = E |||q(t,q0; a)|||2−1 ≤ e−γ1t|||q0|||2−1 +

K

γ1

for all a ∈ Bε(a0) as desired.

When the forcing f is not necessarily finite dimensional we can show weak
α-Hölder continuity by ensuring that Assumption H holds. Again we start
with the following result on the invariant measure of the model:

Theorem 5.4.2. Consider the model (5.73) with f ∈ H−2 and corresponding
unique invariant measure µa. Suppose Assumption H1 holds, then for any
choice of the parameters a0 > 0 and ε > 0, there exists η1 > 0 such that for
all η ∈ (0, η1)

sup
|a−a0|<ε

∫
exp
(
η|||x|||2−1

)
µa(dx) <∞.

Proof. By definition of invariant measure we have for all t ≥ 0∫
exp
(
η|||x|||2−1

)
µa(dx) =

∫
E exp

(
η|||qt(a,x)|||2−1

)
µa(dx), (5.75)

and thanks to Lemma 5.3.3 we will derive an upper bound for the right hand
side. In fact taking the L2 product of (5.73) with ηψ, as seen in (2.55), we
have

d(η|||q|||2) = −2η
(
ah1 (f, ψ1) + rh2‖ψ2‖2 + ν|∆ψ|2 dt

)
dt

+ ηTQ dt− 2ηh1(ψ1, dW (t)).

We want to ensure that conditions (i)-(iii) in Lemma 5.3.3 are satisfied: first
set M(t) = η|||q(t)|||2−1 and by (1.41) i.e. |||q(t)|||2−1 ≤ λ−1

1 |||q(t)|||20, we have
precisely M(t) ≤ Z(t) := ηλ−1

1 |||q(t)|||20 so that condition (ii) is fulfilled.
Moving on to condition (i) setting the function F (t) to be

F (t) := −2η
(
ah1 (f, ψ1) + rh2‖ψ2‖2 + ν|∆ψ|2

)
+ ηTQ
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by the usual application of Cauchy-Schwartz, Young and Poincaré inequali-
ties we get

F (t) ≤ ηh1
ν

‖af‖2−2 + ηνh1|∆ψ1|2 − 2ην|∆ψ|2 + ηTQ

≤ η

(
h1
ν
‖af‖2−2 + TQ

)
− ην|∆ψ|2.

Then estimating |∆ψ|2 by (1.45), i.e. |||q|||20 ≤ c0|∆ψ|2,

F (t) ≤ b1 − b2ηλ
−1
1 |||q(t)|||20

with
b1 = η

(
h1
ν
‖af‖2−2 + TQ

)
and b2 =

νλ1
c0
.

Finally for condition (iii) we have to ensure that there exists b3 ∈ (0, b2) such
that G2 ≤ b3Z almost surely namely

4η2h21‖(ψ1, ·)‖2L0
2
≤ b3ηλ

−1
1 |||q(t)|||20. (5.76)

Given the estimate (2.49) for ‖(ψ1, ·)‖2L0
2

and Poincaré inequality we have

‖(ψ1, ·)‖2L0
2
≤ |ψ1|2TrQ ≤ TrQ

λ21h1
|∆ψ|2

and consequently (5.76) holds setting b3 = 4ηh1λ
−1
1 TrQ. As we require

b2 > b3 i.e.
νλ1
c0

> 4ηh1λ
−1
1 TrQ

we get that for all
0 < η <

νλ21
4c0h1TrQ

=: η0, (5.77)

the hypothesis of Lemma 5.3.3 hold, giving

E exp

(
η|||q(t)|||2−1 +

b2e
−b2t/4

4

∫ t

0

ηλ−1
1 |||q(s)|||20 ds

)
≤

b2 exp
(

2b1
b2

)
b2 − b3

exp
(
η|||q(0)|||2−1e

−b2t/2
)
.

Using this estimate back in (5.75) we have∫
exp
(
η|||x|||2−1

)
µa(dx) ≤ C(a)

∫
exp
(
η|||x|||2−1e

−b2t/2
)
µa(dx)
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for all η < η0 and all t > 0 with

C(a) =

νλ1

c0
exp
(

2c0η
νλ1

(
h1

νλ1
‖af‖2−1 + TQ

))
νλ1

c0
− 4ηh1λ

−1
1 TrQ

.

In particular setting

Cε = sup
|a−a0|<ε

C(a) = C(a0 + ε)

we have for all η < η0

sup
|a−a0|<ε

∫
exp
(
η|||x|||2−1

)
µa(dx) ≤ Cε sup

|a−a0|<ε

lim
t→∞

∫
exp
(
η|||x|||2−1e

−b2t/2
)
µa(dx)︸ ︷︷ ︸

(A)

(5.78)
and we are left to show that part (A) is finite.

Define the function φt : H → R+ as

φt(x) = exp
(
η|||x|||2−1e

−b2t/2
)

and its approximation

φn,t(x) = χn(|||x|||2−1) exp
(
η|||x|||2−1e

−b2t/2
)

where (χn)n is an increasing sequence of cut-off functions as in the proof of
Theorem 5.3.4. By the monotone convergence theorem

lim
n→∞

〈φn,t, µa〉 = 〈 lim
n→∞

φn,t, µa〉 = 〈φt, µa〉 (5.79)

and we focus on ensuring

sup
|a−a0|<ε

lim
t→∞

lim
n→∞

〈φn,t, µa〉 <∞.

In a similar way to showing (5.65), for Navier–Stokes, it can be proved that

‖φn,t‖d̃ ≤ C1n
1/2 exp(ηn) sup

x ̸=y

|||x− y|||−1

d̃(x,y)
<∞ (5.80)

so that

〈φn,t, µa〉 ≤ ‖φn,t‖d̃Wd̃(µa, P
a
n (q0, ·)) + 〈φn,t, P

a
n (q0, ·)〉.
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Thanks to Assumption A the exponential convergence of transition proba-
bilities holds (Theorem 4.3.1) and Corollary 4.1.7 gives in particular

Wd̃(µa, P
a
n (q0, ·)) ≤ Ce−γ1n(1 + V (q0))

where V is the Lyapunov function with parameters γ1 and K as in Table 5.2.
Relabelling appropriately the constant C, by (5.80) we have

〈φn,t, µa〉 ≤ Cn1/2 exp(ηn− γ1n)(1 + V (q0)) + 〈φn,t, P
a
n (q0, ·)〉. (5.81)

Next thanks to A2 we know that

|||q(n, ·; a,q0)|||2−1 ≤ |||q0|||2−1 + κ3(a)n+ Ξa
γ

so that

〈φn,t, P
a
n (q0, ·)〉 = Eφn,t (q(n, ·; a,q0))

≤ exp
(
ηe−b2t/2(|||q0|||2−1 + κ3(a)n)

)
E exp

(
ηe−b2t/2Ξa

γ

)
.

(5.82)

Picking t large enough so that

CΞ := E exp
(
ηe−b2t/2Ξa

γ

)
is well defined, we get from (5.82)

〈φn,t, µa〉 ≤ Cn1/2 exp(ηn− γ1n)(1 + V (q0))

+ CΞ exp
(
ηe−b2t/2(|||q0|||2−1 + κ3(a)n)

)
In particular, by Assumption H1 the parameter κ3 is uniformly bounded on
a ε-neighbourhood of a0 so that for all η < γ1

sup
|a−a0|<ε

lim
t→∞

lim
n→∞

〈φn,t, µa〉 ≤ CΞ (5.83)

Finally, (5.78), (5.79) and (5.83) show that

sup
|a−a0|<ε

∫
exp
(
η|||x|||2−1

)
µa(dx) <∞

for all parameters η ∈ (0, η1) with

η1 := η0 ∧ γ1 =
νλ21

4c0h1TrQ
∧ γ1. (5.84)
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We are now ready to prove the last theorem of this chapter, namely
the local Hölder continuity of the invariant measure of the stochastic 2LQG
model.

Theorem 5.4.3. Consider (5.73) with f ∈ H−2. Then for all α ∈ (0, α0),
with α0 as in (5.74), the map a 7→ 〈φ, µa〉 is locally α-Hölder continuous for
every φ ∈ Cd̃.

Proof. We want to ensure that Assumption H holds. In Theorem 4.3.1 we
showed that Assumption A holds and in particular only the parameters de-
pending on the external forcing f will be dependent on the parameter a. In
Table 5.2 we see that κ0, κ1 and κ2 as well as γ1 are independent of a and

κ3(a) = K(a) = TQ +
h1‖af‖2−2

ν

which satisfy immediately the second part of H1.
Assumption H2 is verified thanks to the computations carried out in

section 2.4.2 which led to (2.64) namely

|||qt(a)− qt(a0)|||2−1 ≤ |a− a0|2
h1∥f∥2−2

ν

∫ t

0

exp

(
2kB

∫ t

s

|∆ψτ (a0)|2 dτ
)
ds.

Therefore H2 is satisfied with C = h1‖f‖2−2/ν and κ1 = 2kB.
For Assumption H3, using as Lyapunov function V (x) = |||x|||2−1, we have

to show that

sup
|a−a0|<ε

∫
eαυ|||x|||

2
−1
(
1 + |||x|||2−1

)1/2
µa(dx) <∞.

Given the auxiliary function U : H → (0,∞)

U(x) = exp
(
η|||x|||2−1

)
,

it is sufficient to find a suitable value for η > 0 giving

sup
x∈H

exp
((αυ

2
− η
)
|||x|||2−1

) (
1 + |||x|||2−1

)1/2
︸ ︷︷ ︸

(I)

sup
|a−a0|<∞

〈U, µa〉︸ ︷︷ ︸
(II)

<∞. (5.85)

In order that (I) stays finite we have to assume that η > αυ/2 for all α ∈
(0, α0) i.e.

η > α0υ/2,
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while Theorem 5.4.2 ensures (II) stays finite for all η < η1 with η1 defined
as in (5.84). We have only to show that α0υ/2 < η1 to have an interval of
suitable values for η.

By definition of α0 (5.74) we have that

α0υ

2
=
υ

2

(
1

2
∧ 2γ

2γ + υ

)
< γ.

Recall that γ is an arbitrary parameter introduced so that υ (5.74) is a well
defined positive constant, namely

γ <
νλ21

2TrQ
.

From the proof of Lemma 1.3.2 we know that c0 = 2F1/λ1 so

η1 =
νλ21

4c0h1TrQ
=

νλ21
2TrQ

λ1
4h1F1

and picking a γ > 0 such that

γ <
νλ21

2TrQ

(
1 ∧ λ1

4h1F1

)
=: η2

equation (5.85) holds for all η ∈ [γ, η2).

Summary and remarks
In this final chapter we analysed the dependence of the invariant measure on
parameters of the model, showing new results on linear response and frac-
tional response for both stochastic Navier-Stokes and the stcohastic 2LQG
model.

We first presented under a new light the best result available in literature
for linear response in the infinite dimensional context, which holds true for
a wide range of Markov semigroups and parameters. Then we focused our
analysis on Markov semigroups associated to SPDEs like (5.23) where the
parameter of interest is the intensity of a deterministic forcing. For this
type of systems, on the one hand Theorem 5.1.8 ensured linear response,
whenever the deterministic forcing is finite dimensional. On the other hand,
in Theorem 5.2.1 we established Hölder continuity of the invariant measure,
regardless of the dimension of the forcing.
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Having developed two toolboxes to obtain these results for quite general
SPDEs, we then applied them to the two model of interest. In the Con-
clusions we will expand further on the interpretation, significance as well as
limitations of these results.

Last, we discuss the possibility of quantifying the Hölder constant. This
information would allow to compute how much the average of the observables
changes with respect to the intensity of the forcing, as it is clear that the
larger is the Hölder constant, the less we can control the changes in these
statistics. The proof of Theorem 5.2.1 provides an explicit expression for the
Hölder constant namely, for all observables φ ∈ Cd̃

〈φ, µa − µa0〉 ≤ |a− a0|α‖(1− Pa0
t )−1φ‖d̃C(t) sup

|a−a0|<ε

〈Ṽ , µa〉

where C(t) and Ṽ (x) are defined in (5.54). In particular then

sup
∥φ∥d̃ ̸=0

〈φ, µa − µa0〉
‖φ‖d̃

≤ |a− a0|α‖(1− Pa0
t )−1‖C(t) sup

|a−a0|<ε

〈Ṽ , µa〉 (5.86)

where
‖(1− Pa0

t )−1‖ = sup
∥φ∥d̃ ̸=0

‖(1− Pa0
t )−1φ‖d̃

‖φ‖d̃
.

From the results in this thesis it is possible to derive estimates for C(t) and
sup|a−a0|<ε〈Ṽ , µa〉:

(i) The function C(t) is given by

C(t) =
(
NCΞe

αυκ3t
)1/2

where α, υ and κ3 are as in (5.57) and Table 5.1, for Navier-Stokes, and
as in (5.74) and Table 5.2, for the 2LQG model. The constant CΞ is
defined as

CΞ = E exp
(
αυΞa0

γ

)
=

αυ

2γ − αυ
by (2.52).

Last, N is an arbitrary natural number, which defines the distance–
like function dN and has to be larger that N∗ as introduced in The-
orem 4.1.10, more precisely in (4.62). By carefully tracking all the
parameters appearing in the expression for N∗, it is possible to provide
an estimate for it.
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(ii) We saw for both the stochastic Navier-Stokes equation and the stochas-
tic 2LQG model that

sup
|a−a0|<ε

〈Ṽ , µa〉 ≤ sup
x∈H

Ṽ (x)

U(x)
sup

|a−a0|<ε

〈U, µa〉

where U is chosen in such a way that

sup
x∈H

Ṽ (x)

U(x)
= 1 and sup

|a−a0|<ε

〈U, µa〉 <∞.

Moreover the proof of Theorem 5.3.2 (equivalently for 2LQG Theo-
rem 5.4.2) can provide an upper bound for the value of sup|a−a0|<ε〈U, µa〉.

However to obtain an estimate on ‖(1−Pa0
t )−1‖ we need to compute the

size of the spectral gap. Indeed, as seen in Proposition 5.1.2, we know that

‖(1− Pa0
t )−1‖ ≤

∞∑
k=0

‖Pa0
t ‖k =

∞∑
k=0

(
sup

∥φ∥d̃ ̸=0

‖Pa0
t φ‖d̃
‖φ‖d̃

)k

and the series converges because of the spectral gap i.e. ‖Pa0
t φ‖d̃ ≤ ρ‖φ‖d̃

with ρ < 1. As discussed in chapter 4, however, it is beyond the scope of this
thesis to provide a good estimate for the size of the spectral gap as from the
techniques here used we would expect it to be very crude.
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Conclusions

In this work we studied the two–layer quasi–geostrophic (2LQG) model with
a forcing acting only on the top layer, composed of a deterministic and an
additive stochastic part to represent for example the stochastic wind stress
on the ocean. A number of original results regarding this model have been
shown, some using classic methodology, others, like exponential stability
and especially linear response, requiring proper modifications to recently de-
veloped techniques. Moreover we used the the two–dimensional stochastic
Navier–Stokes (SNS) equations as test model for the novel techniques.

An explicit proof of the model’s well–posedness was provided, in sec-
tion 2.2 giving existence and uniqueness of weak solutions, and in section 2.3
of strong solutions. Moreover in section 2.4 we studied the regularity of the
solutions with respect to small changes in the intensity of the deterministic
forcing showing they are locally Lipschitz continuous (Theorem 2.4.3) and
locally differentiable (Theorem 2.4.6).

Extending results available for the stochastic Navier–Stokes equations, in
Theorem 3.1.9 we have ensured the existence of an invariant measure for the
dynamical system associated with the stochastic 2LQG model. Furthermore
uniqueness of the invariant measure was established (section 3.2.2) by means
of the asymptotic coupling method, under restrictions on some parameter
values of the model. In particular we required the bottom friction to be large
enough to satisfy Equation 3.73. It is interesting to notice that the asymp-
totic coupling method used provides also a description of a potential way
by which the system stabilizes. Indeed the feedback control we introduced,
namely ∆(ψ1 − ψ̃1), contains information only from the first layer. Then the
condition on the bottom friction corresponds to a scenario in which the first
layer stabilizes by the influence of the stochastic forcing and the second layer
stabilizes mainly thanks to the friction. A more sophisticated choice of the
coupling may allow synchronisation of the layers via their interaction instead
(see outlook).

Using a similar control we also obtained exponential stability, namely
exponential convergence of transition probabilities to the invariant mea-

169
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sure, provided the same condition on the bottom friction established in sec-
tion 3.2.2 holds. To prove exponential stability by means of the asymptotic
coupling method, we reformulated the results in [12]. Specifically Theo-
rem 4.1.10 provides sufficient conditions for the general version of Harris
theorem in [44]. In doing so we drew a direct link from the conditions for
SPDEs in Assumption A to Harris’ theorem and gave the explicit formulation
of the distance–like function with respect to which we have convergence. In
fact by Theorem 4.1.10 and Theorem 4.1.6 we know that such a distance–like
function is d̃(x, y)2 = dN(x, y)(1 + V (x) + V (y)), with dN as in (4.31) and V
a Lyapunov function of the system. Note that, by definition, the distance-
like function dN is comparable to the α0–root of the original metric on the
space, with α0 as in Theorem 4.1.10. Therefore, as already observed in [40],
the asymptotic coupling approach shows the spectral gap property for the
semigroup acting on Hölder continuous observables.

From the point of view of the study of geophysical fluid dynamics, the
ergodicity and exponential stability results for the 2LQG model provide a way
to describe the long term average behaviour of the ocean dynamics at the
mid–latitudes under stochastic wind stress. In particular ergodicity is often a
tacitly underlying assumption in the applications when drawing conclusions
on the statistics of the system from its time series, which now is shown to
hold.

Finally we studied the dependence of the invariant measure on the inten-
sity of the deterministic forcing establishing its weak local differentiability
and Hölder continuity. As the observables for which we show the spectral
gap property are Hölder continuous, they are less regular than those consid-
ered in [40]. Hence to show linear response we had to develop a different
framework from the one set out in [40] because in addition to the spectral
gap property, we also have to ensure the differentiability of the semigroup
when acting on such Hölder continuous observables. The lack of differentia-
bility of the observables effectively requires some regularization property of
the semigroup. In order to obtain this, the forcing was assumed to be finite
dimensional and in the range of the noise, so for the stochastic 2LQG, it has
to act on the same layer as the noise. In particular one potential application
of this result accounts for changes in the intensity of the average wind forcing
on the upper ocean.

To the best of this author’s knowledge, the present work is the first to
provide a mathematical framework for linear response theory for dissipative
SPDEs with the exception of [40]. Furthermore we expand upon [40] by al-
lowing for observables that are only Hölder continuous. Equally importantly
the thesis provides a compact recipe for linear response (Theorem 5.1.8)
which can be easily applied to other models with similar forcings.
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Similarly, for fractional response (section 5.2), the main arguments have
been formulated in a context general enough so that for equations other
than Navier-Stokes and 2LQG one only has to check that Assumption H
holds. It is clear that the main difference between linear and fractional
response lies in the disparity between Assumption R2 and Assumption H2,
which comes down to how the Markov semigroup alters the regularity of the
observables. In linear response this is related to Pa

t φ being differentiable in
the parameter for observables φ only Hölder continuous, effectively improving
their regularity. On the other hand, for fractional response it is enough for
Pa

t φ to be Hölder continuous. In particular in this case we do not require the
forcing to be neither finite dimensional nor in the range of the noise, contrary
to the methodology for linear response described above. This would then
allow to consider models with deterministic and stochastic forcings acting on
different sets of degrees of freedom.

Outlook. There are two main restrictions to the present analysis which
would be interesting to lift, especially from the point of view of applications.
First one is the condition on the bottom friction made to show ergodicity of
the stochastic 2LQG model. Dropping this passivity condition of the second
layer would allow investigating mechanisms under which the stochastic wind
forcing on the upper ocean stabilizes on the long run the entire dynamics.
This could also give an insight on how to treat other stratified models with
noise acting only on one component.

In order to remove such restrictions we need to apply a much more so-
phisticated coupling or control than the one chosen in section 3.2.2 and sec-
tion 4.3. The desired control needs to ensure that a general solution converges
asymptotically in time to a specific subset of trajectories independent of the
choice of the parameters. This new control will have to use information from
all layers and not only the top layer. One possible approach might be to have
the control actively steer the dynamics into regions where the lower layers
become passive, before eventually synchronizing the upper layer.

We expect the results presented in this work to be applicable with ap-
propriate tweaks to models with more than two layers. The condition on the
passivity of the bottom layer would have to apply to the additional layers
without stochastic forcing. Although this condition might still be considered
realistic in two layers with the second accounting for the lower ocean, for
multiple layers a strong friction is harder to justify from a physical point
of view, especially since the density difference between the layers is not so
sharp. Therefore removing the passivity condition would also naturally lead
to looking at multi–layer models directly, rather than only two–layer models.
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The second restriction interesting to be lifted is that applied on the forcing
to establish linear response, namely for it to be finite dimensional and in the
range of the noise. Regarding forcings acting on infinitely many degrees of
freedom, our linear response result should be easily extendable when the high
modes are sufficiently weak so to allow application of the infinite dimensional
version of Girsanov theorem. More challenging is to consider forcings acting
also on lower layers while the noise only acts on the top layer. In this case
we would have to use the asymptotic coupling method in a novel way by
showing it to be differentiable in the forcing. This approach also impacts
on other SPDEs where a deterministic forcing and a stochastic one act on
different sets of degrees of freedom. Such a scenario is particularly interesting
in applications when the noise represents uncertainty in the small scales and
an external forcing acts mainly on larger scales.

Furthermore, one may want to investigate linear response with respect
to other parameters of the system. For example it would be interesting to
consider the densities of the layers as parameter so to account for changes
in composition of the ocean. The densities are embedded in the definition
of the QG potential vorticity itself, in particular in the parameters F1, F2

(1.23) hence the computations will surely be more challenging in this case.
Studying response with respect to density variations would be even more
valuable for multi–layer quasi–geostrophic models involving the temperature
as a variable. In fact gradients of density and temperature are the major
drivers of the thermohaline circulation, a crucial part of the ocean large–
scale dynamics.

Another step forward would be to establish response theory for time–
dependent perturbations. This is particularly interesting for the applications,
for example related to the study of anthropogenic climate change, as external
forcings like the radiative forcing associated to greenhouse gas emissions are
essentially time–dependent. However it is not clear whether this work extends
to time–dependent external forcings, as it is not evident even whether the
results we took inspiration from, like [44] on exponential stability and [40]
on linear response, can be extended to nonautonomous systems.



Appendix A

Gronwall lemmas

Throughout this work we made extensive use of the following classic versions
of Gronwall lemma, for reference see for example [62, Lemma 2.7].

Lemma A.1 (Differential Gronwall Lemma). Let f = f(t) be an absolutely
continuous function on [t0, T ], which satisfies for a.e. t the differential in-
equality

df

dt
≤ g1(t)f(t) + g2(t)

where g1 and g2 are summable functions on [t0, T ]. Then

f(t) ≤ f(t0) exp

(∫ t

t0

g1(s) ds

)
+

∫ t

t0

g2(s) exp

(∫ t

s

g1(r) dr

)
ds

for all t ∈ [0, T ].

A straightforward consequence is the following integral version:

Lemma A.2 (Integral Gronwall Lemma). Let f = f(t) be a continuous
function on [t0, T ], which satisfies for a.e. t the inequality

f(t) ≤ g2(t) +

∫ t

t0

g1(s)f(s) ds for all t ∈ (t0, T )

where g1 and g2 are respectively a nonnegative and non–decreasing function
on [t0, T ]. Then

f(t) ≤ g2(t) exp

(∫ t

t0

g1(s) ds

)
for all t ∈ [t0, T ].

The last lemma is a modification of Lemma A.2 which will be particularly
useful in section 1.4.2 and section 4.1.1. Since it is not quite as classic as the
previous lemmas we give a proof for it.
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Lemma A.3 (Comparison Theorem). Let f be a continuous function, for
which

f(s)− f(r) ≤ −γ
∫ s

r

f(τ) dτ +K(s− r) for all r < s (A.1)

with γ,K > 0 then
f(t) ≤ f(t0)e

−γ(t−t0) +K/γ for all t ≥ t0. (A.2)
Proof. Take the partition of [t0, t] with elements τk = t0 + tk/n, k = 1, . . . , n
for n ∈ N, so that

eγtf(t)− eγt0f(t0) = lim
n→∞

n∑
k=1

(eγτkf(τk)− eγτk−1f(τk−1))

= lim
n→∞

n∑
k=1

eγτk (f(τk)− f(τk−1)) + (eγτk − eγτk−1) f(τk−1).

Using the estimate (A.1) we have

≤ lim
n→∞

n∑
k=1

eγτk

(
−γ
∫ τk

τk−1

f(s) ds+K(τk − τk−1)

)
+ (eγτk − eγτk−1) f(τk−1).

(A.3)
By definition of the Riemann-Stieltjes integral and the regularity of the ex-
ponential function, we have

lim
n→∞

n∑
k=1

(eγτk − eγτk−1) f(τk−1) =

∫ t

t0

f(s) d(eγs) =

∫ t

t0

γf(s)eγs ds (A.4)

and by the definition of Riemann integral

K lim
n→∞

n∑
k=1

eγτk(τk − τk−1) = K

∫ t

t0

eγs ds =
K

γ

(
eγt − eγt0

)
. (A.5)

On the other hand, set

F (t) =

∫ t

t0

f(τ) dτ (A.6)

and note that it has bounded variation since f is continuous. Again given
the definition of Riemann-Stieltjes integral and the fundamental theorem of
calculus we have

lim
n→∞

n∑
k=1

eγτk
∫ τk

τk−1

f(s) ds = lim
n→∞

n∑
k=1

eγτk (F (τk)− F (τk−1))

=:

∫ t

t0

eγsdF (s) =

∫ t

t0

eγsf(s) ds.
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In summary, using this relation, (A.4) and (A.5) in (A.3) we get

f(t)eγt − f(t0)e
γt0 ≤ −

∫ t

t0

γf(s)eγs ds+
K

γ

(
eγt − eγt0

)
+ γ

∫ t

t0

eγsf(s) ds

hence the desired bound

f(t) ≤ f(t0)e
−γ(t−t0) +

K

γ
for all t0 ≤ t.
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