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Abstract: Crop height is an essential parameter used to monitor overall crop growth, forecast crop
yield, and estimate crop biomass in precision agriculture. However, individual maize segmentation
is the prerequisite for precision field monitoring, which is a challenging task because the maize
stalks are usually occluded by leaves between adjacent plants, especially when they grow up. In this
study, we proposed a novel method that combined seedling detection and clustering algorithms to
segment individual maize plants from UAV-borne LiDAR and RGB images. As seedlings emerged,
the images collected by an RGB camera mounted on a UAV platform were processed and used to
generate a digital orthophoto map. Based on this orthophoto, the location of each maize seedling was
identified by extra-green detection and morphological filtering. A seed point set was then generated
and used as input for the clustering algorithm. The fuzzy C-means clustering algorithm was used
to segment individual maize plants. We computed the difference between the maximum elevation
value of the LiDAR point cloud and the average elevation value of the bare digital terrain model
(DTM) at each corresponding area for individual plant height estimation. The results revealed that
our height estimation approach test on two cultivars produced the accuracy with R2 greater than 0.95,
with the mean square error (RMSE) of 4.55 cm, 3.04 cm, and 3.29 cm, as well as the mean absolute
percentage error (MAPE) of 3.75%, 0.91%, and 0.98% at three different growth stages, respectively.
Our approach, utilizing UAV-borne LiDAR and RGB cameras, demonstrated promising performance
for estimating maize height and its field position.

Keywords: UAV; LiDAR; orthophoto; maize; height estimation; seedling; fuzzy C-means

1. Introduction

Precision agriculture is an approach that uses large data sources in conjunction with
crop advanced analytical tools [1]. It helps farmers make more informed decisions by pro-
viding precise information about crop location and growth rate [2,3]. Precision agriculture
plays an increasingly important role in ensuring adequate food supply, especially as the
growth of the global population has led to a higher demand for food. Remote sensing
with unmanned aerial vehicles (UAVs) offers high spatiotemporal resolution and high
maneuverability, as well as detailed vegetation height data and multi-angular observations
in precision agriculture [4].

Crop monitoring provides an informative reference basis for precision agriculture
because of its ability to assess overall crop conditions, determine irrigation schedules, and
estimate terminal yield [5]. Plant height is a vital phenotypic trait governed by complex
genetic mechanisms and can serve as a growth indicator [6,7]. It can be measured di-
rectly and indirectly and used to estimate the plant nitrogen usage [8] and biomass [9,10],
yield [11–13], and quantification of lodged areas [14,15]. Therefore, a fast and accurate
method to estimate the height of individual crop plants is essential to precision agricul-
ture schemes.
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Traditionally, crop height is obtained by field measurements. The conventional man-
ual method is time-consuming, laborious, destructive, and constrained by random field
sampling and human errors [16,17]. A significant amount of research has been done trying
to develop tools and technologies to help automate some of these manual tasks. Field
phenotyping technologies, such as ultrasonic sensors, high-performance RGB cameras,
and LiDAR, have been gaining popularity in recent years due to their ability to identify
various crop traits in a non-destructive and high-throughput manner [18,19]. For example,
the ultrasonic sensor was first used for tree canopy height and volume measurements in
the late 1980s [20,21]. It is commonly used in field phenotyping because it is typically
inexpensive and user-friendly. Nevertheless, it has some disadvantages including reduced
sensor accuracies when sensors become farther from objects due to the larger field of view,
reduced sensor sensitivity to temperature as sound speed changes with temperature [22],
and the difficulties in interpreting sensor data because of variance in measurement condi-
tions and transducer behavior. Some work has been done using RGB cameras mounted
on fixed-wing [23] and rotor-based UAVs. Alternatively, UAV imagery can be utilized
to create 3D field reconstructions using structure from motion and multi-view stereo to
estimate crop height. These algorithms have been applied to the height estimation of
various crops including maize [12,24–26], sorghum [24,27,28], and wheat [29–32]. However,
using optical remote sensing imagery to predict crop height has great limitations, as optical
remote sensing systems can only obtain two-dimensional information; the vertical structure
information related to crop height is excluded [17,33,34].

However, UAV-borne LiDAR systems can be used to obtain highly accurate measure-
ments and three-dimensional information of the crop, leading to improved estimation
precision of crop structure parameters [34–36]. Its performance is also less likely to be
influenced by changes in lighting and wide-range measurements. UAV LiDAR data for
estimating forest inventory attributes, such as tree height, crown diameter, standing vol-
ume, and aboveground biomass [37–39], has been recently developed. Unfortunately, only
a few studies making use of the UAV LiDAR data have concerned agriculture. The few
agricultural studies on the data solely focused on plant height [14,15,34,40–42] and leaf
area estimation [43]. Furthermore, these studies acquired the crop parameters at group
levels rather than the individual crop level, failing to fully exploit the potential of 3D point
clouds and meet the needs of precision crop monitoring [44].

To acquire parameters at the individual crop level, individual plants need to be sepa-
rated or segmented from the population LiDAR points. Su et al. [45] manually separated
individual maize plants from the population maize LiDAR points using the cut tool with
CloudCompare software, and further extracted individual phenotypic parameters. Jin
et al. [44] first proposed a method that combines deep learning and regional growth algo-
rithms to segment individual maize from terrestrial LiDAR (TSL) data. The height of the
truly segmented maize was found to be highly correlated with the manually measured
height (R2 > 0.9). Individual maize segmentation is the prerequisite for precision field
monitoring at the individual plant level. However, individual maize segmentation is a chal-
lenging task because maize stalks are usually occluded by leaves between adjacent plants,
especially when they grow up.

Currently, two main classes of individual object segmentation algorithms for LiDAR
point cloud are available. They are widely used in forest monitoring, i.e., CHM (canopy
height model)-based [46] and direct point-based methods [47–49]. The CHM-based meth-
ods use the raster image interpolated from the LiDAR point cloud to depict the top of the
forest canopy, which may lead to inherent spatial errors from the interpolated gridded
height model [50]. Additionally, CHM-based methods are not suitable for homogenous,
interlocked, and blocked canopy [51]. These limitations can be overcome by point-based
methods [34], such as regional growth methods [44,49,52], voxel space projection [53],
normalized cut [54], and clustering feature-based methods [55–57]. Among them, the fuzzy
clustering segmentation method has shown better performance. However, the algorithm
depends heavily on the choice of seed points [58–60]. However, for LiDAR-scanned maize
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data, it is not always feasible to choose seed points by using the maximum value within
a certain range because the maximum point of an individual maize plant is often not the
center of the maize [44]. As established above, the main difficulty of segmentation at the
individual crop level is to accurately identify individual plant locations.

This study proposes a novel approach for locating individual maize plants using
a digital orthophoto map of maize seedlings. The two-dimensional coordinate information
of the seedling locations is used to generate a seed point set and later input to the fuzzy
C-means clustering algorithm to segment individual maize plants. Furthermore, the
maximum elevation values of 3D points based on individual plant segmentation results are
used for automatic height estimation.

2. Materials and Methods
2.1. Experimental Design

Field experiments were conducted in 2021 at the National Maize Industrial Technology
System Experimental Demonstration Base, Shanxi, China (38◦27′N, 112◦43′E, altitude
776 m). The size of the experimental area was 6 m × 6 m, as shown in Figure 1. The plot
was sowed with column spacing of 55 cm, plant spacing of 25 cm, and planting density
of approximately 82,500 plants/ha (which corresponds to a plant density of 8 plants/m2).
Lianchuang 825 (A1) and Shaandan 650 (A2) maize cultivars were planted in 6 rows on
each side. Four GCPs (ground control points) were set up and evenly distributed in the
field with two GCPs on each side. The maize was sowed on 4 May, with the jointing stage
on 10 June, the tasseling stage on 16 July, and was harvested on 12 September. The maize
seedlings emerged on 19 May.
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Figure 1. Geographical position of study area.

2.2. Data Acquisition
2.2.1. UAV-Borne LiDAR and RGB Images

The UAV DJI Matrice 600 Pro with a Hummingbird Genius micro-LiDAR system
(Beike Tianmai, Beijing, China) was used for acquiring 3D point clouds. The UAV LiDAR
system is shown in Figure 2a, and the output point cloud data format is LAS1.2. The main
parameters are shown in Table 1. As is shown in Figure 2b, the DJI Phantom 4 Pro was
used to acquire UAV-RGB images and generate orthophotos.

UAV-LiDAR data and RGB images were collected on 21 May (seedling stage), 18 June
(jointing stage), 23 July (tasseling stage), and 17 September (mature stage) corresponding
to 17, 45, 80, and 136 days after seeding. For each data acquisition, the UAV flew at 25 m
above ground level, with a flight speed of 3 m/s. The UAV LiDAR scans were set as 40%
adjacent overlap in both the forward and side directions, while the UAV RGB images were
adjacently overlapped 80% in both directions. The specification of the acquired UAV data



Remote Sens. 2022, 14, 2292 4 of 19

is shown in Table 2, including the total number of RGB images acquired by each flight,
average ground sampling distance (GSD) of the orthophoto, the total number of LiDAR
points acquired by each flight, and point density of the LiDAR point cloud. In addition,
LiDAR data from the same area were collected at different flight heights, ranging from 5 m
to 40 m, to quantitatively analyze the influence of flight height on point density and crop
height estimation in August 2020.
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Table 1. LiDAR system parameters.

Parameters Values

Laser wavelength 905 nm
Measurement rate 320 kHz
Maximum range 200 m

Field of view 360◦ × ± 15◦

Echo number 2 (first and last)
Range Accuracy 2 cm

Table 2. Overview of captured images and LiDAR point cloud.

Flight Date
(2021)

Images
(Forward

Overlaps: 80%,
Side

Overlaps: 80%)

GSD
(cm/Pixel)

Point Cloud
(Forward

Overlaps: 80%,
Side

Overlaps: 80%)

Density
(points/m2)

21 May 1213 0.73 8.51 × 107 1443
18 June 1218 0.94 8.77 × 107 1487
23 July 1212 0.98 8.01 × 107 1356

17 September 1215 0.72 8.65 × 107 1466

2.2.2. Field Data

The ground truth of the geographical location and height of each maize plant in the
plot was obtained by manual measurement. Three-dimensional positions of each maize
plant were recorded by RTK (HITARGET-V200, Guangzhou, China) at the seedling stage.
The horizontal and vertical accuracy of the RTK is ±8 mm and ±15 mm, respectively. The
maize plant heights (i.e., the vertical distance from the root to the top) were measured using
a leveling rod. In this study, a total of 289 maize samples were measured. The statistics of
field-measured maize plant heights at three growing periods are listed in Table 3.

2.3. Data Preprocessing

To obtain a real maize point cloud, the data acquired by the UAV-borne LiDAR must
be preprocessed. This included three tasks: data interpretation, point cloud registration,
and denoising. The data interpretation consisted of two parts: (1) GPS and INS joint
interpretation to obtain the trajectory, and (2) laser point cloud data interpretation, using
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POSPac UAV 8.3 Lite software and StarSolve software, respectively. Then, the point cloud
data in the LAS file format was exported. The LiDAR point cloud at different growth stages
was registered by the Align algorithm where five pairs of homonymous points were selected
to complete the registration. Direct-pass filtering was used to remove the outliers and cloth
simulation filtering (CSF) [61] was used to remove the ground points. The registration and
filtering mentioned above were processed using CloudCompare, which is an open-source
project of 3D point cloud and mesh processing software. The preprocessing of LiDAR data
and the generation of digital orthophoto maps are shown in Figure 3. UAV-borne RGB
images at the seedling stage were processed by the Pix4Dmapper software to generate
a digital orthophoto map, following four main steps: data import, local initialization, image
alignment, and generation of the orthophoto. As it can be seen, both the orthophoto and
LiDAR data were registered to GPS so that they were registered to each other. The interface
of the trajectory solution for point cloud is shown in Figure 4a, the processed point cloud
data is shown in Figure 4b, and the overview of the flight path and camera location of
where images were collected is shown in Figure 4c.

Table 3. Statistics of field measurements per maize at three growth stages.

Maize Sampling Date Stage Maximum
(m)

Minimum
(m)

Mean
(m)

Standard
Deviation (m)

A1
18 June 2021 Jointing 1.03 0.97 1.007 0.231
23 July 2021 Tasseling 3.06 2.93 2.993 0.312

17 September 2021 Mature 3.04 2.94 2.972 0.267

A2
18 June 2021 Jointing 0.99 0.85 0.912 0.173
23 July 2021 Tasseling 2.71 2.64 2.683 0.294

17 September 2021 Mature 2.68 2.62 2.667 0.237
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2.4. Individual Maize Plant Segmentation and Height Estimation Algorithms
2.4.1. Seed Point Detection Based on Digital Orthophoto Map

Orthophoto, generated from UAV-RGB images captured at the maize seedling stage,
was used to locate individual maize plants by accurate seedling detection. The GSD of
orthophoto was less than 1 cm and each maize seedling could occupy at least five pixels.
In this study, we developed an algorithm to extract seed point sets based on extra-green
detection and morphological filtering. As the field scene during the seedling period is
relatively simple, mainly consisting of bare soil, weeds, and seedlings, the orthophotos
were taken within 15–20 days after seeding. At the same time, all maize seedlings have
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emerged with no less than three leaves to ensure all individual maize plants were detected.
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A color space conversion, as shown in Equation (1), was applied to the orthophotos to
suppress the information in the blue and red bands in the RGB orthophotos. This made the
contrast between seedlings and bare soil more significant by increasing the weight of the
green component k, where k < 1.

Gray = k× G + |B− G|+ |R− G| (1)

Then, the Otsu thresholding algorithm was used to extract the seedling area as fore-
ground containing noise and fresh green weed and remove the bare soil area as background
in the orthophotos. Next, the foreground image was operated by a morphological filter
including eroding noise and removing fresh green weeds. In detail, a square structure
element of 3 × 3 was used to erode the foreground noise, as shown in Equation (2), and
a circular shape operator of 15 cm radius was used to remove fresh green weeds considering
that weeds always grow rapidly in the field.

I 	 E(x, y) = min
(s,t)

[I(x + s, y + t)− E(s, t)|(x + s, y + t) ∈ DI , (s, t) ∈ DE ] (2)

Let I denote an image; E is a structural element (in this study, it is a 3 × 3 square
structure element). The erosion of I by E is defined as I 	 E; the erosion at (x, y) of an
image I by E is given in Equation (2). DI and DE are the definitional domain of I and E,
respectively.

Finally, each extracted seedling area was fitted with a circle and its center was selected
as the single plant locus. Based on the above automatically extracted seedling area centers,
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a maize seed point set was generated, as shown in Figure 5, with the extracted maize seed
points marked in red.
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2.4.2. Individual Maize Plant Segmentation Based on LiDAR Point Cloud

With the growth of maize plants, the maize field gradually forms a closed canopy
layer overlapped with plant leaves. Because of this, the acquired UAV-borne LiDAR data
missed some parts of the lower stalks, but it was able to detect more complete information
about the middle and upper layers of maize plants [43,62]. The first task was to decide the
flight height to acquire the LiDAR point cloud. Based on field experience, the heights of
maize plants were in the range of 1.5–3.5 m at the mature stage, so the LiDAR data was
acquired when the UAV flew in the height of 5 m to 40 m. A side view of the LiDAR point
cloud acquired at different altitudes in an area is shown in Figure 6. From Figure 6, it was
observed that when the altitude was less than 10 m, there were many noise points on the
top of the point cloud data due to the downward airflow of the UAV. When the altitude
was greater than 30 m, the point cloud data could no longer present an obvious spatial
structure of maize plants. The difference in the quality of the point cloud data captured
at altitudes of 10 m–30 m was not obvious, but gradually the rootstalk parts of the maize
plants were missing from the point cloud. Considering that lower flight altitudes affect the
data collection efficiency (a smaller area covered in each scan), and only the plant height
was extracted without the need for complete leaf information, the flight height of 25 m was
chosen to collect LiDAR point cloud data in this study. In addition, the LiDAR point cloud
acquisition of 10 hectares of a maize field was completed in 15 min at the UAV height of
25 m.

The LiDAR point cloud of the two cultivars A1 and A2 in the experimental area was
sliced horizontally into 20 layers with an interval of 5% of the difference value between
the maximum minus minimum of the LiDAR data elevation from 0 to 100 percentile.
The number of LiDAR point cloud distribution and point density distribution of the
two cultivars A1 and A2 sliced into 20 layers in the experimental area is shown in Figure 7.
From Figure 7, it can be seen that the majority of the LiDAR points fall in the range of
70–80% height percentile. Therefore, the information on the part of maize in the 70–80%
interval of elevation was more completely recorded in the LiDAR points. The use of LiDAR
points in this interval was crucial for accurate segmentation of individual maize plants. In
this study, the upper point cloud above 70% elevation was used for individual maize plant
segmentation for plant height estimation, as shown in Figure 8.

Using the maize plant location information gained at the seedling stage as the initial
input, the number of clusters with their initial clustering centers was identified. The upper
layer of the LiDAR point cloud was clustered to individual maize plants by using the fuzzy
C-mean (FCM) clustering algorithm based on Euclidean distance in 2D coordinates. After
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individual maize plant segmentation, each cluster was used to provide local elevation on
the maxima of each maize plant for the subsequent plant height estimation.
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The FCM algorithm combines the clustering algorithm with fuzzy theory and is
a data clustering method based on the optimization of an objective function [55]. Each
sample point has a membership degree for each class, and for one certain point, the sum of
membership degrees for different classes is 1. Fuzzy clustering issues can be presented as
the following Equation (3):

minJm(X, U, V) =
c

∑
i=i

n

∑
j=1

um
ij
∥∥xj − vi

∥∥2 (3)

where X = {x1, x2, · · · , xn} ⊂ Rs symbolizes the LiDAR points, s is the dimension of
sample space, in our case, s = 3, n is the number of samples, c is the number of clustering
classes, m > 1 is a fuzzy factor, and

∥∥xj − vi
∥∥ is the distance between sample point xj and

ith cluster center vi, V =
[
vij
]

c×s; similarly, vi ⊂ Rs, fuzzy membership matrix U =
[
uij
]

c×n
satisfies Equation (3), and uij is the membership degree of a point xj belonging to the ith
class, which satisfies the following conditions:

0 ≤ uij ≤ 1, 1 ≤ i ≤ c, 1 ≤ j ≤ n
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n
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(4)

The steps of FCM to segment individual maize plants include: (1) Set the seed point set
of maize plants detected at the seedling stage as the initial cluster center; (2) Calculate the
membership degree matrix, as shown in Equation (5); (3) Compute the cluster center using
the Equation (6); (4) Iteration will stop after satisfying the condition:

∣∣∣J(K−1) − JK
∣∣∣ < ε,

where ε is a positive number and k is the number of iterations. This procedure converges to
a local minimum. As a result, prototypes are placed the closest to the data nucleus, and,
at the same time, as far from the others as possible. After individual maize plants were
segmented by FCM, each cluster was used to provide local elevation on the maximum of
each maize plant for the subsequent plant height estimation.
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2.4.3. Extraction of Individual Maize Plant Height

Plant height, which is an important three-dimensional crop structure parameter, is closely
related to crop biomass and yield. Based on the processes described in Sections 2.4.1 and 2.4.2,
it can be extracted directly by subtracting the lowest point from the highest point of
each isolated plant cluster, as shown in Figure 9a. The segmented maize individuals
were indexed one by one. The local maximum of each plant was extracted from the
clusters of the maize point cloud, and the lowest point of each maize plant was obtained
from the corresponding DTM generated at the seedling stage. The DTM was extracted
from the LiDAR point cloud using the CSF filtering provided in CloudCompare software,
and the classified ground point cloud was interpolated using Inverse Distance Weighted
(IDW) [50,63] method to generate DTM with 0.01 m resolution, as shown in Figure 9b. IDW
is an interpolation method that effectively estimates the spatial distribution of attribute
values and has been applied to DTM generation [50].
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2.5. Evaluation Metrics

The performance of the developed algorithm for locating individual maize plants was
quantitatively evaluated by using True Positive (TP), False Negative (FN), False Positive
(FP), Recall (r), Precision (p), and F-Score (F), as shown in Equations (7)–(9), respectively,
where TP referred to the number of detected maize plants that were real maize plants,
FN was the number of real maize plants missed out from the detection, and FP was the
number of maize plants incorrectly detected as maize plants. Correct detection means
that the actual plant location and the detected plant location were within 10 cm in the
plant candidate zone. Both recall and precision have a natural interpretation in terms of
probability. The recall was the ratio of TP to the real maize plants number, while precision
was the ratio of TP to the detected maize plants number. F-score takes into account the
accurate detection as well as the missed detection. F-score has a range of 0 to 1, with higher
values representing higher detection accuracy.

r = TP/(TP + FN) (7)

p = TP/(TP + FP) (8)

F = 2× r× p
r + p

(9)
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The extraction accuracy of plant height was evaluated using three evaluation indi-
cators: the coefficient of determination (R2), root mean square error (RMSE) and mean
absolute percentage error (MAPE), calculated using Equations (10)–(12).

R2 =

n
∑

i=1
(zmi − zm)

2(zei − ze)
2

n
n
∑

i=1
(zmi − zm)

2 n
∑

i=1
(zei − ze)

2
(10)

RMSE =

√
1
n

n

∑
i=1

(zei − zmi)
2 (11)

MAPE =
1
n

n

∑
i=1

|zei − zmi|
zmi

× 100% (12)

zmi and zei are the observed and calculated plant height, and n is the number of
measured or estimated height values.

3. Results
3.1. Determination of the Optimal k Value

The influence of the key parameter k on the accuracy of plant seed point set extraction
was analyzed by adjusting the value of the weight k controlling the green component in
Equation (1). The range of k was chosen from 0.1 to 0.5. The experiments and analysis
were carried out in the experimental area with the specific detection accuracy shown in
Figure 10, which showed that the k value had a significant effect on the recall, precision,
and F-score. Plants at the seedling stage in the field were detected correctly when k takes
the value of 0.2–0.3. In this study, k = 0.25 was selected for the seed point set extraction.
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The original orthophoto of the experimental area is shown in Figure 11a. Firstly,
k = 0.25 was taken to Equation (1) for color space conversion (Figure 11b) and binary
segmentation using the Otsu thresholding algorithm to identify maize seed locations as
shown in Figure 11c. Secondly, the maize seed locations were extracted by morphological
filtering, as shown in Figure 11d. Then, the number of seedlings was counted (Figure 11e),
the extracted plant area was fitted with a circle, and its center was selected as the single
plant locus to obtain the maize plant seed point set marked in red (Figure 11f). A total of
289 maize seed positions in the plot were all correctly detected. The detection rate was
100% when the UAV images were taken when the maize seedlings emerged with no less
than three leaves per plant.
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Figure 11. Extraction of seed point set: (a) orthophoto, (b) image processed by color space conversion,
(c) the results map of extra-detection, (d) seedlings region, (e) the number of seedlings, (f) seed
point set.

3.2. Estimation of Individual Maize Plant Height

As described in Section 2.4.2, the upper point cloud collected at the mature stage
was used to visualize the results of segmentation and plant height estimation. There
were 144 maize plants of A1 and 145 maize plants of A2, as shown in Figure 12a,b. The
difference between the maximum elevation value of the LiDAR point cloud and the average
elevation value of the bare DTM at each corresponding area was computed to estimate
individual maize plant height. The maximum elevation value, minimum elevation value,
and the estimated heights corresponding to the local area of each maize plant are shown
in Figure 13a,b.Remote Sens. 2022, 14, x FOR PEER REVIEW 13 of 20 
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3.3. Quantitative Analysis of Height Estimation Accuracy

The height estimation errors of the two cultivars (A1, A2) were analyzed to assess
the algorithm performance at each of the different growth stages. The distributions of the
errors for the 289 maize plants at the jointing, tasseling, and mature stages are shown in
Figure 14a–c, respectively, with the horizontal axis of difference between the estimated
height and the field-measured height (ground truth). Plant trait surveys were completed
on the day of the aerial photography by researchers from the Cultivation and Physiology
Research Unit of the Maize Research Institute of Shanxi Agricultural University, who
provided the measured plant height data (as shown in Table 3). The accuracies of the maize
plant height estimation are shown in Table 4.
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Table 4. Statistics of maize height estimation accuracies at three growth stages.

Stage Max Error of
Underestimation (cm)

Max Error of
Overestimation (cm) RMSE (cm) MAPE

Jointing −13.9 7.7 4.55 3.75%
Tasseling −6.4 5.1 3.04 0.91%
Mature −7.9 8.0 3.29 0.98%

Figure 15 demonstrates the correlations between estimated maize plant height and the
field-measured height for the two cultivars, A1 and A2. As can be seen, a good agreement
is shown between the estimated and measured maize plant height, with R2 = 0.97 for A1
(Figure 15a) and R2 = 0.96 for A2 (Figure 15b).
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4. Discussion

In this study, we developed a novel approach, which can locate individual maize
plants and estimate their heights in their growth stages using orthophoto and UAV LiDAR
point cloud. The maize plants were densely distributed in the experimental plot. As the
leaves grew, they occluded each other, especially in the later stage of growth. The algorithm
for locating individual maize has produced a high accuracy of 100% in detecting seedlings
with a total of 289 maize plants of two cultivars. The maize plant height estimation results
have shown that the developed approach had the lowest error (RMSE = 3.04 cm) at the
jointing stage and the highest error (RMSE = 4.55 cm) at the tasseling stage. We noticed
that the accuracy of the maize plant height estimation is not entirely determined by plant
occlusion, but also depends on the accurate extraction of elevations. In the experiments,
it has been observed from the LiDAR point cloud that the highest point of the maize falls
on the leaves on both sides of the plant at the jointing stage. The maximum elevation
values of the extracted individual point cloud deviate from the real highest points of the
leaves. At the tasseling stage, the maize plant stamens are outstanding for 3–5 cm as the
real highest points, which are relatively easier to extract. Meanwhile, maize stalks at the
tasseling stage are in the vertical position with high water content and less affected by the
downward airflow introduced by the drone in measurement, resulting in the less noisy and
more concentrated point cloud. In contrast, maize stalks at maturity are thin and prone to
swaying with the wind, and the point cloud data is relatively noisy, introducing errors in
plant height measurements.

Previous studies have shown that UAV LiDAR data can be used to estimate crop
height reliably. Harkel et al. [42] successfully estimated crop heights of potato (R2 = 0.50,
RMSE = 12 cm), sugar beet (R2 = 0.70, RMSE = 7.4 cm), and winter wheat (R2 = 0.78,
RMSE = 3.4 cm) using UAV-Based LiDAR data. Luo et al. [34] found that LiDAR derived
CHM was able to predict maize height (R2 = 0.649, RMSE = 23.7 cm). Zhou et al. [14]
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analyzed the plant height of the lodging maize and the estimation accuracy parameters
were R2 = 0.96, RMSE = 13 cm. Hu et al. [15] used UAV-LiDAR technology to obtain
the multi-temporal dense point cloud in the experimental area and further extract plant
height to assess the self-recovery ability of maize after lodging. The estimation accuracy
parameters of maize plant height at the tasseling stage were R2 = 0.9824, RMSE = 6.13 cm.
The estimated accuracy parameters at the filling stage were R2 = 0.9470, RMSE = 12.94 cm.
The results showed that our estimation precisions were comparable to the results derived
from the latest study using UAV LiDAR [15] and even slightly better in terms of RMSE.
Although these studies have shown that UAV LiDAR data produced a high accuracy of
crop height estimation, they focused on the height estimation at a group crop plant level
rather than at an individual crop plant level. Jin et al. [44] proposed a method to combine
deep learning and regional growth algorithms to segment individual maize plants from
terrestrial Lidar data. The R2 of the height between the automatically segmented and the
manually segmented maize plants were all higher than 0.9, and RMSE all equaled to 0.02 m.
The study showed that the monitoring of individual plants in the field based on LiDAR
data is promising. However, compared with the method of this study, the Lidar is fixed
on the ground, and the data can only be obtained in a small area in a single experiment so
that the efficiency is low. In our study, the individual maize plants in the field were located
and further the locations were used to estimate their height using UAV LiDAR point cloud
at different growth stages. The results have shown that the UAV LiDAR system has the
potential for efficient extraction of individual crop structure parameters in the field.

Moreover, the study results have shown that the algorithm has a higher estimation
accuracy. It is worth to mention that the developed algorithm had a reliable performance
in individual maize plant height estimation compared to most previous research, with
consideration that our performance was calculated from one-to-one comparison of the
manually measured data and the algorithm estimated data, whereas other research only
used an average of randomly sampled crop plant heights in a field as the measured
data. This limited their measurement accuracy. In the experiments, we have also noticed
that different UAV flight heights and LiDAR point densities have a large impact on the
extraction of phenotypic features of maize plants in the field. By comparing LiDAR data
from multiple UAV flight heights, the optimal flight altitude for different tasks can be
determined. A quantitative comparison of the point cloud density at different flight heights
is presented in Figure 16. The point density is obviously low and not suitable for accurate
crop monitoring when the UAV flight height is higher than 35 m. The point density varies
slightly between 15 m and 30 m, with all greater than 2000 pts/m2, which can be used for
individual maize plant location and height estimation. When the flight height is less than
15 m, the point density is high and suitable for estimating maize plant structure parameters.
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In summary, the experimental results have shown that the UAV remote sensing
platform could be used to monitor the height of individual maize plants during the entire
growth sta. In particular, the experiment plot used in this study was planted at a dense
density, which perfectly demonstrates the performance of our algorithm. The accuracy
of acquired LiDAR data is important so that well-controlled data acquisition and a stable
flight altitude contribute to the final performance.

5. Conclusions

In this study, the heights of maize plants were estimated in three stages. Firstly, the
maize seed point set was extracted using orthophoto generated from UAV-borne RGB
images at the seedling stage. Secondly, maize population point clouds were segmented
based on the seed point set. Finally, the difference between the maximum elevation of the
individual point cloud and the average elevation value of the bare digital terrain model
(DTM) was computed for individual plant height estimation. A comparative analysis of
the plant height estimation results for three typical growth stages in the same plot led to
the following conclusions.

(1) UAV-borne LiDAR point cloud can generate a complete and accurate DTM in a maize
field at a relatively early stage of maize growth. Then, the DTM can be effectively used
for bare ground estimation and individual maize plant height estimation to avoid the
occlusion problem as maize plants grow.

(2) UAV-borne RGB images of the maize planting area can be captured within 15–20 days
after sowing and used to generate a digital orthophoto map. Based on the orthophoto,
the proposed algorithm can identify individual maize seedlings with no less than
three leaves and locate their positions with an accuracy of 100%.

(3) The individual maize plant height can be monitored by the UAV remote sensing
platform mounted with a LiDAR system and an RGB camera during the entire growth
period. At the different typical growth stages, the height estimation approach for
two cultivars produced the highest accuracy with R2 greater than 0.95, the mean
RMSE of 3.63 cm, and the mean MAPE of 1.88%.

The proposed algorithm for maize seedling location and individual maize plant height
estimation provides an automated approach for monitoring maize growth using UAV-
borne LiDAR and RGB images. The results have shown that the proposed approach has
achieved reasonably high accuracy. It can be used to estimate a variety of crop growth
parameters, providing a reference for scientific management and yield estimation. In
the early growth stages, the seedling survival rate can be automatically detected. In the
later stages of maize growth, yield estimation can be done by monitoring maize structure
phenotypic parameters.

Crop field monitoring that utilizes UAV remote sensing data has great advantages
because of its high efficiency. However, its performance is limited by the current data,
which while it gives a good indication of the plant canopy structure, it does not allow
complete recovery of the maize plants’ three-dimensional structure. Future work will
attempt to improve the quality of the LiDAR point cloud by optimizing route settings to
extract the number of leaves, leaf area index, and other maize growth characteristics.
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UAV unmanned aerial vehicle
LiDAR Light detection and ranging
TSL terrestrial LiDAR
FCM fuzzy C-means
DTM digital terrain model
CHM canopy height model
GCP ground control point
GSD ground sampling distance
CSF cloth simulation filtering
IDW Inverse Distance Weighted
RMSE root mean square error
MAPE mean absolute percentage error
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