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Abstract

Data assimilation (DA) is a technique used to estimate the state of a dynamical system.
In DA, a prior estimate (background state) is combined with observations to estimate the
initial state of a dynamical system over a given time-window. This estimate is known as the
‘analysis’ in DA. In variational data assimilation (VarDA), the DA problem is formulated
as a nonlinear least-squares problem, usually solved using a variant of the classical Gauss-
Newton (GN) optimisation method known as the incremental method. In the incremental
method, the iterative minimisation of the nonlinear objective function and the linearised
subproblem are referred to as the ‘outer loop’ and the ‘inner loop’ respectively.

Within this thesis, we show how the convergence of GN can be improved through the use of
safeguards that, unlike GN, guarantee convergence to the analysis from an arbitrary back-
ground state, while considering the limited time and cost available in DA. In particular, we
consider GN equipped with line search (LS) and GN equipped with quadratic regularisation
(REG), both of which achieve global convergence by guaranteeing a reduction in the VarDA
objective function at each outer loop iteration. We prove global convergence of LS and REG
and use idealised numerical experiments to show that these methods are able to improve the
current estimate of the DA analysis even if the initial estimate of the solution is poor and
a long assimilation time-window is used to include more observations. Furthermore, when
GN performs poorly, a suitable choice of the initial regularisation parameter is critical in
enhancing the performance of the REG method. We study the interaction between the REG
parameter and the VarDA inner loop problem and use numerical experiments to show that
choosing the initial REG parameter according to components of the VarDA problem results
in REG locating a more accurate DA analysis than that obtained by GN, LS or the standard
REG method.

Various simplifications are made to solve the variational problem within the time and com-
putational cost available in practice. One of these simplifications is the use of a reduced
resolution spatial grid for use within the inner loop. It is known that the accuracy with
which the inner loop is solved affects the convergence of the outer loop. The condition num-
ber of the Hessian is a measure of the sensitivity of the solution of the inner loop problem to
perturbations and also influences the speed of convergence of the VarDA inner loop minimi-
sations. We derive an upper bound on the condition number of the preconditioned VarDA
Hessian that accounts for different inner loop resolutions of the incremental method. This
bound provides a theoretical insight into how the level of resolution interacts with various
components of the incremental method to influence its convergence.
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Chapter 1

Introduction

Data assimilation (DA) is a technique used to estimate the state of a dynamical system. In
DA, a prior estimate of the state from a previous forecast, known as the background state,
is combined with observations using an optimisation method to obtain an estimate of the
evolving state of the system. The state at the starting time, or the ‘initial state’ is often
referred to as the initial conditions of a system. There are two commonly used approaches
to DA; sequential and variational [95]. Within our research, we focus on the variational ap-
proach, which is adopted by many weather forecasting centres such as ECMWF [63, 80, 105]
and the Met Office [109], where the DA problem is formulated as a least-squares problem
and solved using numerical optimisation methods.

In Numerical Weather Prediction (NWP), four-dimensional variational data assimilation
(4D-Var) is used to estimate the initial conditions for a weather forecast [68]. The 4D-Var
scheme is able to incorporate information from a prior forecast along with observations over
both temporal and spatial domains in the form of a nonlinear least-squares objective func-
tion, which is then minimised using an iterative method. Three-dimensional variational data
assimilation (3D-Var) only makes use of observations at the start of the assimilation time-
window and was first implemented operationally by ECMWF from 1996 until 1997 when
it was replaced by 4D-Var [105]. From a Bayesian point of view, minimising the 4D-Var
objective function is equivalent to maximising the posterior probability to obtain the maxi-
mum a posteriori estimate [95]. Within our work, we focus on the strong-constraint 4D-Var
problem where we assume the numerical model of the system perfectly represents the true
dynamics of the system, or the model errors are small enough to be neglected. This formula-
tion has been commonly used operationally in many meteorological centres [103], including
the Meteorological Service of Canada [43], ECMWF [63, 80, 105] and the Met Office [109].
It is important to note that the DA problem is built on a Bayesian framework and so is
not specific to numerical weather prediction (NWP). In fact, the technique(s) developed to
solve such problems are popularly implemented in other applications such as oceanography
[132, 128].

In practice, the variational data assimilation (VarDA) problem is a nonlinear least-squares
problem, which can be viewed as a large-scale unconstrained optimisation problem [68]. The
variational problem is solved as a sequence of linear least-squares problems using an incre-
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mental method, which has been shown to be equivalent to the Gauss-Newton (GN) method
under certain conditions [65]. In the incremental method, the minimisation of the nonlinear
objective function and the linearised subproblem are referred to as the ‘outer loop’ and the
‘inner loop’ respectively. It is known that the accuracy with which the inner loop is solved
affects the convergence of the outer loop [64, 65]. Within our work, we assume that either
the original or approximate inner loop problem is solved and use a variable transformation
commonly used in operational VarDA to precondition the variational problem.

The quality of the estimate and the subsequent forecast depends on how accurately the
variational problem is solved within the time and computational cost available. The desire
to improve the current methods and develop new methods for this class of problems is what
drives the work in this thesis. In the following section, we detail the motivations behind our
work.

1.1 Motivation

The GN method used in practice does not require the use of high order second derivatives,
thus alleviating the issue of calculating and storing them. A drawback of the GN method
is that it does not guarantee convergence to an estimate of the initial conditions given poor
initialisation (a poor choice of initial guess) for the minimisation [33]. In NWP, the initial
guess for the minimisation is generally chosen to be the predicted initial state from a previ-
ous forecast, known as the background state. However, for some applications of VarDA, this
choice may not be a good enough estimate of the true initial state. Therefore, GN may fail
to converge. Furthermore, the use of long assimilation time-windows (in the order of days)
has recently become of interest in global NWP as it enables the use of more observations,
improving the quality of the estimate of the initial state of the system, known as the ‘anal-
ysis’ in DA [69]. However, when the NWP system is sensitive to small changes in the initial
conditions, the errors in the initial conditions are amplified over time through the use of the
model, and more so when a long assimilation time-window is used. This is the motivation
behind the investigation of alternative numerical optimisation methods such as those that
use safeguards to guarantee convergence from an arbitrary starting point. The use of such
methods could enable us to obtain an improvement on the estimate of the initial conditions
within the limited time and computational cost available.

Another aspect of solving the DA problem that is important to consider is the effect of the
simplifications made in operational implementations of VarDA on accuracy of the estimate
of the initial conditions. Both the efficiency and accuracy of the numerical methods used
to solve the DA problem is important in operational centres in order for the systems to be
scalable and to keep computational time within a reasonable limit. Simplifications are made
within the inner loop to reduce the computational cost in DA systems and to solve the DA
problem in real time, so that the forecast is generated in a time when it is still useful. One
such simplification is the use of a reduced resolution inner loop. This is where the inner loop
is run at a lower spatial resolution than the nonlinear model used to calculate the innovation
vectors (the mismatch between the observations and the model prediction). This simplifica-
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tion is widely used in meteorological centres including ECMWF [63, 80, 105] and the Met
Office [109]. However, its effect on the convergence of the incremental method has yet to be
understood theoretically.

In the following section, we outline the research questions addressed in this thesis.

1.2 Aims and Contributions

The main aim of this thesis is to perform a convergence study on nonlinear least-squares
optimisation methods for the variational problem. We aim to provide greater mathematical
insight into operational implementations of variational data assimilation, as well as to in-
vestigate the convergence properties of alternative techniques used to solve the variational
problem. This is achieved by developing theory on the effect of the use of reduced resolution
inner loops on the outer loop iterates as well as conducting rigorous numerical experiments in
a comparative study using the classical GN, GN with line search (LS) and GN with quadratic
regularisation (REG) methods. The latter two of which are referred to as ‘globally conver-
gent’ methods as, unlike GN, they guarantee convergence from an arbitrary background state
vector. In both the globally convergent methods and reduced resolution inner loop chapters,
we focus on the convergence of the VarDA outer loop.

The two main research questions we aim to answer within this thesis, along with their sub-
questions, are given as follows.

RQ1. Is the use of globally convergent strategies within GN beneficial in varia-
tional data assimilation?
We compare the performance of three optimisation methods that may be used to solve
the variational problem; GN, LS and REG, when applied to both the 3D-Var and
4D-Var problems where we account for the computational limits that exist in practical
implementations and consider different practical scenarios, such as the use of correlated
background error and a long assimilation time-window.

(a) How can the GN method benefit from the use of globally convergent
strategies?
Unlike with GN, the globally convergent methods use safeguards to guarantee
convergence to the analysis from an arbitrary background state vector by ensur-
ing monotonic/strict and sufficient decrease of the error in the objective function.
We outline and prove the theorems of global convergence for the specific globally
convergent methods used within our work (LS and REG) and discuss how the
assumptions for the convergence of the globally convergent methods relate to DA.

(b) How do the globally convergent method parameters interact with the
variational problem?
We study how the parameters interact with the DA Hessian and show numer-
ically how this affects convergence. We identify the cases where LS and REG
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outperform GN using the 3D-Var problem. Focusing on the REG method, we
research alternative choices of the initial REG parameter that we show improve
convergence of the REG method.

(c) How do GN, LS and REG behave if the initial guess of the minimisation
(the background) is highly inaccurate compared to the observations?
We show the effect that poor background information has on the quality of the
estimate obtained for each of the three methods we consider. We find that in
the case where the background information is highly inaccurate compared to the
observations, the convergence of all three methods is improved when more obser-
vations are included along the time-window.

(d) In what situations are the globally convergent methods a better option
then GN in the presence of a long assimilation time-window?
Within the long time-window 4D-Var framework, we use two test models to show
that when there is more uncertainty in the background information compared to
the observations, the GN method may diverge, yet LS and REG, are able to
improve the estimate of the analysis and solve more problems than GN in the
limited cost available.

RQ2. What is the effect of using a reduced resolution inner loop on the conver-
gence of the incremental method?
We analyse the structure of the resolution matrices used to map between the outer
loop and inner loop resolutions and how they interact with the components of the in-
cremental method. We then derive a theoretical bound on the condition number of the
preconditioned 3D-Var Hessian that accounts for the inner loop resolution. To under-
stand the effect of using a reduced resolution inner loop on the accuracy of the analysis,
we use error profiles for the numerical values and apply theory from the discrete Fourier
transform (DFT) to understand the implications of using reduced resolution inner loops
on the resolution of wavenumbers in the analysis.

(a) How does the level of resolution reduction affect the convergence of
the incremental method?
We show how various components of the incremental scheme depend on the dif-
ference between the inner and outer loop resolution using an expression we derive
for the norm of the linear and cubic interpolation extension matrices used to map
to the outer loop (full) resolution.

(b) What is the effect of using a linear and cubic interpolation matrix as
the extension operator on the different components of the incremental
method?
We show that we can exploit the structure of the interpolation matrices in order
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to bound various quantities in the incremental method. We prove that the 2-
norm of the linear and cubic interpolation matrices are equal to the square root
of the inverse of the difference between the inner and outer loop resolutions and
discuss how this result applies to higher orders of interpolation. These results
can then be used to bound various quantities of the incremental method.

(c) What effect does the use of reduced resolution operators have on the
accuracy to which we could be able to solve the inner loop problem in
practice?
We derive a bound in terms of the difference between the inner and outer loop
resolution to understand the impact the use of the reduced resolution compo-
nents has on the conditioning of the inner loop problem and thus, the rate of
convergence of the iterative method used to solve it in practice. We conduct a
series of numerical experiments where we use the incremental method to solve
the 3D-Var problem and identify cases where the bound on the condition number
performs well.

(d) How does the reduced resolution algorithmic output compare to the
full resolution algorithmic output?
We use assimilation experiments to compare the analysis error generated by the
incremental method using different inner loop resolutions. We consider the use of
both linear and nonlinear observation operators as well as correlated background
error covariance matrices, as in practice, and produce error profiles to represent
our results and discuss our findings in relation to our theoretical bounds.

(e) How does the use of restriction/extension matrices affect the conver-
gence of the wavenumbers in the analysis?
We use the power spectra of the DFT of the 3D-Var analysis to understand how
accurately the non-zero wavenumbers of the true solution of the variational prob-
lem can be resolved. We generate error profiles for the error in the amplitudes of
the non-zero wavenumbers for different resolution choices and discuss our findings
in relation to our theoretical results from earlier in the chapter.

In the following section, we outline the structure of this thesis.

1.3 Overview of Thesis

This thesis is organised as follows. In Chapter 2 we begin by introducing some key def-
initions and theorems used throughout this thesis. We then outline the 4D-Var problem,
noting that the 3D-Var equations can be derived from the 4D-Var equations, along with the
framework for the incremental method with a reduced resolution inner loop. We introduce
the preconditioned formulation using the square-root of the background error covariance
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matrix; a preconditioner commonly used in practice for the VarDA inner loop, and outline
the numerical models used in the 4D-Var experimental work of this thesis. In Chapter 3,
we outline some basic optimisation theory along with a literature review of the optimisation
methods used to solve the VarDA outer loop problem. We also conduct a literature review
of globally convergent optimisation strategies for least-squares optimisation, specifying the
strategies we choose to equip GN with, namely, LS and REG.

Research questions RQ1(a) and RQ1(b) are addressed in Chapter 4. We derive the global
convergence proofs and discuss the assumptions in the DA context. We then apply the GN
method along with the two globally convergent methods to general least-squares and 3D-Var
problems. We analyse how the globally convergent optimisation strategies interact with var-
ious components of the 3D-Var problem. We outline ways to improve the REG method by
choosing the initial regularisation parameter according to the background error covariance
matrix. We also partially address research question RQ1(c) using the 3D-Var problem by
initialising the minimisation methods with an increasingly noisier background state vector
and discussing the results.

Research questions RQ1(c) and RQ1(d) are addressed in Chapter 5. Here, we extend the
use of GN, LS and REG to 4D-Var problems where a numerical model is used. We first
include a draft paper with our main research findings when applying the three methods to
the 4D-Var problem. Within this paper, we vary various components in the 4D-Var problem
and discuss both the theoretical and experimental effects on the convergence of the three
methods. At the end of this chapter, we include some of our findings that were omitted from
the paper where correlated background errors are considered. We then redirect our focus to
the second main aim of this thesis.

Research questions RQ2(a)-RQ2(e) are addressed in Chapter 6. We outline the grid-point
framework and the restriction and extension operators. We derive theoretical bounds on
various components of the incremental algorithm when using different resolutions and exten-
sion operators. We conduct numerical experiments using the incremental 3D-Var method to
gain an insight into how our theoretical findings work in practice. We use the DFT theory in
our 3D-Var numerical experiments to analyse the impact the use of various levels of reduced
resolution inner loops has on which wavenumbers are resolved in the reduced resolution
framework. Finally, we conclude this thesis in Chapter 7, reflecting on our research findings
and suggesting directions for future research.
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Chapter 2

Variational Data Assimilation

Variational Data Assimilation (VarDA) problems can be formulated as optimal control prob-
lems, see [68, 71]. Within our work, we focus on the least-squares formulation of the varia-
tional problem where information from a prior forecast is incorporated with observations in
the form of a nonlinear least-squares objective function, which is then minimised using an
iterative method to obtain an estimate of the true solution. In a Bayesian framework, this
is equivalent to maximising the posterior probability to obtain the maximum a posteriori
estimate of the true solution [95].

In Section 2.1, we introduce some key mathematical notation, theorems and definitions used
within this thesis. In Section 2.2, we outline the least-squares formulation of two commonly
used variational data assimilation schemes, three-dimensional variational data assimilation
(3D-Var), where all observations are assumed to be taken at the beginning of the time-
window and four-dimensional variational data assimilation (4D-Var), where observations
can be taken over a period of time. In Section 2.3, we outline how the variational problem
is preconditioned using a variable transformation. In Section 2.4, we outline two numerical
models used for our 4D-Var experimental work. Finally, we conclude this chapter in Section
2.5.

2.1 Mathematical preliminaries

In the following section, we outline some key definitions on vector norms, matrix properties
and matrix structures used throughout this thesis.

2.1.1 Vector and matrix norms, properties and structures

The eigenvalues and eigenvectors of a matrix are defined in the following.

Definition 2.1.1 (Eigenvalues and eigenvectors of a matrix (see Definition 2.11 of [36])).
Let A ∈ Rn×n. A scalar λ ∈ C is called an eigenvalue of A if it satisfies

Av = λv, (2.1)

where the solution v ∈ C\{0} is the corresponding eigenvector of A.
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Within our work, the set of all eigenvalues of a matrix A ∈ Rn×n is denoted by {λi}, where
i = 1, 2, . . . , n and

λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A). (2.2)

For simplicity, we denote the maximum eigenvalue of the matrix A by

λmax(A) = λ1(A) (2.3)

and the minimum eigenvalue by
λmin(A) = λn(A). (2.4)

If at least one of λi is zero, the matrix A is singular and its inverse does not exist, otherwise,
the matrix A is nonsingular [96].

If a square matrix A ∈ Rn×n is symmetric, λi ∈ R, for all i [96], otherwise, if A is nonsym-
metric, its eigenvalues may be complex. Many of the matrices that we use within this thesis
are classed as symmetric positive definite matrices, as defined in the following.

Definition 2.1.2 (Positive definite matrix). A symmetric matrix A ∈ Rn×n is said to be
positive definite matrix if and only if all of its eigenvalues are positive.

Some of the matrices we use are classed as positive semidefinite matrices, defined in the
following.

Definition 2.1.3 (Positive semidefinite matrix). A symmetric matrix A ∈ Rn×n is said to
be a positive semidefinite matrix if and only if all of its eigenvalues are non-negative.

We next outline the vector and matrix norms and their properties that are used heavily
within our computations. We first define the 2-norm of a vector in the following.

Definition 2.1.4 (2-norm of a vector (see [36] Definition 2.8)). The 2-norm of a vector
x ∈ Rn is given by

‖x‖2 =

{
n∑
i=1

|xi|2
}1/2

=
√

xTx. (2.5)

Note that the 2-norm of a vector is also referred to as the Euclidean norm.

An important property of vector norms is the triangle inequality, defined in the following.

Definition 2.1.5 (The triangle inequality (see [47] Section 2.2.1)). Let x,y ∈ Rn. The
triangle inequality is given by

‖x + y‖ ≤ ‖x‖+ ‖y‖. (2.6)

Here, the equality holds if and only if one of the vectors x and y is a non-negative scalar
multiple of the other [96].

The Cauchy-Schwarz inequality is an important property of the 2-norm and is outlined in
the following.
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Theorem 2.1.1 (Cauchy-Schwarz inequality (see [47] Section 2.2.2)). Let x,y ∈ Rn. The
Cauchy-Schwarz inequality is given by

|xTy| ≤ ‖x‖2‖y‖2. (2.7)

Proof. See [47] Section 2.2.2.

As with the vector norm, within our work we are concerned with the 2-norm of a matrix
defined in the following.

Definition 2.1.6 (2-norm of a matrix (see [47] Section 2.3.1)). The 2-norm of a matrix
A ∈ Rm×n is given by

‖A‖2 = sup
x 6=0

‖Ax‖2
‖x‖2

, (2.8)

where x ∈ Rn.

For symmetric positive definite matrices, the 2-norm of a matrix, and its inverse can be
calculated as in the following definition.

Theorem 2.1.2 (Symmetric positive definite matrices and the 2-norm (see [36] Theorem
2.9)). Let A ∈ Rn×n be a symmetric positive definite matrix with eigenvalues λi ∈ R, where
i = 1, . . . , n. We have,

‖A‖2 = λmax(A) (2.9)

and

‖A−1‖2 =
1

λmin(A)
. (2.10)

Proof. See [36] Theorem 2.9.

All matrix norms satisfy the following inequality.

Definition 2.1.7 (Matrix norm property (see [47] Section 2.3.1)). Let A,B ∈ Rm×n. By
definition, a matrix norm satisfies the following inequality

‖A + B‖ ≤ ‖A‖+ ‖B‖. (2.11)

The 2-norm is classed as a submultiplicative norm, that is, it satisfies the submultiplicative
property defined as follows.

Theorem 2.1.3 (Submultiplicative property of the 2-norm (see [36] Theorem 2.10)). Let
A ∈ Rm×n and B ∈ Rn×q. Then the following property, known as the submultiplicative
property, holds

‖AB‖2 ≤ ‖A‖2‖B‖2. (2.12)

Proof. See [36] Theorem 2.10.

The spectral radius of a matrix is used in the convergence theorems of the optimisation
methods in our work. If A is a square matrix, the spectral radius of a matrix is simply the
largest absolute eigenvalue of the matrix A, as defined in the following.
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Definition 2.1.8 (Spectral radius of a matrix (see [98] section 2.2)). Let A ∈ Rn×n with
eigenvalues λi ∈ R, where i = 1, . . . , n, then the spectral radius of A is given by

ρ(A) = max |λi|. (2.13)

The condition number of a matrix A ∈ Rn×n allows us to understand how sensitive the
solution x ∈ Rn of linear problem Ax = b, where b ∈ Rn is the data, would be to small
perturbations in b. A problem with a low condition number signifies that small perturbations
in b results in small changes in the solution. In this case, the problem is said to be well-
conditioned. An ill-conditioned problem is one where small perturbations in b results in
large changes in the solution. The condition number of a matrix is defined in the following.

Definition 2.1.9 (Condition number of a matrix (see [36] Definition 2.12)). Let A be a
nonsingular matrix, then the condition number of A, in any norm, is given by

κ(A) = ‖A‖‖A−1‖. (2.14)

More specifically, the condition number of a symmetric, positive semidefinite matrix in the
2-norm can be expressed as in the following theorem.

Theorem 2.1.4 (Condition number of a symmetric, positive semidefinite matrix (see [47]
Section 2.7.2)). If A ∈ Rn×n is a symmetric, positive semidefinite matrix, then the condition
number in the 2-norm can be expressed as the ratio of the largest and smallest eigenvalues
and is given by

κ(A) = ‖A‖2‖A−1‖2 ≡
λmax(A)

λmin(A)
. (2.15)

If A is singular then κ(A) is infinite.

Proof. See [47] Section 2.7.2.

In the case where A is singular, its inverse does not exist. However, every matrix has
a generalised (or pseudo) inverse. A common choice of generalised inverse is the Moore-
Penrose pseudoinverse, which was independently discovered by [88] in 1920, [12] in 1951 and
[100] in 1955, and is defined as follows.

Definition 2.1.10 (Moore-Penrose conditions (See [47] Section 5.5.4)). A matrix A+ ∈ Rn×r

is said to be a pseudoinverse of A ∈ Rr×n if it satisfies the following conditions

• AA+A = A

• A+AA+ = A+

• (AA+)T = AA+

• (A+A)T = A+A

Provided that the matrix A ∈ Rr×n is full rank, i.e. rank(A) = min(r, n), the Moore-Penrose
pseudoinverse of A, A+ ∈ Rn×r can be calculated as in the following.
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A+ =

{
AT (AAT )−1, if r < n (right inverse)

(ATA)−1AT , if r > n (left inverse).
(2.16)

Some of the matrices used within our work have special properties arising from their circulant
structure. We define a circulant matrix in the following.

Definition 2.1.11 (Circulant matrices (see [31]). A circulant matrix C ∈ Rr×r is of the
form

C =


c0 c1 . . . cr−2 cr−1
cr−1 c0 c1 cr−2

... cr−1 c0
. . .

...

c2
. . . . . . c1

c1 c2 . . . cr−1 c0

 (2.17)

The eigenvalues of a circulant matrix can be expressed as in the following theorem.

Theorem 2.1.5 (Eigenvalues of a circulant matrix (see [53] Section 3.1)). Let C ∈ Rr×r be
a circulant matrix. Then the eigenvalues of C are given by

λCκ =
r−1∑
j=0

cjω
κj, (2.18)

with eigenvectors

vCκ =
1√
r

(1, ωκ, . . . , ωκ(r−1)), (2.19)

where ω = e−2πi/r and κ = 0, 1, . . . , r − 1 is the wavenumber.

Proof. See [53] Section 3.1.

Note that in Theorem 2.1.5, the eigenvalues of C are ordered according to the wavenumbers.
The circulant matrices we are concerned with are symmetric. The eigenvalues of symmetric
circulant matrices are real-valued, some of which are repeated as outlined in the following
[97].

Corollary 2.1.6 (Eigenvalues of symmetric circulant matrices (see [97] Corollary 17)). If
C ∈ Rr×r is symmetric circulant, then (2.18) reduces to

λCκ =

{
c0 + 2

∑(r−2)/2
j=1 cjω

κj + (−1)κcr/2 r even

c0 + 2
∑(r−1)/2

j=1 cjω
κj r odd

, (2.20)

where ω = e−2πi/r and κ = 0, 1, . . . , r − 1 is the wavenumber.

Proof. See [97] Corollary 17.

Corollary 2.1.6 implies that for a symmetric circulant matrix C ∈ Rr×r, λC0 is distinct,
λi = λCr−i for i = 1, 2, . . . , r−1 are repeated pairs and if r is even, λCr/2 is also distinct. In the
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case that C ∈ Rr×r is a positive symmetric circulant matrix, its eigenvalues decrease as the
wavenumber increases until the minimum at κ = r/2 if r is even and κ = (r−1)/2 if r is odd
[53]. Therefore, the maximum eigenvalue can be calculated explicitly using the following,

λC0 =
r−1∑
j=0

cj. (2.21)

Equation (2.21) is simply the row/column sum of a non-negative circulant matrix.

We refer the reader to Chapter 3 of [31] for more details on the properties of circulant
matrices, including the proofs that

• the sum of two circulant matrices is circulant,

• the product of two circulant matrices is circulant,

• the transpose of a circulant matrix is circulant,

• the inverse of a circulant matrix is circulant,

all of which are relevant to our work.

The variational problem can be written in form of a least-squares problem and solved using
nonlinear optimisation methods, outlined later in Chapter 3. In the following section, we
outline the theory of least-squares problems.

2.1.2 Least-Squares problems

We begin by outlining some key definitions of a function f : Rn → Rm.

A common type of differentiability of a function is known as Frechét differentiability and is
defined as follows.

Definition 2.1.12 (A Frechét differentiable function (see [96] Appendix A)). A function
f : Rn → R is said to be Frechét differentiable at x ∈ Rn if there exists a vector g ∈ Rn such
that

lim
y→0

f(x + y)− f(x)− gTx

‖y‖
= 0, (2.22)

where y ∈ Rn.

If g exists, it is known as the gradient of f at x, denoted by f ′. We first define a continuous
differentiable function, followed by the definitions of the gradient and Hessian of f .

Definition 2.1.13 (A continuously differentiable function). A function f : Rn → R is said
to be continuously differentiable and is denoted by f ∈ C1(Rn) if its derivative f ′ exists and is
continuous. We say that f is twice continuously differentiable and is denoted by f ∈ C2(Rn)
if its second derivative f ′′ exists and is continuous.
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Definition 2.1.14 (The gradient and Hessian of a function of several variables (see [96]
Appendix A)). Let f : Rn → R be a differentiable function. Then the gradient of f at x is
given by

∇f(x) =


∂f
∂x1
∂f
∂x2
...
∂f
∂xn

 (2.23)

and the matrix of second partial derivative of f , known as the Hessian, is given by

∇2f(x) =


∂2f
∂x21

∂2f
∂x1x2

. . . ∂2f
∂x1xn

∂2f
∂x2x1

∂2f
∂x22

. . . ∂2f
∂x2xn

...
...

...
∂2f
∂xnx1

∂2f
∂xnx2

. . . ∂2f
∂x2n

 (2.24)

The Lipschitz continuity property is used in the convergence proofs later in our work and
compares the difference between changes in the function value against changes in the depen-
dent variable. We define Lipschitz continuity of a function in the following.

Definition 2.1.15 (Lipschitz continuous function (see [96] A.42)). Let f be a function where
f : Rn → Rm for general n and m. The function f is said to be Lipschitz continuous on
some set N ⊂ Rn if there exists a constant L > 0 such that,

‖f(x)− f(y)‖ ≤ L‖x− y‖, ∀x,y ∈ N . (2.25)

The following lemma states that a Lipschitz continuous gradient of a function implies that
its Hessian is bounded above.

Lemma 2.1.7 (Lipschitz continuity implies bounded Hessian (see [92] Lemma 1.2.2)). Let
f be a function where f : Rn → Rm for general n and m and f ∈ C2(Rn), then its gradient
∇f is Lipschitz continuous on Rn with Lipschitz constant L > 0 such that,

‖∇f(y)−∇f(x)‖ ≤ L‖y − x‖, ∀x,y ∈ Rn, (2.26)

if and only if its Hessian ∇2f(x) is uniformly bounded above on Rn, that is,

‖∇2f(x)‖ ≤ L, ∀x ∈ Rn. (2.27)

Proof. See [92] Lemma 1.2.2.

In a least-squares problem, the function f : Rn → R has a special form, as defined in the
following.

Definition 2.1.16 (A least squares function (see [96] Chapter 10)). Let x ∈ Rn and r :
Rn → Rm. A nonlinear least-squares (NLLS) function is of the following form,

f(x) =
1

2
‖r(x)‖22, (2.28)

where r(x) = [r1(x), ..., rm(x)]T and each rj : Rn → R, for j = 1, 2, . . . ,m, is referred to as
a residual.
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The gradient and Hessian of f can also be represented using r(x) and its derivatives. The
matrix of partial derivatives of residual vector r(x), known as the Jacobian, is defined as
follows.

Definition 2.1.17 (The Jacobian matrix (see [96] Chapter 10)). Let x ∈ Rn, where x =
[x1, . . . , xn]T . Furthermore, let r : Rn → Rm, where r = [r1(x), . . . , rm(x)]T . The Jacobian
matrix of partial derivatives of the residual vector r(x) is given by,

J(x) =


∂r1
∂x1

. . . ∂r1
∂xn

...
. . .

...
∂rm
∂x1

. . . ∂rm
∂xn

 . (2.29)

The gradient of f in (2.28) is defined as follows.

Definition 2.1.18 (The gradient of a least-squares function). Let x ∈ Rn and f : Rn → R
be a least-squares function of the form (2.28), then the first derivative of f is given by

∇f(x) =
m∑
j=1

rj(x)T∇rj(x) = J(x)T r(x), (2.30)

where r(x) is the residual vector and J(x) is its Jacobian matrix.

The Hessian of f in (2.28) is defined as follows.

Definition 2.1.19. Let x ∈ Rn and f ∈ C2 be a least-squares function of the form (2.28),
then the second derivative of f is given by

∇2f(x) = J(x)TJ(x) + Q(x), (2.31)

where J(x) is the Jacobian matrix of the residual vector r(x) and Q(x) denote the higher-
order terms given by

Q(x) =
m∑
j=1

rj∇2rj. (2.32)

In optimisation, we seek to find an x that minimises the least-squares function (2.28), often
referred to as the objective function or cost function, by solving the least-squares problem

min
x
f(x) =

1

2
‖r(x)‖22, (2.33)

A least-squares problem is said to be nonlinear if the residual terms rj are nonlinear func-
tions of the variables x.

Within our work, we solve VarDA problems of the form (2.33) using nonlinear optimisation
algorithms, outlined later in Chapter 3, where x is defined using points on a discrete spatial
grid. The output from these algorithms can be analysed in grid-point space, or transformed
to spectral space, which instead models the variables using a series of waves. In the following
section, we outline the Discrete Fourier transform used in Chapter 6 to transform from grid-
point to spectral space.
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2.1.3 Discrete Fourier transform

The Discrete Fourier transform is based on the Fourier transform except the indefinite inte-
gral is replaced by a finite sum, making the DFT computationally more relevant for finite
samples [117], such as the quantities in DA. From a linear algebra standpoint, the DFT can
be seen as a change of basis from the standard basis to the discrete Fourier basis.

Over a series of discrete, equally spaced points, sine, cosine and imaginary functions have
the orthogonality property. We first define the Euclidean inner product.

Definition 2.1.20 (Euclidean inner product). Let x,y ∈ Cn. The Euclidean inner product
is given by

〈x,y〉 =
n∑
i=1

xiy
∗
i , (2.34)

where y∗i denotes the complex conjugate of yi.

We use (2.34) in the following lemma for the orthogonality condition.

Lemma 2.1.8 (Orthogonality condition (see [120] Chapter 2)). Let m, l = 0, 1, . . . , n − 1.

The inner product of ei
2π
n
jm and ei

2π
n
jl is given by

n−1∑
j=0

ei
2π
n
j(m−l) =

{
n, for m = l

0, for m 6= l.
(2.35)

This property allows us to define the 1-dimensional DFT of a function of discrete, equally
spaced points, as follows.

Definition 2.1.21 (Discrete Fourier transform (see [1] Section 20.6)). Let f be a function
of discrete complex values defined only at the set of n equally spaced points on the interval
[0, 2π] given by

µj =
2π

n
j, (2.36)

where j = 0, 1, . . . , n. The discrete Fourier transform of fj, where fj = f(µj) is given by

DFTn(fj) = Fκ =
n−1∑
j=0

fje
−iµjκ (2.37)

where κ = 0, 1, . . . , n− 1 is the wavenumber.

The subscript of DFTn in Definition 2.1.21 is used to highlight the number of grid points.
This is important within our work as we will often be considering the DFT of reduced grids.
We assume that DFT = DFTn unless explicitly stated otherwise. In Chapter 6, we outline
our chosen scaling factor for (2.37) which comes from our desire to analyse wave amplitudes.

We can represent the DFT as a linear transformation matrix. Let F = [F0,F1, . . . ,Fn−1]T
and f = [f0, f1, . . . , fn−1]

T . Then the DFT matrix is given by
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W = (eiµjκ)j,κ=0,1,...,n−1, (2.38)

where W ∈ Rn×n. The matrix transformation is given by

F = Wf . (2.39)

When the DFT input is real, the complex conjugate of the κth DFT output is equal to the
n− κth DFT output, see [79] Section 3.2. Thus, for a real DFT input sequence, we have

Fn−κ = F∗κ (2.40)

where F∗κ is the complex conjugate of Fκ. Therefore, we only need to calculate the first
n/2 + 1 values of Fκ as the remaining terms do not provide any additional information. In
DA, the quantities we consider are real numbers. Therefore, the symmetry property of the
DFT (2.40) will hold.

The DFT of a function fj can be written in terms of its real parts Re(Fκ) and its imaginary
parts Im(Fκ) as follows,

Fκ = Re(Fκ) + iIm(Fκ). (2.41)

For a real DFT input fj, as in our application, we have

Re(Fκ) =
n−1∑
j=0

fj cos(µjκ)

Im(Fκ) =
n−1∑
j=0

fj sin(µjκ).

(2.42)

We recall that a discrete function fj with j = 0, 1, . . . , n − 1 is said to be even if fj = f−j
and odd if f−j = −fj. If fj are discrete points from an even function, then,

Fκ = Re(Fκ). (2.43)

If fj are discrete points from an odd function, then,

Fκ = Im(Fκ). (2.44)

A special case occurs for wavenumber κ = 0, whereby

F0 =
n−1∑
j=0

fj. (2.45)

That is, the DFT coefficient corresponding to wavenumber 0 is the sum of the DFT input.

The following reciprocity relation relates the spatial and frequency grid domains,

AΩ = n, (2.46)
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where A = n∆x is the size of the spatial domain with spatial grid length ∆x and Ω = n∆ω
is the size of the frequency domain with frequency grid length ∆ω. Equation (2.46) shows
that the lengths of the spatial and frequency domains vary inversely with each other [18].

The largest wave that can be represented within the interval [0, A] has a period of A units
and a frequency of 1/A periods per unit length [18]. This is the lowest frequency associated
with this interval. The following reciprocity relation relates the spatial and frequency grid
lengths,

∆x∆ω = 1/n. (2.47)

Therefore, by increasing the spatial grid length ∆x, we are decreasing the number of fre-
quencies that can be represented using the corresponding frequency grid.

Explained in detail in Section 5 of [111] and Appendix H of [30], aliasing is the phenomenon
that occurs when high frequency (small-scale) waves are misinterpreted (aliased) as lower
frequency (large-scale) waves. Such a phenomenon may occur when there are not enough
grid-points to represent the structure of a wave. This phenomenon may occur in VarDA as
the number of grid-points used to represent the variational problem is restricted so as to be
able to solve the problem in the limited time and computational cost available.

Aliasing is illustrated in the following example, similar to that in Section 5 of [111]. Fig-
ure 2.1 is a plot of the high frequency continuous function g(x) = sin(2π5x) and the lower
frequency continuous function l(x) = sin(2πx) along with the discrete function of 9 evenly
spaced points that happen to fit both curves. From this plot, we can see that unless we take
a larger sample of points, we are unable to know whether the sample comes from the func-
tion g(x) or l(x). Therefore, we may incorrectly attribute the points to the lower frequency
function.

Figure 2.1: Plot of f(x) = g(x) (red dotted curve), f(x) = l(x) (blue solved curve) and the
discrete points (black solid dots).

Aliasing can be avoided by choosing the right sampling rate. More precisely, the Nyquist-
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–Shannon sampling theorem states that in order to correctly reconstruct the waves, they
must be sampled at a rate greater than twice their highest frequency.

Theorem 2.1.9 (Nyquist–Shannon sampling theorem (see [114] Theorem 1)). If a function
f : R → R contains no frequencies higher than fmax, then it can be completely determined
by a sequence of discrete points that are spaced 1/(2fmax) apart, where 2fmax is called the
Nyquist rate. Therefore, for a given sampling rate fs, we require

fs > 2fmax, (2.48)

in order to completely determine the function.

Proof. See [114] Section 2.

The power spectrum of a DFT output is able to tell us which wavenumbers are present in
the function being transformed and how important they are and thus allow us to effectively
analyse the frequencies of the algorithmic output in our work.

The power spectrum is a plot of the square of the modulus of the DFT coefficients Fκ given
in (2.37), known as the power, against the corresponding wavenumber κ = 0, 1, . . . n−1. We
scale the DFT output Fκ using a factor 2/n so that the amplitude of a sine wave and the
corresponding power are both equal to 1. Thus, the power ρ of the (scaled) DFT is given by

ρ
( 2

n
Fκ
)

=
∣∣∣ 2
n
Fκ
∣∣∣2, (2.49)

where κ = 0, 1, . . . n− 1 is the wavenumber. Due to the symmetry property of the DFT, the
power spectrum will have the same magnitudes at wavenumbers n and n− κ for all κ. The
knowledge that a scaled function corresponds to a scaled magnitude in its power spectrum
can help us identify scaling factors in the algorithmic output.

Now that we have outlined the key notation, definitions and theorems used within this thesis,
we can move onto outlining the variational problem.

2.2 3D and 4D-Var

A VarDA scheme incorporates information from a prior forecast along with observations
over a spatial domain in the form of a nonlinear least-squares objective function, which is
then minimised using an iterative method. In VarDA, the nonlinear least-squares problem
is solved as a sequence of linear least-squares problems using an incremental method, which
has been shown to be equivalent to the Gauss-Newton method under certain conditions [65].
In the incremental method, the minimisation of the nonlinear objective function and the
linearised subproblem are referred to as the ‘outer loop’ and the ‘inner loop’ respectively.

Within this thesis, we focus on two VarDA schemes; 3D-Var and 4D-Var. The 3D-Var
scheme only makes use of observations at the start of the assimilation time-window and
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was first implemented operationally by ECMWF from 1996 until 1997 when it was replaced
by 4D-Var [105]. The 4D-Var scheme, an extension to 3D-Var, also considers the temporal
location of observations. In this section, we outline the 4D-Var scheme with assimilation
time-window length N , while keeping in mind that the same equations apply for the 3D-Var
scheme where N = 0 [27].

2.2.1 Standard formulation

In four-dimensional variational data assimilation (4D-Var), the analysis xa0 ∈ Rn is obtained
by minimising a objective function consisting of two terms: the background term and the
observation term, namely;

J (x0) =
1

2
(x0 − xb0)

TB−1(x0 − xb0) +
1

2

N∑
i=0

(yi −Hi(xi))
TR−1i (yi −Hi(xi)). (2.50)

The background term measures the difference between the initial state of the system and the
background state vector xb0 ∈ Rn, which contains prior information. The observation term
measures the difference between information from observations at times ti in the observation
vector yi ∈ Rpi and the model state vector xi ∈ Rn at the same time through use of the
observation operator Hi : Rn → Rpi that maps from the model state space to the observation
space. Both terms are weighted by their corresponding covariance matrices to represent the
uncertainty in the respective measures, the background error covariance matrix B ∈ Rn×n

and the observation error covariance matrices at times ti, Ri ∈ Rpi×pi , which are assumed
to be symmetric positive definite. We note that observations are distributed both in time
and space and there are usually fewer observations available than there are state variables
so p < n, where p =

∑N
i=0 pi.

The 4D-Var objective function (2.50) is subject to the nonlinear dynamical model equations
which contain the physics of the system

xi =M0,i(x0), (2.51)

where the nonlinear model M0,i : Rn → Rn evolves the state vector from the initial time
point t0 to the time point ti.

By including the model information within the objective function, we are able to write the
constrained optimisation problem (2.50)-(2.51) in the form of an unconstrained optimisation
problem and apply the minimisation methods described later in this thesis.

J (x0) =
1

2
(x0 − xb0)

TB−1(x0 − xb0)

+
1

2

N∑
i=0

(yi −Hi(M0,i(x0)))
TR−1i (yi −Hi(M0,i(x0))).

(2.52)

We note that the function (2.52) is continuously differentiable if the operators Hi and M0,i

are continuously differentiable. To save both computational cost and time in VarDA, the
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nonlinear operators in (2.52) are often replaced by their Jacobians, the tangent linear model
(TLM) and tangent linear observation operator, for use in the inner loop [27].

Equation (2.52) is equivalent to a nonlinear least-squares function of the form (2.28) where
the residual vector r(x0) ∈ R(n+p) and its Jacobian J(x0) are given by

r(x0) =


B−1/2(x0 − xb0)

R
−1/2
0 (y0 −H0(x0)

R
−1/2
1 (y1 −H1(M0,1(x0)))

...

R
−1/2
N (yN −HN(M0,N(x0)))

 and J(x0) =


B−1/2

−R
−1/2
0 H0

−R
−1/2
1 H1M0,1

...

−R
−1/2
N HNM0,N

 , (2.53)

where

M0,i =
∂M0,i

∂x0

∣∣
M0,i(x0)

and Hi =
∂Hi

∂x0

∣∣
M0,i(x0)

(2.54)

are the Jacobian matrices of the model operator M0,i and observation operator Hi respec-
tively, M0,i ∈ Rn×n is the tangent linear of M0,i and Hi ∈ Rpi×n is the tangent linear of Hi

[95].

Consider a perturbation of xi, δxi =M0,i(δx0). Using the Taylor series expansion, we have
the following relation

M0,i(x0 + δx0) =M0,i(x0) + M0,i(δx0) + h.o.t.

≈M0,i(δx0)
(2.55)

The following measure is used to check whether the TLM M0,i of the nonlinear model M0,i

is correct,
‖M0,i(x0 + αδx0)−M0,i(x0)−M0,iαδx0‖

‖M0,iαδx0‖
. (2.56)

The measure (2.56) is used to calculate the relative error between the nonlinear perturbation
and the linearised perturbation at each time point i [104].

For the nonlinear observation operator, we have the relation

Hi(xi + δxi) ≈ Hi(xi) + Hiδxi. (2.57)

The iterative methods used to minimise the objective function (2.52) in VarDA practice and
in our work require the use of the gradient and approximate Hessian of (2.52). In practice,
an adjoint method is used to calculate the gradient of (2.52) (see Section 4.1 of [95]), defined
as

∇J (x0) = B−1(x0 − xb0)−
N∑
i=0

MT
0,iH

T
i R−1i (yi −Hi(M0,i(x0))), (2.58)

where MT
0,i and HT

i are the adjoint operators. Due to the model complexity, implementing
and maintaining the adjoint can be time consuming as when the model is changed, the ad-
joint must also be updated. Within our work, we calculate the gradient directly as in (2.58).
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In DA, the second-order terms (2.32) in (2.31) are often difficult to calculate in the time and
cost available and too large to store. Therefore, a first-order approximation to the Hessian
of the objective function (2.52) is used and is given by

∇2J (x0) = B−1 +
N∑
i=0

MT
0,iH

T
i R−1i HiM0,i, (2.59)

which is symmetric positive definite when J(x0) has full column rank, which is the case if
B is full rank. When this assumption holds, the condition number in the 2-norm of (2.59)
κ(∇2J (x0)) can be calculated using (2.15) and is related to the number of iterations used
for the linear minimisation problems in VarDA and how sensitive the estimate of the initial
state is to perturbations of the data. We can use κ(∇2J (x0)) to indicate how quickly and
accurately the optimisation problem can be solved [47].

In the following section, we outline the incremental formulation of the variational problem,
the formulation commonly used in operational implementations, see for example [27].

2.2.2 Incremental formulation

For the incremental 4D-Var formulation, we first define the full resolution increment δx0 ∈ Rn

by
δx0 = x0 − xb0 (2.60)

and the innovation vector by
di = yi −Hi(M0,i(x0)). (2.61)

To save computational time and cost, in January 2003, ECMWF implemented the use of an
algorithm that calculates the innovation vectors at high resolution, to maximise the use of
observations, and interpolates the background (initial guess for the algorithm) from the high
resolution to the inner loop resolution using a restriction operator [107]. After the inner loop
minimisation, the increments are projected to the high resolution and used to update the
outer loop. The observation operator is also linearised about the high resolution nonlinear
state interpolated to the inner loop resolution.

To restrict the increment δx0 to the reduced dimensional space Rr where r < n, we define
the restriction operator Sl : Rn → Rr such that the reduced resolution increment δx̂0 ∈ Rr

is given by
δx̂0 = x̂0 − x̂b0, (2.62)

where x̂0 = Slx0 and x̂b0 = Slx
b
0. We also define the extension operator Sh : Rr → Rn that

is used to interpolate the reduced space increment δx̂0 to the outer loop space Rn at the
end of each series of inner loop minimisations. Using this formulation, the linearised 4D-Var
objective function is given by

Ĵ (δx̂0) =
1

2
(δx̂0 + Sl(x0 − xb0))

T B̂−1(δx̂0 + Sl(x0 − xb0))

+
1

2

N∑
i=0

(ĤiM̂0,iδx̂0 − di)
TR−1i (ĤiM̂0,iδx̂0 − di)

(2.63)
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where Ĵ denotes the reduced resolution inner loop cost function,

B̂ = SlBSTl (2.64)

is the reduced space background error covariance matrix and

Ĥi = HiSh, (2.65)

is the reduced space observation operator where B̂ ∈ Rr×r and Ĥi ∈ Rp×r. The linearised
model operator in the reduced resolution is given by

M̂0,i = SlM0,iSh, (2.66)

as in [127]. The reduced resolution residual vector and its Jacobian are given by

r̂(x0) =


B̂−1/2Sl(x0 − xb0)

R
−1/2
0 (y0 −H0(x0)

R
−1/2
1 (y1 −H1(M0,1(x0)))

...

R
−1/2
N (yN −HN(M0,N(x0)))

 and Ĵ(x0) =


B̂−1/2

−R
−1/2
0 Ĥ0

−R
−1/2
1 Ĥ1M̂0,1

...

−R
−1/2
N ĤNM̂0,N

 , (2.67)

where r̂(x) ∈ R(r+p) and its Jacobian Ĵ(x) ∈ R(r+p)×r, so the VarDA inner loop minimisation
problem has a reduced dimension.

In operational DA, the inverse of the background error covariance matrix is only specified
on the inner loop level and due to its size, the full resolution B−1 is not computed explicitly.
Furthermore, it is known that the use of realistic background error statistics is important in
VarDA as it has a profound impact on the analysis [4]. The Met Office commonly model their
background error correlations using the second-order auto-regressive (SOAR) distribution,
see for example [59, 74, 75, 115] and update their B using flow-dependent information from
ensembles in their hybrid 4D-Var scheme [25]. The ECMWF also update their static B
model (see [5, 38]) using flow-dependent ensemble information from their ensemble of data
assimilations (EDA) scheme [14, 15]. In addition, the variational problem is preconditioned
to simplify calculations and solve the problem in real-time. This is often achieved by the use
of a variable transformation and is outlined in the following section.

2.3 Control variable transform

Preconditioning the 4D-Var problem using a variable transform has been shown to improve
the conditioning of the variational optimisation problem [56, 57]. By preconditioning using
the square root of B, we are able to avoid (explicitly or by the use of matrix-vector products)
the calculation of B. This is particularly important when solving high-dimensional problems
such as those in operational settings.

To be able to use the negative square root of B̂ in our variable transformation, we first
require the assumption that the matrix B̂ is full rank. This assumption is satisfied for the
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choices of B used in our numerical experiments in later chapters. We define a new variable
in the reduced resolution space δẑ0 ∈ Rr to be,

δẑ0 = B̂−1/2δx̂0, (2.68)

which is known as the ‘control variable’ in DA terms. The 4D-Var objective function can then
be written in terms of δẑ0 and minimised with respect to this instead. The preconditioned
linearised 4D-Var objective function is given by

Ĵp(δẑ0) =
1

2
(δẑ0 + Sl(z0 − zb0))

T (δẑ0 + Sl(z0 − zb0))

+
1

2

N∑
i=0

(ĤiM̂0,iB̂
1/2δẑ0 − di)

TR−1i (ĤiM̂0,iB̂
1/2δẑ0 − di).

(2.69)

The use of the variable transform (2.68) results in the first term of the reduced resolution
preconditioned Hessian being the identity matrix, as in the following

∇2Ĵp = I +
N∑
i=0

B̂1/2M̂T
0,iĤ

T
i R−1i ĤiM̂0,iB̂

1/2. (2.70)

By construction, the preconditioned 4D-Var Hessian (2.70) is full rank and symmetric posi-
tive definite.

Within this thesis, we focus on the strong-constraint 4D-Var problem where we assume the
numerical model of the system perfectly represents the true dynamics of the system, or the
model errors are small enough to be neglected. This formulation has been commonly used
operationally in many meteorological centres [103], including the Meteorological Service of
Canada [43], ECMWF [63, 80, 105] and the Met Office [109]. In the following section, we
outline the two numerical models used within the numerical experiments of this thesis.

2.4 Numerical models

Within this section, we outline two numerical models used within our work, namely, the
Lorenz 1963 and 1996 models. We acknowledge in this work that the code for the Lorenz
1963 model was developed by Amos S. Lawless and the code for the Lorenz 1996 model was
developed by Adam El-Said.

2.4.1 Lorenz 1963 model

Proposed in [77], the Lorenz 63 model (L63) is a popular experimental dynamical system
that represents meteorological processes using a simple model. The model consists of three
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nonlinear, ordinary differential equations given as

dx

dt
= σ(y − x),

dy

dt
= x(ρ− z)− y,

dz

dt
= xy − βz,

(2.71)

where the state vector consists of n = 3 time-dependent variables x = [x(t), y(t), z(t)]T ∈ R3.
The scalar parameters are chosen to be σ = 10, ρ = 8

3
and β = 28, making the system chaotic.

To discretise the Lorenz 1963 model equations, we use a modified Euler scheme known as the
second-order Runge-Kutta scheme for ordinary differential equations (see [119]), resulting in
the following set of discretised equations

xi+1 = xi +
∆t

2
σ
[
2(yi − xi) + ∆t(ρxi − yi − xizi)−∆tσ(yi − xi)

]
yi+1 = yi +

∆t

2

[
ρxi − yi − xizi + ρ(xi + ∆tσ(yi − xi))− yi −∆t(ρxi − yi − xizi)

− (xi + ∆tσ(yi − xi))(zi + ∆t(xiyi − βzi))
]

zi+1 = zi +
∆t

2

[
(xiyi − βzi) + (xi + ∆tσ(yi − xi))(yi + ∆t(ρxi − yi − xizi))

− βzi −∆t(xiyi − βzi)
]
,

(2.72)

where i denotes the time step index and ∆t denotes the model time step. Within our work,
we set ∆t = 0.025.

The tangent linear code is obtained by forming M(x + δx)−M(x) as follows

M(x + δx)−M(x) =

 −σ σ 0
ρ− z −1 −x
y x −β

δxδy
δz

+

 0
−δxδz
δxδy

 (2.73)

and neglecting the second order terms [0,−δxδz, δxδy]T . The linearised equations are then
discretised using a second-order Runge-Kutta scheme. The TLM, M0,N , of (2.71) satisfiesδxδy

δz


N

= M0,N

δxδy
δz


0

, (2.74)

where [δx, δy, δz]Ti is the vector of perturbations at time i. For our experiments, we calcu-
late the TLM, M0,N , of (2.71) numerically by applying the tangent linear code to the unit
vectors, so the columns of M0,N are the evolved perturbations.

In this section, we have outlined the Lorenz 1963 model, its discretisation and TLM. In the
following section, we outline the Lorenz 1996 model.
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2.4.2 Lorenz 1996 model

Another popular experimental system is the one-dimensional atmospheric Lorenz 96 model
(L96) [78] given by the following n equations,

dxj
dt

= −xj−2xj−1 + xj−1xj+1 − xj + F, (2.75)

where j = 1, 2, . . . , n is a spatial coordinate. For a forcing term F = 8 and n = 40 state
variables, the system is chaotic [78]. The variables are evenly distributed over a circle of
latitude of the Earth with n points with a cyclic domain and a single time unit is equiva-
lent to approximately 5 atmospheric days. A fourth-order Runge-Kutta method is used to
discretise the model equations using a time step ∆t = 0.025 (approximately 3 hours). We
omit the discretisation of (2.75) here due to the dimension of the model. We instead refer
the reader to [78] for more details.

The tangent linear code is obtained by first linearising the nonlinear model (2.75),

M(x + δx)−M(x) = −δxj−2xj−1 + δxj−1(xj+1 − xj−2)− δxj + δxj+1xj−1 + F, (2.76)

where j = 1, 2, . . . n. As with the nonlinear model, the linearised equations are then discre-
tised using a fourth-order Runge-Kutta scheme.

Now that we have introduced the two models used in our experimental work, we conclude
this chapter in the following.

2.5 Conclusion

Within this chapter, we have introduced the mathematical preliminaries used throughout
this thesis. We then outlined both the standard and incremental formulations of the 4D-Var
method, noting that the same equations can be used for the 3D-Var method where N = 0.
Next, we introduced the preconditioned formulation using the square-root of the background
error covariance matrix; a preconditioner commonly used in practice for the VarDA inner
loop. Finally, we outlined the numerical models used in the 4D-Var experimental work of
this thesis.

In the following chapter, we provide a review of the optimisation methods used to solve
nonlinear least-squares problems, including the variational problem.
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Chapter 3

Numerical Optimisation

Within this chapter, we outline the theory behind the optimisation methods used to solve
nonlinear least-squares problems (NLLSPs) of the form (2.33). We focus specifically on
Gauss-Newton methods as they are what are used in practice to minimise the VarDA ob-
jective function (2.2) and in our work in Chapters 4, 5 and 6. We outline and discuss the
(standard) Gauss-Newton method (GN) along with Gauss-Newton equipped with strategies
to guarantee convergence: backtracking Armijo line search (LS) and regularisation (REG).
We provide a review of the methods used in VarDA practice and discuss the simplifications
made to be able to solve the variational problem in the time and computational cost avail-
able, specifically the use of a reduced resolution inner loop.

We begin by outlining the theory of NLLSPs in Section 3.1. In Section 3.2, we outline
the fundamental optimisation methods used to solve NLLSPs, namely, the Steepest Descent
method, Newton’s method and GN. In Section 3.3, we focus on two optimisation methods
that use strategies to guarantee convergence, namely LS and REG. In Section 3.4, we review
the optimisation methods that have been applied to the variational problem in practice.
In Section 3.5, we outline some algorithmic considerations we make within our work. We
conclude this chapter in Section 3.6.

3.1 Nonlinear least-squares problems

Let f : Rn → R and x ∈ Rn. In unconstrained optimisation, one aims to find the minimum
(or maximum) of f(x), referred to as the objective function, with no restriction on the values
the variables x can take. In VarDA, it is common to assume that f is twice continuously
differentiable, as defined in Definition 2.1.13. The optimisation algorithms we will be focus-
ing on are specific to solving nonlinear least-squares problems where the function f is of the
form (2.28).

In numerical optimisation, algorithms must first be initialised using an initial vector of vari-
ables, x(0), referred to as an initial guess. The initial guess can then be used to generate a
sequence of iterates

{
x(k)
}

where k = 0, 1, 2, . . . ,. Each iteration should improve the esti-
mate of the solution to the problem, aiming to terminate with a solution x∗ to the problem
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(2.33). Such algorithms are referred to as iterative methods, defined as follows.

Definition 3.1.1 (An iterative method). Let x ∈ Rn. Given an initial guess x(0), an iterative
method generates a sequence of iterates {x(k)} where k = 1, 2, . . ..

An iterative method is terminated when it meets a user specified criteria, this is discussed in
detail later in Section 3.5.1. Furthermore, the sequence of iterates of an iterative method is
generated using information about the function at the current and/or past iterates in each
iteration k of an iterative method. This information is in the form of a vector, referred to
as the search direction and is obtained by a line search method, defined in the following.

Definition 3.1.2 (A line search method (See [96] Section 2.2)). Let f : Rn → R. A line
search method is an iterative method that aims to find a search direction s ∈ Rn at each
iteration k, where k = 0, 1, 2, . . .. The search direction is used to update the iterate x(k), as
in the following

x(k+1) = x(k) + s(k). (3.1)

Within our work, we are concerned with those methods that choose a search direction s(k)

that results in either a monotonic or strict decrease in f [96]. We discuss such choices in
Sections 3.2.1, 3.2.2 and 3.2.3.

An iterative method is said to be convergent if its sequence of iterates converges, as defined
in the following.

Definition 3.1.3 (Convergence of a sequence of iterates (See [33] Definition 2.3.1)). Let
x∗ ∈ Rn and x(k) ∈ Rn, where k = 0, 1, 2, . . .. Then the sequence of iterates {x(k)} is said to
converge to x∗ if

lim
k→∞
‖x(k) − x∗‖ = 0. (3.2)

We next define a one-step stationary iteration, a point of attraction and a fixed point, all of
which are used to prove convergence of some of the methods we are concerned with within
this thesis.

Definition 3.1.4 (Stationary iterations (see [98] section 10.1)). One-step stationary itera-
tions are of the form

x(k+1) = G(x(k)), k = 0, 1, . . . , (3.3)

where G : D ⊂ Rn → Rn.

Definition 3.1.5 (Point of attraction (see [98] Definition 10.1.1)). Let G : D ⊂ Rn → Rn.
Then x∗ is a point of attraction of the iteration (3.3) if there is an open neighbourhood S of
x∗ such that S ⊂ D and, for any x(0) ∈ S, the iterates {x(k)} defined by (3.3) all lie in D
and converge to x∗.

Definition 3.1.6 (Fixed point (see [98] section 5.1)). Let G : D ⊂ Rn → Rn where D is an
open set and let x∗ ∈ D be a point of attraction. G is said to have a fixed point at x∗ iff

G(x∗) = x∗. (3.4)
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The performance of an iterative method is often gauged by its rate of convergence to a so-
lution x∗. The following definitions state different rates of convergence of an iterative method.

Definition 3.1.7 (q-linear convergence (See [33] Definition 2.3.1)). In addition to Definition
3.1.3, the sequence of iterates {x(k)} is said to be q-linearly convergent to x∗ if there exists
a constant c ∈ [0, 1) and an integer k1 such that ∀k ≥ k1,

‖x(k+1) − x∗‖ ≤ c‖x(k) − x∗‖. (3.5)

Linear convergence is the minimal requirement for an algorithm as in this case, the error will
decrease by a factor c < 1 [32]. A more desirable rate of convergence is a quadratic rate,
defined as follows.

Definition 3.1.8 (q-quadratic convergence (See [33] Definition 2.3.1)). In addition to Def-
inition 3.1.3, the sequence of iterates {x(k)} is said to be q-quadratically convergent to x∗ if
there exist constants p > 1, c ≥ 0, and an integer k1 such that the sequence of iterates {x(k)}
converges to x∗ and ∀k ≥ k1,

‖x(k+1) − x∗‖ ≤ c‖x(k) − x∗‖2. (3.6)

There are a variety of solution types x∗ that an optimisation algorithm may converge to. Fig-
ure 3.1 is a visual interpretation of types of global and local minima (and maxima). Within
our work, we are mostly concerned with three of these solution types, namely, (strict) global
minima, strict local minima and weak local minima.

Figure 3.1: Types of minima and maxima schematic.

We would ideally like to find a global minimiser ; a solution that gives us the lowest value of
the cost function amongst all feasible points. A global minimiser is defined as follows.

Definition 3.1.9 (Global minimiser (see [96], Section 2.1)). A point x∗ ∈ Rn is a (stric-
t/strong) global minimiser if f(x∗) ≤ f(x) for all x ∈ Rn.
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However, a global minimiser is often difficult to locate in most cases due to the nonlinearity
of the problems. Therefore, a local minimiser, where the objective function is the lowest
amongst the nearby points, is often sought by algorithms for nonlinear optimisation. A local
minimiser is defined as follows.

Definition 3.1.10 (Local minimiser (see [96], Section 2.1)). A point x∗ is a local minimiser
if there is a neighbourhood N of x∗ such that f(x∗) ≤ f(x) for all x ∈ N .

Definition 3.1.11 (Strict and weak local minimisers (see [96], Section 2.1)). A point x∗ is
said to be a strict (or strong) local minimiser if there is a neighbourhood N of x∗ such that
f(x∗) < f(x) for all x ∈ N where x 6= x∗. Otherwise, x∗, as defined in Definition 3.1.10, is
referred to as a weak local minimiser.

Some optimisation algorithms can only guarantee convergence to a local minimum under
certain conditions and not necessarily convergence to a global minimum. This is dependent
on how close the initial guess is from the local minimum the algorithm locates.

Definition 3.1.12 (Locally convergent method). Let x∗ ∈ Rn, x(k) ∈ Rn, k = 0, 1, 2, . . ..
An iterative method is said to be locally convergent if it produces a sequence of iterates {x(k)}
that converge to a local minimum x∗ given that the initial guess x(0) ∈ N where N ⊂ Rn is
some neighbourhood around x∗.

Definition 3.1.13 (Globally convergent method). Let x∗ ∈ Rn, x(k) ∈ Rn, k = 0, 1, 2, . . ..
An iterative method is said to be globally convergent if it produces a sequence of iterates
{x(k)} that converge to a local minimum x∗ given any initial guess x(0).

Furthermore, the following conditions follow from x∗ being a local minimiser of the function
f . These conditions, are based on ∇f(x) and ∇2f(x), which denote the first and second
derivative of f at a point x ∈ Rn respectively.

Theorem 3.1.1 (First-Order Necessary Conditions (see [96] Theorem 2.2)). If x∗ is a lo-
cal minimiser and f is continuously differentiable in an open neighbourhood of x∗, then
∇f(x∗) = 0.

Proof. See [96] Section 2.1.

Theorem 3.1.2 (Second-Order Necessary Conditions (see [96] Theorem 2.3)). If x∗ is a
local minimiser of f and ∇2f(x∗) exists and is continuous in an open neighbourhood of x∗,
then ∇f(x∗) = 0 and ∇2f(x∗) is positive semidefinite.

Proof. See [96] Section 2.1.

Theorem 3.1.3 (Second-Order Sufficient Conditions (see [96] Theorem 2.4)). Suppose that
∇2f(x∗) is continuous in an open neighbourhood of x∗ and that ∇f(x∗) = 0 and ∇2f(x∗) is
positive definite. Then x∗ is a strict local minimiser of f .
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Proof. See [96] Section 2.1.

The size of the residual vector in (2.28) at the solution x∗ greatly impacts the convergence
properties of an optimisation method. There are two types of problems that we consider in
our work, which are defined in the following.

Definition 3.1.14 (Zero and nonzero residual problems). Let x∗ ∈ Rn and r : Rn → Rm.
A nonlinear least-squares (NLLS) problem is said to be a zero residual problem if

r(x∗) = 0, (3.7)

otherwise, it is said to be a nonzero residual problem.

In the following section, we outline three fundamental methods used to solve NLLS problems,
namely, the Steepest Descent method, the Newton method and the Gauss-Newton method.

3.2 Basic methods

3.2.1 Steepest Descent Method

The Steepest Descent (SD) method, also known as gradient descent, is a gradient-based
minimisation method in its simplest form. It is used to solve nonlinear least-squares problems
and chooses the search direction as the negative gradient such that,

s
(k)
SD = −∇f(x(k)), (3.8)

at each iteration k (see [96] Section 2.2). A summary of the SD method is given by the
following.

Algorithm 3.2.1: SD algorithm applied to (2.33) [33].

Step 0: Initialisation. Given x(0) ∈ Rn and some stopping criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation. Compute a step s
(k)
SD that satisfies Equation (3.8).

Step 3: Iterate update. Set x(k+1) = x(k) + s
(k)
SD, k := k + 1 and go to Step 1.

Although the SD method only requires the use of first-order derivatives, its convergence to a
solution in complex problems can be very slow. When the iso-surfaces of the cost function are
almost spherical as in Figure 3.2a, the method works well as the problem is well-conditioned
and the descent direction is towards the minimum. When the iso-surfaces are ellipsoidal as
in Figure 3.2b, the problem is ill-conditioned and the convergence of the SD method to a
solution can be very slow.

The performance of the SD method depends on the scaling of the problem, that is, how f
varies if x was changed. A poorly scaled problem results in the method performing poorly.
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(a) Spherical (b) Ellipsoidal

Figure 3.2: Diagram 3.2a represents a cost function with spherical iso-surfaces. Diagram
3.2b represents a cost function with ellipsoidal iso-surfaces (Courtesy of [85]).

This is illustrated in [96] Chapter 2. The use of second derivative information, as in Newton’s
method, may be necessary to aid convergence as this gives some indication of the curvature
of the cost function and its performance is unaffected by poorly scaled problems, [85]. The
theory behind Newton’s method will be outlined in the following section.

3.2.2 Newton’s Method

Unlike the SD method, Newton’s method makes use of second-order information to find a
descent direction by solving

∇2f(x(k))s
(k)
NEW = −∇f(x(k)), (3.9)

for the Newton search direction s
(k)
NEW . A summary of the Newton method is given by the

following.

Algorithm 3.2.2: Newton’s algorithm applied to (2.33) [33].

Step 0: Initialisation. Given x(0) ∈ Rn and some stopping criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation.
Compute a step s

(k)
NEW that satisfies Equation (3.9).

Step 3: Iterate update. Set x(k+1) = x(k) + s
(k)
NEW , k := k+ 1 and go to Step 1.

A theorem for local convergence of the Newton method can be found in [98] Theorem 10.2.2
and [96] Theorem 3.5. In large-scale problems, the second derivative of the cost function
can be complicated and hence, it can be highly computationally expensive to calculate the
higher order terms (2.32). The Gauss-Newton method instead approximates the Hessian of
the cost function by neglecting (2.32) and is outlined in the following section.
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3.2.3 Gauss-Newton Method

The Gauss-Newton method can be seen as a compromise between the SD method and the
Newton method as it uses an approximation of the second derivative of f by removing the
nonlinear second-order terms. The Gauss-Newton search direction s(k) is found by solving

∇̃2f(x(k))s
(k)
GN = −∇f(x(k)), (3.10)

where ∇̃2f(x(k)) is the first-order approximation of (2.31) where (2.32) is neglected as given
by

∇̃2f(x(k)) = J(x(k))TJ(x(k)). (3.11)

A summary of the GN method is given by the following.

Algorithm 3.2.3: GN algorithm applied to (2.33) [33].

Step 0: Initialisation. Given x(0) ∈ Rn and some stopping criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation. Compute a step s
(k)
GN that satisfies Equation (3.10).

Step 3: Iterate update. Set x(k+1) = x(k) + s
(k)
GN , k := k + 1 and go to Step 1.

The linear system (3.10) is equivalent to solving the linear least-squares problem

min
s
(k)
GN

1

2

∥∥∥∥J(x(k))s
(k)
GN + r(x(k))

∥∥∥∥2
2

. (3.12)

We note that the step calculation (3.10) uniquely defines s(k), and s(k) is a descent direction
when J(x(k)) is full column rank so that J(x(k))TJ(x(k)) is nonsingular. This ensures the
GN step obtained by solving (3.10) is a descent direction [33]. Alternatively, to reduce the
computational cost in high-dimensional problems and to solve the problem in real time, the
series of problems (3.10) can be solved approximately as a series of linearised least-squares
problems in the inner loop. The inner loop can be solved using iterative optimisation meth-
ods such as Conjugate Gradient (CG) where a limited number of CG iterations are allowed
and an exact or approximate J is used [52].

A local convergence result can be found in Theorem 4 of [52] where GN is treated as an
inexact Newton method. The theorem guarantees convergence of the GN method if for each
iteration k = 0, 1, . . . , the norm of the ratio of Q(x(k)) and J(x(k))TJ(x(k)), the second and
first terms of (2.59) respectively, is less than or equal to some constant η̂ where 0 ≤ η̂ ≤ 1.
Another local convergence result for the GN method can be found in Theorem 10.2.1 of [33]
where the performance of GN is shown to be dependent on whether or not the second-order
terms (2.32) in (2.31) evaluated at the solution x∗ are close to zero. This result gives infor-
mation about the rate of convergence of GN and requires the following assumptions.
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A1. Let r : Rn → Rm and f(x) = 1
2
r(x)T r(x) be twice continuously differentiable in an open

convex set D ⊂ Rn

A2. J(x) is Lipschitz continuous with constant L and ‖J(x)‖2 ≤ α, ∀x ∈ D.

A3. There exists a stationary point x∗ ∈ D

A4. There exists σ ≥ 0 for all x ∈ D, such that J(x∗)T r(x∗) = 0, and

‖(J(x)− J(x∗))T r(x∗)‖2 ≤ σ‖x− x∗‖2. (3.13)

Theorem 3.2.1 (Local convergence of the Gauss-Newton method (see [33] Theorem 10.2.1)).
Let Assumptions A1, A2, A3 and A4 hold. Furthermore, let λ ≥ 0 denote the smallest
eigenvalue of J(x)TJ(x). If σ < λ, then for any c ∈ (1, λ/σ), there exists a neighbourhood
N (x∗, ε) with ε > 0 such that for any x(0) ∈ N (x∗, ε), the sequence generated by the Gauss-
Newton method

x(k+1) = x(k) − (J(x(k))TJ(x(k)))−1J(x(k))T r(x(k)) (3.14)

is well-defined, converges linearly to x∗, and obeys

‖x(k+1) − x∗‖2 ≤
cσ

λ
‖x(k) − x∗‖2 +

cαL

2λ
‖x(k) − x∗‖22 (3.15)

and

‖x(k+1) − x∗‖2 ≤
cσ + λ

2λ
‖x(k) − x∗‖2 < ‖x(k) − x∗‖2. (3.16)

Proof. By induction as in [33] Theorem 10.2.1.

By the following corollary, [33] shows that if r(x∗) = 0, then the Gauss-Newton method will
converge q-quadratically.

Corollary 3.2.2 (See [33] Corollary 10.2.2). Let the assumptions of Theorem 3.2.1 be sat-
isfied. If r(x∗) = 0, then there exists ε > 0 such that for all x(0) ∈ N (x∗, ε), the sequence
generated by the Gauss-Newton method {x(k)} is well defined and converges q-quadratically
to x∗.

Proof. See [33] Corollary 10.2.2.

So far, we have outlined two local convergence proofs using the work of [52], [98] and [33].
We next highlight some of the advantages and disadvantages of the GN method.

Although the GN method benefits from local convergence properties, convergence can only
be guaranteed if the initial guess x(0) of the algorithm is in some neighbourhood around
an (unknown) local solution x∗, that is, convergence from an arbitrary initial guess is not
guaranteed [33]. Even if the GN method does converge, it may not necessarily converge to
the global minimum due to the fact that multiple local minima of a nonlinear least-squares
objective function may exist.
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In 4D-Var we seek to find the most probable estimate of the state x given the background
information and the observations y by solving (2.33). Recall from Chapter 2, minimising
the 4D-Var cost function is equivalent to maximising the posterior probability for the max-
imum a posteriori estimate. In the presence of local minima in the 4D-Var cost function,
the posterior distribution is multimodal and the maximum a posteriori estimate is in fact
the global minimiser of (2.52). This is what motivates our choice of finding an algorithm
that best minimises the 4D-Var cost function in the computational cost available, while not
relying on starting close to a local minimum.

In [33], the authors discuss the cases where Gauss-Newton may be slow to converge or where
it may not converge at all using Theorem 3.2.1. In Table 10.2.3 of [33], the authors proceed
to outline the advantages and disadvantages of the Gauss-Newton method. We discuss those
we are concerned with in the following.

Recall from Section 2.2, the operators Hi and M0,i can be linear or nonlinear in practice.
In the linear case, the local minimum of the VarDA cost function (2.52) is in fact a global
minimum and the GN method is equivalent to the Newton method and so obtains quadratic
convergence to the global minimum if the initial starting point is in some neighbourhood
around x∗0 [28].

Although GN has impressive local convergence properties for zero-residual problems and
problems with small residuals that are reasonably linear (see [33] for a more detailed expla-
nation of when GN performs well), GN may converge slowly in the case when the residual
vector r at the solution x∗ is non-zero [33]. Due to the presence of error in many problems
in practice, including the variational problem, r(x∗) is not necessarily zero nor close to zero
and so the quadratic convergence rate shown in Corollary 3.2.2 (Corollary 10.2.2 of [33])
may not be achieved.

GN has no way of adjusting the length of the step s(k) and hence, may take steps that are
too long and fail to decrease the objective function value and thus to converge, see Example
10.2.5 in [33]. As GN only guarantees local convergence, we are interested in investigating
methods that converge when x(0) is far away from a local minimiser x∗, as defined in Defi-
nition 3.1.13. Mathematical theory on global strategies can be found in [96] and [33].

There are three main strategies that safeguard GN and make it convergent from an arbitrary
initial guess: line search, trust-region and regularisation [96]. GN with quadratic regulari-
sation is similar to GN with trust-region (see Lemma 10.2. of [96]), also referred to as the
Levenberg-Marquardt method (LM) [26]. Within our work, we focus on GN with quadratic
regularisation (REG) and compare its performance to GN with backtracking Armijo line
search (LS) and GN alone. The LS and REG methods will be presented in the next section.
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3.3 Globally Convergent Methods

In this section, we will outline and discuss two globally convergent optimisation methods
used for solving nonlinear least-squares problems of the form (2.33), namely, the Gauss-
Newton method with bArmijo line search (LS) and the Gauss-Newton method with quadratic
regularisation (REG). These two methods use a strategy within the GN framework to achieve
convergence to a stationary point given an arbitrary initial guess by adjusting the GN step
(3.10).

3.3.1 Gauss-Newton with line search

An optimisation method can be equipped with a line search strategy to find a stepsize
α(k) > 0 from the current iterate x(k) ∈ Rn, for a search direction s(k) ∈ Rn, where s(k) is set
according to the optimisation algorithm to obtain a decrease in the function value. At each
iteration k, a minimisation problem of the form

min
α(k)>0

f(x(k) + α(k)s(k)) (3.17)

is solved [96]. Note that when α(k) = 1 in (3.17) for all k, we have the standard GN method.

There are two steps in a line search algorithm:

1. Bracketing: find an interval that contains desirable stepsizes.

2. Bisection: compute a stepsize that lies within the interval found.

This algorithm can solve (3.17) exactly, although this can be computationally expensive.
Therefore, inexact line search methods can be used that ensure (at minimal cost) that the
step taken in the optimisation method is of the acceptable length, determined by the condi-
tion set by the user: neither too long (relative to the decrease in f) nor too short [96].

A popular inexact line search method is the backtracking-Armijo (bArmijo) algorithm, which
improves the simple line search condition f(x(k)+α(k)s(k)) ≤ f(x(k)) by including the Armijo
condition [2]

f(x(k) + α(k)s(k)) ≤ f(x(k)) + βα(k)∇f(x(k))T s(k), (3.18)

where the control parameter β ∈ (0, 1)[96]. The right-hand-side of the Armijo condition
(3.18) is a function with a negative slope, by choosing β ∈ (0, 1) ensures that this lies above
the function on the left-hand-side when α is small and positive.

We can incorporate (3.18) by using the backtracking-Armijo (bArmijo) algorithm within the
inner loop of GN to find an α > 0 to restrict the step s(k) in (3.10) so as to guarantee a
decrease in the error for f . The Gauss-Newton with backtracking-Armijo line search (LS)
method is presented as follows.
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Algorithm 3.3.1: LS algorithm applied to (2.33) [96].

Step 0: Initialisation. Given x(0) ∈ Rn, τ ∈ (0, 1) and β ∈ (0, 1) and α0 > 0 and
some stopping criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation.
Compute a step s(k) that satisfies Equation (3.10) and set α(k) = α0.

Step 3: Check Armijo condition.
While the (Armijo) condition (3.18) is not satisfied, do:

Step 4: Shrink stepsize.
Set α(k) := τα(k) and go to Step 3.

Step 5: Iterate update.
Set x(k+1) = x(k) + α(k)s(k), k := k + 1 and go to Step 1.

The step equation in Algorithm 3.3.1 is the same as the GN step in Algorithm 3.3.1; thus
when α(k) = 1, the GN and LS iterates coincide. Thus, the LS method will have the same
local convergence properties as GN.

The Armijo condition essentially states that the reduction in our function f must be propor-
tional to a fixed fraction (β) of the stepsize α(k) and the directional derivative ∇f(x(k))T s(k)

[96]. This ensures we get a sufficient decrease in f proportional to the stepsize given that
the following requirement is met,

∇f(x(k))T s(k) < 0. (3.19)

For Gauss-Newton (3.19) holds if ∇f(x(k)) 6= 0 and J(x(k)) has full column rank so that s(k)

is the descent direction. If these conditions are satisfied then (3.19) ensures that the GN
iterates with bArmijo chosen stepsizes satisfy

f(x(k+1)) < f(x(k)), ∀k. (3.20)

That is, the use of condition (3.18) in the GN method ensures that the accepted steps pro-
duce a sequence of strictly decreasing function values.

Regarding convergence guarantees of Algorithm 3.3.1, it is important to note that, as dis-
cussed in Section 3.2 of [96], we cannot guarantee that a line search method locates a local
minimum. The strongest guarantee we can obtain is that the method is attracted to sta-
tionary points. That is,

lim
k→∞
‖∇f(x(k))‖ → 0. (3.21)

Convergence to a local minimum can only be guaranteed if information from the Hessian of
the cost function (2.31) is included.

Despite its global convergence property (outlined later in Chapter 4), the LS method has
some disadvantages. The use of the stepsize α(k) may sometimes unnecessarily shorten the
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step s(k), slowing down the convergence. Figure 3.3 is a schematic from [96] and shows the
acceptable choices of α where l(·) denotes the negative slope β∇f(x(k))T s(k). From this
figure, one can see that the condition (3.18) is satisfied for all small values of α, which may
allow the algorithm to take steps which are unacceptably short.

Figure 3.3: Schematic of choices of α that obtain sufficient decrease in f . Reprinted by
permission from Springer Nature: Springer, Numerical Optimization by Jorge Nocedal and
Stephen Wright, Springer Science+Business Media, LLC. (2006).

Furthermore, LS may be computationally costly in high dimensional problems due to the
need to calculate the value of the function f each time α(k) is adjusted, although more so-
phisticated updating strategies for α may be used to try to reduce this effect. As LS requires
the re-evaluation of the outer loop objective function each time it adjusts its line search
parameter, its applicability to real DA systems has been in doubt due to the constraint on
the computational cost in VarDA [106]. This will be investigated further in the numerical
experiments of Chapters 4 and 5.

Other line search strategies are possible such as Wolfe, Goldstein-Armijo and more [96]. For
Wolfe line search, an additional curvature condition on α can be included to ensure that the
slope of the function at the new iterate is greater than that at the previous iterate by a fixed
fraction and is given by,

∇f(x(k) + α(k)s(k))Ts(k) ≥ c2α
(k)∇f(x(k))Ts(k). (3.22)

The Armijo condition is commonly used along with this curvature condition (3.22) to avoid
unacceptably small steps. These two conditions form the Wolfe conditions (see [96] Section
3.1). However, re-evaluating the gradient to test the curvature condition at each line search
iteration is costly and so we will focus on the use of the Armijo condition alone. It is suffi-
cient to do so when using a backtracking algorithm to choose the stepsize using a factor τ
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(see [96] Section 3.1). This ensures that the steps are not too short as large stepsize values
are checked against the Armijo condition before smaller values.

We note here that Gauss-Newton with line search is often referred to as Gauss-Newton in
some texts such as in [96]. We will now go on to describe a method, which benefits from
global convergence properties, but does not require an additional inner loop as in the LS
method.

A weakness of the GN method is that it fails when the Jacobian is (or is nearly) rank-
deficient. Including a regularisation term, γ(k)s(k), in the original problem deals with this
rank-deficiency. This is a common variation of the GN method known as the Levenberg-
Marquardt method proposed in [70] and [84]. Moré [89] connected the Levenberg-Marquardt
method with the trust-region framework, see also Lemma 10.2. of [96]. Details of its conver-
gence in this framework can be found in Chapter 10 of [96]. In the following section, we will
look at the Levenberg-Marquardt method as a GN method with a quadratic regularisation
term.

3.3.2 Gauss-Newton with regularisation

The GN method may also be equipped with a regularisation term γ(k)s(k) in the step cal-
culation (3.10) to achieve convergence to a stationary point given an arbitrary initial guess.
The regularisation parameter γ(k) ∈ R is adjusted within the given optimisation algorithm
in order to find the search direction s(k) that satisfies(

J(x(k))TJ(x(k)) + γ(k)I
)

s(k) = −J(x(k))T r(x(k)). (3.23)

This is equivalent to solving
s(k) = arg min

s
m(k)(s), (3.24)

where

m(k)(s) =
1

2
‖J(x(k))s + r(x(k))‖22 +

1

2
γ(k)‖s‖22, (3.25)

which can be seen as a second-order linear approximation of the nonlinear function f(x(k)).
The initial regularisation parameter, γ(0), is usually set to 1 and is updated within each
iteration of the algorithm according to the ratio

ρ(k) =
f(x(k))− f(x(k) + s(k))

m(0)−m(s(k))
=
f(x(k))− f(x(k) + s(k))

f(x(k))−m(s(k))
. (3.26)

In Equation (3.26), f(x(k)) − f(x(k) + s(k)) is the actual reduction; the difference between
the value of the function at the current iterate and the new iterate and m(0) − m(s(k)) is
the predicted reduction; the difference between the function at the current iterate and the
model (see [96] Chapter 4).

The use of a regularisation term in this way ensures that the accepted steps produce a
sequence of monotonically decreasing function values. That is, the GN with quadratic reg-
ularisation iterates satisfy

f(x(k+1)) ≤ f(x(k)), ∀k. (3.27)
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The effect of γ(k) is to implicitly control the length of the step s(k). Increasing γ(k) shortens the
steps, thus increasing the possibility that the procedure will decrease the objective function
in the next iteration. The REG method is presented as follows.

Algorithm 3.3.2: REG algorithm applied to (2.33) [89].

Step 0: Initialisation. Given x(0) ∈ Rn, 1 > η2 ≥ η1 > 0, γ(0) > 0 and some stopping
criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation. Compute a step s(k) that satisfies Equation (3.23).

Step 3: Iterate update. Compute the ratio (3.26) and set

x(k+1) =

{
x(k) + s(k), if ρ(k) ≥ η1

x(k), otherwise.
(3.28)

Step 4: Regularisation parameters update. Set

γ(k+1) =


1
2
γ(k), if ρ(k) ≥ η2 (very successful iteration)

γ(k), if η1 ≤ ρ(k) < η2 (successful iteration)

2γ(k), otherwise, (unsuccessful iteration)

(3.29)

Let k := k + 1 and go to Step 1.

We note that when γ(k) = 0 in (3.23), the REG step in (3.23) is the same as the GN step in
(3.10); thus the GN and REG iterates coincide at the iterate x(k). By comparing (3.23) with
(3.10), we are able to see how the REG step differs from the GN step. The diagonal entries
of the Hessian of the objective function (3.11) are increased by the regularisation parameter
γ(k) at each iteration of the REG method. The method is able to vary its step between a
GN and a gradient descent step by adjusting γ(k) (see [96]) but may be costly due to the
need to calculate the value of the function f on each iteration.

Step 4 of Algorithm 3.3.2 determines whether the use of the regularisation parameter γ(k)

is successful at each iteration. Note that other choices of the factors 1
2

and 2 for updating
γ(k) in (3.29) are possible and even more sophisticated variants for choosing γ(k) have been
proposed. In general, the choice of γ(k) is based on the following criteria [8].

• (very successful) - If the difference between the function, f(x(k)), and the approximate
of the function, m(k), is close to the difference between the function, f(x(k)), and the
function in the next iterate, f(x(k+1)), then the regularisation term has worked well
and is reduced for the next iteration. This is equivalent to increasing the trust-region
in a trust region algorithm (see [96] Chapter 4).

• (successful) - If the difference between the function, f(x(k)), and the approximate of
the function, m(k), is fairly close to the difference between the function, f(x(k)), and
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the function in the next iterate, f(x(k+1)), then the regularisation term has worked
fairly well and is kept the same for the next iteration.

• (unsuccessful) - If the difference between the function, f(x(k)), and the approximate of
the function, m(k), is not close to the difference between the function, f(x(k)), and the
function in the next iterate, f(x(k+1)), then the regularisation term has not worked well
and is increased for the next iteration. This is equivalent to decreasing the trust-region
in a trust region algorithm (see [96] Chapter 4).

Algorithm 3.3.2 uses quadratic regularisation and adapts the regularisation parameter to
safeguard the convergence of the GN method. Other adaptive regularisation safeguards ex-
ist, see [23], [54], [93] and [133].

Local convergence of the REG method, found in [33], (where x(0) ∈ N (x∗, ε)) is similar to
that of the GN method, with the following additional assumption.

A5. Let the sequence {γ(k)} where γ(k) ∈ R+,∀k be bounded by b > 0.

Theorem 3.3.1 (Local convergence of the REG method (see [33] Theorem 10.2.6)). Let
Assumptions A1, A2, A3, A4 and A5 hold. Furthermore, let λ ≥ 0 denote the smallest
eigenvalue of J(x)TJ(x). If σ < λ, then for any c ∈ (1, (λ + b)/(σ + b)), there exists a
neighbourhood N (x∗, ε) with ε > 0 such that for al x(0) ∈ N (x∗, ε), the sequence generated
by the REG method

x(k+1) = x(k) − (J(x(k))TJ(x(k)) + γ(k)I)−1J(x(k))T r(x(k)) (3.30)

is well-defined, converges to x∗, and satisfies

‖x(k+1) − x∗‖2 ≤
c(σ + b)

(λ+ b)
‖x(k) − x∗‖2 +

cαL

2(λ+ b)
‖x(k) − x∗‖22 (3.31)

and

‖x(k+1) − x∗‖2 ≤
c(σ + b) + (λ+ b)

2(λ+ b)
‖x(k) − x∗‖2 < ‖x(k) − x∗‖2. (3.32)

Furthermore, if r(x∗) = 0 and γ(k) = O(‖J(x(k))T r(x(k))‖2), then the sequence {x(k)} con-
verges q-quadratically to x∗.

Proof. As with Theorem 3.2.1.

If JTJ term dominates Q term in the Hessian (2.31) near the solution x∗, the REG method
converges rapidly as regularisation is no longer required and the Gauss-Newton steps are
taken (see [96] Section 10.3).

Given that the regularisation parameter is large enough, assumptions that ensure global
convergence of the LM method can be found in [45] and [99]. Algorithm 3.3.2 also benefits
from global convergence under certain conditions. We derive the proof of global convergence
of REG later in Chapter 4.

In the following section, we review the relevant literature on numerical optimisation methods
used to solve the variational problem.

40



3.4 Optimisation methods for VarDA

Recall from Chapter 1, in practice, the variational data assimilation (VarDA) problem is
a nonlinear least-squares problem, which can be viewed as a large-scale unconstrained op-
timisation problem [68], usually solved using a variant of the classical GN method, known
as the incremental method. In Chapter 2.2, we outlined the incremental formulation of the
variational problem, including the inner loop problem (2.63) and outer loop problem (2.52).
It is known that the accuracy with which the inner loop is solved affects the convergence of
the outer loop [64, 65]. Within our work, we focus on the convergence of the outer loop and
assume that the inner loop is solved exactly. Furthermore, we use a variable transformation
commonly used in operational VarDA to precondition the variational problem.

We begin by outlining the incremental method, discussing the conditions under which it is
equivalent to the GN method and the various simplifications and approximations made to
solve the variational problem quickly and efficiently, focusing specifically on the use of a
reduced resolution inner loop problem, which is relevant to Chapter 6. We then focus specif-
ically on globally convergent methods, which are relevant to Chapters 4 and 5, discussing
the various attempts made to safeguard the incremental method to ensure it is convergent.

3.4.1 Incremental VarDA

Recall that Algorithm 3.2.3 assumes that the full resolution step equation (3.10) is solved to
calculate the GN step. In VarDA practice, the incremental method is used to solve the 4D-
Var problem efficiently and in real-time, where the outer loop uses a high resolution model to
obtain an estimate of the initial state and the inner loop is solved using a reduced resolution
model. The inner loop (GN step calculation (3.10)) is run at a lower spatial resolution than
the nonlinear model used to calculate the innovation vectors. This simplification is widely
used in meteorological centres including ECMWF [63, 80, 105] and the Met Office [109].

In the incremental approach a series of linear least-squares problems (quadratic functions)
are minimised to estimate the nonlinear least-squares objective function (2.52), where each
of the sequence of linear least-squares problems are local quadratic approximations of the
original NLLSP. The use of incremental 4D-Var algorithm to enable the implementation of
4D-Var in an operational setting was first proposed in [27] and is summarised in the following.

41



Algorithm 3.4.1: Incremental 4D-Var algorithm [27]

Step 0: Initialisation. Given the background state xb ∈ Rn, some outer loop stopping
criteria and some inner loop stopping criteria, set k = 0 and

x
(0)
0 = xb. (3.33)

Step 1: Check outer loop stopping criteria. While the outer loop stopping criteria
are not satisfied, do:

Step 2: Nonlinear model run. Run the nonlinear model M0,i at high

resolution to obtain x
(0)
i at each time point ti.

Step 3: Innovation calculation. Calculate the innovation vectors at each
observational time point using the high resolution nonlinear model run

d
(k)
i = y

(k)
i −Hi(x

(k)
i ). (3.34)

Step 4: Check inner loop stopping criteria. While the inner loop stopping
criteria are not satisfied, do:

Step 5: Step calculation. Let

δx̂
(k)
0 = Sl(x

(k+1)
0 − x

(k)
0 ), (3.35)

be the increment in the reduced resolution and solve the inner loop problem

Ĵ(x(k))T Ĵ(x(k))δx̂(k) = −Ĵ(x(k))T r̂(x(k)), (3.36)

for δx̂
(k)
0 .

Step 6: Update outer loop Set

x
(k+1)
0 = x

(k)
0 + Shδx̂

(k)
0 (3.37)

and k := k + 1, then go to Step 1.

The ECMWF Integrated Forecast System (IFS) is a practical implementation of Algorithm
3.4.1. It has been shown that additional outer loop iterations result in a better analysis [17].
This resulted in four outer loop iterations being used since the IFS update (46r1), instead
of the previous three, as well as newer observations. This was made possible by starting
the assimilation 10 minutes earlier through the introduction of a Continuous DA in Cycle
46R1 of the ECMWF IFS [34]. For future IFS update cycles, ECMWF are also looking into
the possibility of running higher-resolution minimisations. However, for every outer loop
iteration performed, many inner loop iterations are performed. Therefore, it is important
that simplifications are made on the inner loop level.

Recall from Section 2.2.2, the nonlinear model used in the outer loop is linearised for use
in the inner loop, causing the physical processes explained by the model to be simplified.
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In practice, Algorithm 3.4.1 uses an approximate tangent linear model (TLM) to calculate
the model trajectory. Although other linear models such as a perturbation forecast model
(PFM) may be used and was investigated in [65]. The work of [65] compared the use of
the TLM and the PFM to understand how the convergence behaviour differs when used in
the inner loop of Algorithm 3.4.1. The TLM is derived from the nonlinear model equations
using automatic differentiation whereas the PFM is derived by first linearising the continu-
ous nonlinear equations and then discretising using a semi-implicit semi-Lagrangian scheme.
They showed that if Algorithm 3.4.1 uses an exact TLM, the method is equivalent to the
Gauss-Newton method (Algorithm 3.2.3). Furthermore, they showed that if an approximate
linear model is used, or if a lower spatial resolution is used, Algorithm 3.4.1 is equivalent to
an inexact GN method. They found that the effect on the quality of the analysis was greater
if a reduced resolution inner loop and high resolution outer loop was used compared to when
a high resolution inner and outer loop were used. The incremental 4D-Var with the TLM or
PFM was converging to larger values of the nonlinear cost function and the difference be-
tween the two methods was greater compared to when the full resolution inner loop was used.

If the inner loop of Algorithm 3.4.1 is solved inexactly using an iterative solver, it is equiva-
lent to the truncated Gauss-Newton (TGN) method [52]. In applications where the Jacobian
is too computational expensive to compute (e.g. in NWP), a common simplification is to ap-
proximate the Jacobian of the residual vector for use in the inner loop, such as reducing the
inner loop resolution. The convergence of Algorithm 3.4.1 with an approximate Jacobian is
referred to as the perturbed Gauss-Newton (PGN) method [52]. When both an approximate
Jacobian is used and the inner loop problem is solved inexactly Algorithm 3.4.1 is referred
to as the truncated perturbed Gauss-Newton (TPGN) method in [52]. In the work of [52],
they outline the conditions under which the TGN, PGN and TPGN converge to a stationary
point. The work of [52] only looked at the use of general inexact Jacobians and made a brief
investigation into the use of their proposed stopping criteria when a reduced resolution inner
loop is used in [66] but the theoretical convergence was not studied.

As outlined in Section 2.2.2, the use of multiple resolutions in Algorithm 3.4.1 requires the
use of restriction and prolongation operators. The technique used to map from outer loop
space to inner loop space in operational DA, and in our work, is to apply a reduced resolution
spatial operator to restrict the input of the inner loop method, and a spatial interpolation
prolongation operator to map the output of the inner method (the increment) to the outer
loop resolution. It is important to note that in practical implementations of VarDA, the
restriction operator Sl does not necessarily only reduce the resolution, it may also be used
to simplify multiple variables of the same variable type, such as temperature variables, into
a single variable [109].

Practical implementations of Algorithm 3.4.1 increase the inner loop resolution as the outer
loop iterates. This approach is called multi-incremental VarDA. Recall that the incremental
approach uses a linearisation of the observation operator around the first guess trajectory,
which uses a reduced resolution [27]. By reducing the model resolution, it makes it in-
creasingly more difficult to resolve smaller scales. The main idea behind multi-incremental
4D-Var is to make use of the fast convergence on the large scales at a reduced resolution in
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early iterations, with subsequent higher resolution iterations allowing the method to pick up
smaller scales [124, 125]. Thus, the multi-incremental method can be used to resolve both
small and large scales in DA by improving the large scales as the smaller scales are resolved
[127].

Proposed by [127] and used operationally by ECMWF since January 2003 in Cycle 25r3, the
multi-incremental procedure, also referred to as the multi-truncation incremental method,
uses a series of progressively higher resolution inner loops for each outer loop update. Infor-
mation from early reduced resolution iterations are used to precondition the problem in later
iterations. The multi-truncation incremental method focuses on recovering the large scales
in early iterations and strengthens these as the small scales are progressively introduced
[127]. This gives a balance between two goals in VarDA, the need to represent small scales
as well as the need for a fast minimisation procedure. In their work, [127] compared the use
of multiple-truncations with the use of single truncations for both the incremental 4D-Var
and the quasi-continuous data assimilation schemes, the latter of which uses observations as
soon as they are available and spreads computing cost over the assimilation period [61].

In the work of [127], the authors outline a sufficient condition for the convergence of the in-
cremental method where a reduced resolution inner loop is used. Their condition is derived
by defining the incremental method as a fixed point iteration method of the form (3.3). Their
sufficient condition is based on the convergence of a fixed point iteration method (see[35]
Theorem 4.4.1) and is a consequence of the contraction mapping theorem (or the Banach
fixed point theorem) for a unique fixed point. It guarantees that G in (3.3) has exactly one
fixed point and that the sequence of iterates {x(k)} converges to this fixed point.

In deriving the condition for the incremental method in [127], the authors first decompose
x into

x = xs + x⊥s , (3.38)

where xs = ShSlx and x⊥s = {In − ShSl}x. They find that by assuming SlSh = Ir and
applying ShSl to (3.37), only xs is updated in the incremental algorithm as shown in the
following

ShSlx
(k+1) = ShSlx

(k) + ShSlShδx̂
(k)

= x(k)
s + Shδx̂

(k)
(3.39)

They subsequently find that for the incremental method, G(x(k)) is given by

G(x(k)) = ζ(k) +
[
B̂−1 + ĤTR−1Ĥ

]−1
×
[
B̂−1

{
Slx

b − Sl(Shζ
(k) + x⊥s

(k)
)

+ ĤTR−1
{

y −H(Shζ
(k) + x⊥s

(k)
)
}]
,

(3.40)

where ζ = Slxs = Slx. Using the tangent linear hypothesis in reduced resolution space and
by assuming SlSh = Ir, the following convergence condition is obtained∥∥∥Ir − [B̂−1 + ĤTR−1Ĥ

]−1
×
[
B̂−1 + ĤTR−1HSh

]∥∥∥ ≤ α < 1, (3.41)
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where α is a constant, the size of which determines the speed of convergence of the incremen-
tal method to the unique fixed point. If G′(`) 6= 0, where ` is the fixed point, the sequence of
iterates converges to the fixed point linearly. If g′(`) = 0, the sequence of iterates converges
to the fixed point at least quadratically.

The derivation of condition (3.41) for the incremental method requires the reduced resolu-
tion Hessian matrix to be positive definite. This assumption is satisfied given that B̂−1 is
positive definite.

Although the sufficient condition (3.41) can be used to prove there exists a solution to the
variational problem, and that it is unique, it does not tell us much more than this. However,
Equation (3.39) does show how the choice of the resolution used in the inner loop of the

incremental method affects the update of the outer loop iteration by not modifying x⊥s
(k)

.
This is completely dependent on the restriction and prolongation operators chosen. The
multi-incremental method approach was suggested to combat this issue while keeping com-
putational cost low.

It is known that the accuracy with which the inner loop is solved affects the convergence of
the outer loop [64, 65]. Therefore, in order to further improve the quality of the analysis,
improvements to the inner loop methods must also be made. The work in [126] is key in
motivating the investigation of improved inner loop minimisation algorithms that are faster
than CG and unlike CG, do not overfit observations. Within our work, we focus on the con-
vergence of the outer loop and the effect of the use of a reduced resolution inner loop on its
convergence. The work of [52] found that approximately solving the linearised least-squares
problem degrades the convergence rate of the GN method. Therefore, we assume that the
inner loop is solved exactly so as to avoid the error associated with solving it inexactly.

In this section, we have outlined the incremental method and seen how the choice of restric-
tion and extension operators play a role in its convergence as presented in [127]. In Chapter
6, we conduct our own theoretical investigation into the effect that the use of a reduced
resolution inner loop has on the convergence on the incremental method.

3.4.2 Alternative methods

More recently, optimisation methods that do not require the use of first derivatives of the
4D-Var objective function are being investigated to avoid the development and maintenance
costs associated with using the adjoint, see for example [51] and references therein. Further-
more, an extensive list of alternative assimilation schemes have been developed that do not
require the use of the adjoint such as the ensemble-variational data assimilation method,
4DEnVar, developed by the Met Office for global NWP (see [3, 76]) and implemented at
Environment Canada (see [19]). However, as the adjoint is already embedded in the op-
erational infrastructure of many meteorological centres, its use is still often preferred over
newer techniques as, unlike methods that require the use of an ensemble of non-linear forecast
trajectories, such as the ensemble Kalman Filter (EnKF) and 4DEnVar, the adjoint is less
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prone to causing sampling errors and does not require spatial and/or temporal localisation [6].

DA methods that are able to best deal with the use of more observations are becoming
increasingly popular. For example, ECMWF are keen to use more observations through the
use of more outer loop iterations in their IFS. The benefit of increasing the number of outer
loop iterations has been studied in the work of Laroche et al. in [64]. They showed that for
the incremental 4D-Var to perform reasonably well, it is necessary to allow a limited number
of outer loop updates using the full-resolution model.

The use of longer assimilation time-windows in variational data assimilation allows us to use
more observations over time. Fisher et al. (2005) [39] demonstrated the benefit of using
long assimilation time-windows in 4D-Var to improve the analysis. In Fisher et al. (2011)
[41], these results are confirmed for the ECMWF IFS - they show that a 24hr window is
favourable over a 12hr window. However, when using a long assimilation time-window the
linearity assumption for the tangent linear hypothesis becomes invalid and the incremental
method may diverge. Furthermore, as the assimilation time-window length is increased, er-
rors from sources other than the background and observations are introduced in to the system
and are known as model errors. For this reason, the weak-constraint 4D-Var formulation,
which accounts for model error has been favoured over the strong-constraint formulation
for its ability to yield a more accurate analysis in long time-window assimilation [94]. To
help deal with the issues that come with the use of a long time-window, Pires et al. [101]
outlined the quasi-static variational assimilation (QSVA) method. The QSVA method is not
a minimisation method in it self. It performs a series of minimisations using QN or CG over
a gradually extended assimilation time-window length. This was further developed in [122]
and [121] and applied in [37] and [48]. To enable the use of more observations in operational
NWP, the ECMWF have built on the QSVA literature and integrated the use of a long
assimilation time-down into their IFS [69]

In the following section, we review globally convergent methods used to solve the variational
problem.

3.4.3 Globally convergent methods in VarDA

Recall from Section 3.4.1 that the incremental 4D-Var method has been shown to be equiva-
lent to the Gauss-Newton optimisation method (GN) under certain conditions [65]. The GN
method does not require the use of high order second derivatives, thus alleviating the added
complexity of calculating and storing them. A drawback of the GN method, and Newton-
based methods, is that they do not guarantee convergence to an estimate of the initial state
given poor initialisation [33]. In NWP, the initial guess for the minimisation is generally
chosen to be the predicted initial state from a previous forecast, known as the background
state. However, for some applications of VarDA this choice may not be a good enough
estimate of the true initial state. Therefore, GN may fail to converge. This is what mo-
tivates our focus on the investigation into the use of globally convergent methods for VarDA.

A line search is used in practical implementations of the incremental VarDA problem. Earlier
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work in [106] showed that the use of a line search strategy improved the minimisation of the
4D-Var objective function. The M1QN3 method, developed in [44] and used operationally
at ECMWF [126], Météo France [74] and the Meteorological Service of Canada [20], uses
the Wolfe line search conditions [134] to safeguard the method. However, as discussed in
Section 3.3.1, the Wolfe conditions require the use of additional evaluations of the objec-
tive function and, to rule out unacceptably short steps, its gradient [96]. This is unlike the
Armijo condition [2] used in Algorithm 3.3.1 of our work, as in [50], which through the use
of backtracking only requires additional evaluations of the objective function and not of the
gradient [96]. We pair GN with backtracking Armijo line search and use a fixed amount
of computational operations to guarantee a reduction in the outer loop objective function
(assuming the inner loop is solved to a high accuracy), while considering the computational
limits present in DA.

The use of the LM method has been of interest in the DA community because of its simi-
larities with GN and its convergence guarantees. The use of the ensemble Kalman filter and
ensemble Kalman smoother methods (EnKF and EnKS, respectively) as linear least-squares
solvers for the inner loop problem has been proposed [82, 136]. This is the approach used in
the literature when using LM in DA.

Bergou et al. [9] applied a variation of the LM method to the 4D-Var problem combined
with the use of ensemble methods for the linearised subproblems where they focus on the
case where only approximate gradient and Jacobian values are available and accurate within
a certain probability. They provide a framework for using EnKS for solving the subproblem
inexactly in their LM method and proved global convergence under an assumption of the
probability of the accuracy of the gradient. In the work of Bocquet et al. [13], they applied a
variation of LM using an EnKF to regularise the subproblem and obtain a faster convergence
rate versus GN.

Mandel et al [83] apply the incremental 4D-Var method to the weak-constraint (where model
error is accounted for) 4D-Var problem with the two-level quasi-geostrophic model, using the
exact tangent and adjoint models. They find that the method diverges due to the nonlin-
earity of the model along a 10 day (long) time-window. They contrast the results of the
incremental 4D-Var method with those obtained when they use a LM method to control
the convergence of the incremental 4D-Var method, using the EnKS as the inexact solver
for the 4D-Var inner-problem. They refer to this as the Ensemble Kalman smoother 4D-
Var (EnKS-4DVAR) with regularisation. They assess the performance of the EnKS-4DVAR
with regularisation method when varying the regularisation parameter γ. The regularisation
parameter is fixed throughout the iterations, unlike Algorithm 3.3.2 in our work, which uses
an adaptive method. They find that convergence is not guaranteed when the regularisation
parameter is small, such as when γ ≤ 1. Large values such as γ ≥ 10 enable the function
value to decrease as the method iterates. They conclude that investigations into an adaptive
method to adjust the regularisation parameter at each iteration would be of interest.

More recently, the authors of [10] proposed a novel LM method for application to both zero
and non-zero residual problems. This method is similar to Algorithm 3.3.2, except for the
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use of an additional parameter that corresponds to a successful step of the method to balance
local and global convergence requirements. The authors used an example to show how their
local convergence is satisfied by the standard 3D-Var problem and assessed the performance
of their proposed LM method using preliminary numerical experiments.

In Chapters 4 and 5, we aim to investigate whether the use of globally convergent optimi-
sation methods, namely Algorithms 3.3.1 and 3.3.2, is beneficial in VarDA, where there is
limited time and computational cost available. Such methods use safeguards to guarantee
convergence to the analysis from an arbitrary background state vector by ensuring mono-
tonic/strict and sufficient decrease of the error in the objective function.

The results outlined within this section only complement and do not replicate our research
into the use of globally convergent strategies where we focus on the convergence of the 4D-
Var problem on the outer loop level, where the exact gradient is used (as is the case when
an adjoint is available), the inner loop is assumed to be solved to a high accuracy and the
regularisation parameter in REG is updated using a simple, inexpensive strategy.

In the following section, we outline some considerations made when analysing and comparing
algorithms.

3.5 Algorithmic considerations

Due to the limited time and computational cost available in VarDA practice, the incremental
method is not necessarily run to convergence and a stopping criterion is used to limit the
number of iterations. Each residual vector calculation requires the non-linear model to be
run forward to obtain the state at each observation location in time. This can then be used
to calculate the value of the objective function. Furthermore, one run of the adjoint model
is required to calculate the gradient.

Due to storage limitations that exist in computers, precision is often sacrificed. As a conse-
quence, the function may not be able to be evaluated at each iterate accurately. These issues
in computer precision may cause difficulties when analysing the algorithmic output. For ex-
ample, we may see that the error in the iterates is reducing as an algorithm iterates, while
the function value is stagnant. Therefore, it is important to choose reasonable tolerances
for the stopping criteria to ensure that iterations are not performed outside of computer
precision.

In the following section, we outline the stopping criteria commonly used in the literature
and within our work to terminate optimisation methods.

3.5.1 Stopping criteria

Stopping criteria are user specified criteria used within an optimisation algorithm to ensure
that the algorithms do not iterate beyond when the criteria are specified. The criteria can be
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used to terminate the algorithm when a reasonable approximation to the solution is found,
when a specified time has passed and/or when storage limits have been met. Furthermore,
stopping criteria can be used to terminate the optimisation algorithm even if a suitable solu-
tion has not been found, or if no suitable solutions exist, so as to avoid unnecessary cycling
of the iterations.

One way to check whether a stationary point of a function is located is to check whether the
gradient norm is close to zero. Using the following criterion, the user can specify an ε close
enough to zero such that they can be confident that the optimisation method has located a
stationary point

||∇f(x(k))||2 ≤ ε. (3.42)

A typical choice of ε would be 10−5, as 10−6 or below would be below machine precision.

A relative form of (3.42) is one of the most popular measures used in the VarDA inner loop
and is given by

||∇f(x(k))||2
||∇f(x(0))||2

≤ ε. (3.43)

This measure compares the size of the gradient norm at the current iterate with the gradient
norm at the initial guess. This comparison gauges how much progress the algorithm has
made in locating a stationary point of the function. The work in [66] proposed a relative
gradient stopping criterion of the form (3.43) for use in the VarDA inner loop, where f is
the inner loop cost function (2.63). They showed that this is an appropriate choice when a
lower spatial resolution is used in the inner loop.

As there is limited computational cost available in practice in DA, it is vital that both the
inner and outer loop iterations are stopped when little progress is made. The following
criterion can be used within an optimisation method to terminate the iterations evaluations
once a maximum number of iterations, kmax ∈ Z, has been achieved,

k < kmax. (3.44)

Within our work, the limit on the total number of function and Jacobian evaluations is
achieved by using the following criterion

kJ + l ≤ τe, (3.45)

where kJ is the total number of Jacobian evaluations (which is equivalent to the number
of outer iterations k in VarDA), l is the total number of function evaluations and τe is the
tolerance. The tolerance τe can be chosen according to the maximum number of evaluations
desired. We note that for GN, kJ = l as the method requires as many Jacobian evaluations as
function evaluations. However, for both LS and REG there could be more than one function
evaluation per Jacobian evaluation since for unsuccessful steps, the Jacobian is not updated
so kJ ≤ l.
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Furthermore, it is important to stop the iterations when little progress is made on either the
function and iterate level. The following measure can be used to stop a method when the
norm of the error in the function value between iterations is ε,

|f(x(k−1))− f(x(k))| ≤ ε. (3.46)

The norm of the error in the iterates is another useful measure and is given by

||x(k−1) − x(k)||2 ≤
√
ε. (3.47)

The criterion (3.47) is useful in applications, such as VarDA, where the accuracy of the
iterate, and not just the minimisation of the function, is important.

In well-behaved problems, Gill [46] has shown that the relationship between the variable x(k)

and the function f(x(k)) is well-defined at each iteration k. On the other hand, if the problem
is ill-conditioned then although f(x(k)) may be close to f(x∗), x(k) may not necessarily be
close to x∗. Gill [46] therefore suggested that a tolerance ε, which is related to the level
of accuracy the user aims to obtain, must be set along with three stopping criteria for the
outer loop of an optimisation algorithm. One of these criteria is the relative change in the
function value, given by

|f(x(k−1))− f(x(k))|
1 + |f(x(k))|

≤ ε (3.48)

and is used within our work.

The tolerance should also be chosen carefully. It must be small enough so as to ensure
that the iteration process converges, yet large enough so not to fit observational noise. The
need for the accuracy of the inner loop is dependent on the nonlinearity of the problem [66].
Nonlinearities occur as more physics are included in the VarDA system, which is what DA
is moving towards. The more nonlinear the problem is, the more accurately the inner prob-
lem must be solved in order to guarantee convergence of the outer loops, and so a smaller
tolerance is required [52]. If the problem is very nonlinear, we cannot expect a linear ap-
proximation to be accurate [107]. Furthermore, if the size of the residual at the solution is
large, the inner loop problem must be solved more accurately.

In the following section, we outline the considerations we must take when comparing the
performance of optimisation algorithms.

3.5.2 Performance comparisons

It is important to note that a good optimisation algorithm often holds a balance between
the following properties, which often conflict, as outlined in [96].

• robustness: given a reasonable initial value, they perform well for any problem within
a given class.

• efficiency: the computational cost, time and storage requirements are kept to a mini-
mum.

50



• accuracy: the ability to precisely identify a solution and not be sensitive to computa-
tional rounding errors or errors within the data.

When analysing the performance of an optimisation algorithm in our work, we look for the
reduction in

• the error in the function value ||f(x(k−1))− f(x(k))||2,

• the 2-norm of the gradient value ‖∇f(x(k))‖2

• and the error in the iterates ||x(k−1) − x(k)||2

at each iteration k. We are also interested in knowing which method obtains the most accu-
rate algorithmic output in a fixed number of function and Jacobian evaluations, i.e. within
a fixed computational cost, how far is the estimate obtained by a given method from the
true solution to the minimisation problem?

In order to best present our results, we use accuracy profiling described as follows.

An accuracy profile shows the proportion of problems a given method can solve within a
fixed amount of work (τe) and a given tolerance (τf ) of the change in the function value [90].
To ensure the robustness of our results, we apply the three optimisation methods to a series
of nr randomly generated problems, where the randomness occurs through the background
and observation error vectors, εb and εo. For each realisation, a new εb and εo are generated
from their respective distributions outlined in Chapter 4. The following criterion proposed in
[90] is used to flag that an estimate of the initial state has been obtained by an optimisation
method

f(x
(l)
0 )− f(xt0)

f(x
(0)
0 )− f(xt0)

≤ τf , (3.49)

where xt0 is a solution of (2.52) referred to as the ‘truth’ and τf is the tolerance. The

measure (3.49) compares the optimality gap f(x
(l)
0 ) − f(xt0) relative to the best reduction

f(x
(0)
0 ) − f(xt0) [90]. This ensures that the variational problem is only flagged as solved by

the optimisation method once the value of the objective function is within some error (τf )
of the truth.

For our problems, the truth is unknown. We only know that, due to the nonlinearity of the
variational problem, there may exist many values of x0 that could minimise (2.52) locally.
We are interested in the estimate xt0 that gives the greatest reduction in (2.52) that any

of the three methods can obtain. Therefore, we set the truth to be the x
(l)
0 obtained by

any of the three methods that gives the smallest function value within the given number
of evaluations. Using this criterion allows us to benchmark the methods against each other
using accuracy profiles.

For each experiment, we plot the proportion of the nr realisations solved by each method
against the relative accuracy obtained, τf . The relative accuracy obtained is varied using
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τf = 10−i, where i ∈ [0, 5].

We acknowledge in this work that the code for the accuracy profiles has been adapted from
the code for the data profiles used in [90].

3.6 Conclusion

Within this section we have outlined the theory of nonlinear least-squares problems and
outlined and discussed three fundamental unconstrained optimisation methods for nonlin-
ear least-squares problems, namely, SD, Newton’s method and GN. We outlined two local
convergence results for the GN method before discussing two safeguards used to make GN
globally convergent, namely, LS and REG.

We then reviewed relevant optimisation methods that have been applied to the variational
problem and discussed what is sought from an optimisation method in VarDA. Finally, we
outlined various stopping criteria used to terminate optimisation methods and discussed how
to compare the performance of optimisation methods.

The global convergence proofs for optimisation methods equipped with line search and regu-
larisation strategies do exist in the literature. However, they do not exist in the literature for
the specific algorithms, Algorithms 3.3.1 and 3.3.2, that we use. Therefore, in the following
chapter, we derive the global convergence for LS and REG. We then present our results when
comparing the performance of the GN, LS and REG when applied to the 3D-Var problem.
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Chapter 4

Globally Convergent methods for
3D-Var

Recall from Section 3.2.3 that the Gauss-Newton method (GN) can only guarantee local
convergence under certain conditions and not necessarily global convergence. This is de-
pendent on how close the initial guess is from the local minimum the algorithm locates and
whether or not the residual vector r of (2.28) is a zero vector at a solution x∗. Furthermore,
the region of local convergence depends on problem constants not known a priori, such as
Lipschitz constants of the gradient.

It is important to note here that the globally convergent methods we are concerned with,
namely Gauss-Newton with line search (LS) and Gauss-Newton with regularisation (REG),
can only guarantee global convergence to a local minimum under certain conditions and
not necessarily to a global minimum. Both LS and REG do not require the use of higher
order second derivative information to achieve global convergence guarantees (such as New-
ton’s method), nor do they require time and computationally expensive parameter updating
techniques (such as with the Woolfe conditions). Therefore, LS and REG are considered
relatively inexpensive methods in the class of globally convergent methods, a classification
that makes them key contenders for use in practical VarDA.

In this chapter, we prove global convergence for the Algorithms 3.3.1 and 3.3.2 when applied
to nonlinear least-squares optimisation problems of the form (2.33) and discuss whether the
assumptions made hold in DA. We then present our findings when applying the GN, LS and
REG methods to the 3D-Var problem. In particular, we address research questions RQ1(a),
RQ1(b) and partially address RQ1(c) using the 3D-Var problem.

In Section 4.1, we list the results and assumptions required to prove global convergence
of LS and REG when applied to nonlinear least-squares problems (NLLSPs). We then
discuss whether these are valid assumptions in VarDA. In Sections 4.2 and 4.3, we outline
the theorems and proofs of global convergence of LS and REG. In Section 4.4, we begin by
applying GN, LS and REG to some general NLLSPs and discuss the results in relation to the
variational problem. We then apply GN, LS and REG to both linear and nonlinear 3D-Var
problems with the aim of understanding how the use of safeguarding strategies within GN
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affects the convergence of the outer loop in VarDA. In Section 4.5 we derive some theory
to explain how the REG parameter interacts with the variational problem and test our
findings by applying REG, along with GN and LS for comparison, to the 3D-Var problem
outlined in Section 2.2. In Section 4.6 we set out the experimental design for the 3D-Var
numerical experiments where we apply GN, LS and REG to the standard 3D-Var problem
with nonlinear observation operators. In Section 4.7 we apply GN, LS and REG to two
nonlinear non-zero residual standard 3D-Var problems and consider the effects of initialising
GN, LS and REG with the background, where the amount of uncertainty in the background
information is increased whilst the amount of uncertainty in the observations is fixed. We
also consider the effects of using an alternative choice of initial REG parameter γ(0), derived
earlier in Section 4.5, on the convergence rate of REG. We use accuracy profiles to show how
the methods perform within a limited number of cost function and Jacobian evaluations (as
in practice) and when more evaluations are allowed than in practice. We also study the effect
on the accuracy of the analysis for each of the methods through the use of RMSE profiles.
Finally, we conclude this chapter in Section 4.8.

4.1 Assumptions & VarDA

Before we outline the global convergence proofs for the LS and REG methods, we state some
theoretical results along with the assumptions required. The following theorem is used within
the global convergence proofs of the LS and REG method and shows that the Jacobian (2.29)
is uniformly bounded above if the residual vector r is Lipschitz continuous.

Theorem 4.1.1. [Uniformly bounded Jacobian (see [92] Lemma 1.2.2)] Let r ∈ C1(Rn) be
Lipschitz continuous with Lipschitz constant Lr > 0. Then J, the Jacobian of r is uniformly
bounded above, that is, for all x ∈ Rn,

‖J(x)‖ ≤ Lr. (4.1)

Proof. See [92] Lemma 1.2.2.

The following lemma will be necessary to show that the gradient (2.30) is Lipschitz continuous
given that r and J are Lipschitz continuous and that r is bounded above.

Lemma 4.1.2 (Lipschitz continuity of a least-squares gradient). Suppose we have a function
(2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian of r. Assume that
r is uniformly bounded above by ω > 0 such that for all x in some set N ⊂ Rn, we have
‖r(x)‖ ≤ ω. Furthermore, assume r and J are Lipschitz continuous on N with Lipschitz
constants Lr > 0 and LJ > 0, respectively. Then the gradient (2.30) is Lipschitz continuous
with Lipschitz constant L > 0.

Proof. As r ∈ C1(Rn) is Lipschitz continuous with Lipschitz constant Lr > 0, then J is
bounded above (see Theorem 4.1.1). That is,

‖JT (x)‖ = ‖J(x)‖ ≤ Lr ∀x ∈ Rn. (4.2)
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From our assumptions we know that r and J are Lipschitz continuous. For all x,y ∈ N , we
have

‖(J(x))T r(x)− (J(y))T r(y)‖ = ‖(J(x))T r(x)− (J(x))T r(y)

+ (J(x))T r(y)− (J(y))T r(y)‖.
(4.3)

Using the triangle inequality (2.6), we obtain the following

‖(J(x))T r(x)− (J(y))T r(y)‖ ≤ ‖(J(x))T (r(x)− r(y))‖+ ‖(J(x)− J(y))T r(y)‖ (4.4)

Using the submultiplicative property (2.12), we obtain

‖(J(x))T r(x)− (J(y))T r(y)‖ ≤ ‖J(x)‖‖(r(x)− r(y))‖+ ‖r(y)‖‖J(x)− J(y)‖. (4.5)

Using ‖r(x)‖ ≤ ω and (4.2), and setting L = (L2
r + ωLJ) we obtain

‖(J(x))T r(x)− (J(y))T r(y)‖ ≤ L‖x− y‖, (4.6)

so the gradient ∇f is Lipschitz continuous with Lipschitz constant L > 0, as required.

In order to obtain a lower bound on α(k) for the LS method and an upper bound on γ(k)

for the REG method, we will require the use of the following auxiliary lemma, a property of
Lipschitz continuous functions.

Lemma 4.1.3 (Descent lemma (see [11] Proposition A.24)). Let f ∈ C1(Rn) with ∇f Lips-
chitz continuous with Lipschitz constant L > 0. Then for all y ∈ Rn we have,

f(x(k) + y) ≤ f(x(k)) + (∇f(x(k)))Ty +
1

2
L‖y‖2. (4.7)

Proof. See [11] Proposition A.24.

The following assumptions are used to prove global convergence of both the LS and REG
methods.

A6. r is uniformly bounded above by ω > 0 such that ‖r(x)‖ ≤ ω.

A7. r ∈ C1(Rn) is Lipschitz continuous on Rn with Lipschitz constant Lr > 0.

A8. J is Lipschitz continuous on Rn with Lipschitz constant LJ > 0.

We remark that for the LS method, we can weaken assumptions A7 and A8 by replacing Rn

with the open set N containing the level set

L =
{
x ∈ Rn|f(x) ≤ f(x(0))

}
, (4.8)

where f is a NLLS function of the form (2.28).

In order to achieve the sufficient decrease property of the LS method, the following assump-
tion must be made.
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A9. J(x) in (2.53) is uniformly full rank for all x ∈ Rn, that is, the singular values of J(x)
are uniformly bounded away from zero, so there exists a constant ν such that ‖J(x)z‖ ≥ ν‖z‖
for all x in a neighbourhood N of the level set L where z ∈ Rn.

In VarDA practice, it is reasonable to assume that the physical quantities are bounded.
Therefore, we can say that both x0 − xb and the innovation vector y − H(x) in (2.52) are
bounded in practice, thus satisfying assumption A6. In VarDA, we must assume that the
nonlinear modelM0,i in (2.52) is Lipschitz continuous in order for A7 to hold. As discussed
in [87], this is a common assumption made in the meteorological applications. However, we
cannot say that this is necessarily the case in VarDA practice.

In order for the Jacobian J in (2.53) to be Lipschitz continuous, we require its derivative
to be bounded above by its Lipschitz constant. Therefore, for assumption A8 to hold, we
require r in (2.53) to be twice continuously differentiable in practice, which is a common
assumption made in VarDA, and also, that these derivatives of r are bounded above.

As mentioned in Section 2.3, the preconditioned 4D-Var Hessian (2.70) is full rank by con-
struction as it consists of the identity matrix and a non-negative definite term. Therefore,
the Jacobian of the residual of the preconditioned problem is full rank and assumption A9
holds. This is also the case for the standard 4D-Var problem (2.52), because of the presence
of B−1/2 in its Jacobian.

In the following section, we prove global convergence of the LS method, using these assump-
tions.

4.2 Global convergence of LS

We recall that the Gauss-Newton with bArmijo line search method minimises the least-
squares function (2.28) by solving (3.10) for the new descent direction and chooses a stepsize
α(k) within each iteration k of Algorithm 3.3.1.

We want to prove global convergence for the LS method to a stationary point, that is that
J(x(k))T r(x(k)) → 0 as k → ∞ for k = 0, 1, 2, . . . where the sequence {x(k)} is generated
by the GN method with initial guess x(0) and stepsizes α(k) satisfying the Armijo condition
(3.18).

Nocedal et al. outline the proof for the GN method with Wolfe line search conditions in
[96], which uses the Zoutendijk condition. Alterations to this proof can be made to prove
the global convergence theorem of the LS method, Algorithm 3.3.1. In this section, we
present this result. We begin the proof by showing that the bArmijo chosen stepsizes α(k)

are bounded below using assumptions A6 - A8. Using this lower bound, as well as assump-
tion A9, we are able to prove the Zoutendijk condition (as in [96]) and its variant hold. Both
the Zoutendijk condition and its variant use the angle between the GN search direction and
the steepest descent direction. If this angle is uniformly bounded away from zero with k,
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one can show that GN with line search is a globally convergent method.

We begin by establishing a lower bound on the stepsize α(k) for all k.

We require the following lemmas found in [22] to deduce bounds on the bArmijo chosen
stepsizes α(k).

Lemma 4.2.1 (Armijo stepsize interval (see [22] Lemma 2)). Suppose we have a NLLS
function of the form (2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian
of r. Assume that A6, A7 and A8 hold. Furthermore, let x(k) and s(k) be the Gauss-Newton
iterate and step respectively for all k ≥ 0. Then the Armijo condition (3.18) is satisfied for

all α ∈
[
0, α

(k)
max

]
, where α

(k)
max = (β−1)(∇f(x(k)))T s(k)

L‖s(k)‖2 , β ∈ (0, 1) and L is the Lipschitz constant

of ∇f .

Proof. (see [22] Lemma 2). We first note that as the assumptions of Lemma 4.1.2 are
satisfied, then ∇f is Lipschitz continuous with Lipschitz constant L. Using Lemma 4.1.3
where y = αs(k), we have the following upper bound on f(x(k) + αs(k)),

f(x(k) + αs(k)) ≤ f(x(k)) + α(∇f(x(k)))T s(k) + α2L‖s(k)‖2. (4.9)

Therefore, if

0 ≤ α ≤ (β − 1)(∇f(x(k)))T s(k)

L‖s(k)‖2
, (4.10)

then

f(x(k)) + α(∇f(x(k)))T s(k) + α2L‖s(k)‖2 ≤ f(x(k)) + βα(∇f(x(k)))T s(k) (4.11)

and (3.18) is satisfied. Note that (4.10) is equivalent to α ∈
[
0, α

(k)
max

]
, where α

(k)
max is the

upper bound in (4.10), as required.

Lemma 4.2.2 (Armijo stepsize lower bound (see [22] Lemma 3)). Suppose we have a NLLS
function of the form (2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian
of r. Assume that A6, A7 and A8 hold. Then the Armijo stepsize α(k) satisfies α(k) ≥
min

{
α0, τα

(k)
max

}
, ∀k ≥ 0, where α0 > 0 is the initial stepsize.

Proof. (see [22] Lemma 3). Let αi denote the value of the bArmijo parameter at the ith

iteration of the bArmijo loop, where i = 0, 1, 2, . . . . We know that if α0 satisfies (3.18), then
α(k) = α0 and the bArmijo iterations terminate with i = 0. Otherwise, from Lemma 4.2.1,
we know that (3.18) will be satisfied as soon as α(k) ≤ α

(k)
max. Let (i−1) denote the subscript

of the last bArmijo iteration such that αi−1 > α
(k)
max. Therefore, we have that in the next

iteration, (3.18) will be satisfied and αi ≤ α
(k)
max where αi = ταi−1 > τα

(k)
max and α(k) = αi so

α(k) satisfies α(k) ≥ min
{
α0, τα

(k)
max

}
, ∀k ≥ 0, as required.
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Using Lemma 4.2.1 and Lemma 4.2.2, we are able to prove the Zoutendijk condition (as in
[96]) and its variant, which utilises the angle between s(k) (the GN search direction) and
−∇f(x(k)) (the steepest descent direction), θ(k), which is given by

cos(θ(k)) =
(−∇f(x(k)))T s(k)

‖∇f(x(k))‖‖s(k)‖
. (4.12)

This enables us to eventually show that by using the GN step direction s(k) and bArmijo
stepsizes α(k) we are able to obtain a globally convergent method. We note that the bounds
on cos(θ(k)) and ‖s‖ assumed in the following lemma are later proven for the LS method
using A6 - A8.

Theorem 4.2.3 (Zoutendijk condition for the LS method). Suppose we have a NLLS func-
tion of the form (2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian
of r. Assume A6, A7 and A8 hold. Furthermore, let cos(θ(k)) ≥ δ > 0 and the 2-norm of
the GN step s, ‖s‖ be bounded below such that ‖s‖ ≥ φ > 0. Then for all k ≥ 0 we have that,

Case 1: If min
{
α0, τα

(k)
max

}
= τα

(k)
max then,∑

k≥0

cos2(θ(k))‖∇f(x(k))‖2 <∞, (4.13)

which is known as the Zoutendijk condition, or,

Case 2: If min
{
α0, τα

(k)
max

}
= α0 then,∑

k≥0

cos(θ(k))‖∇f(x(k))‖‖s(k)‖ <∞. (4.14)

Proof. As the assumptions of both Lemma 4.2.1 and Lemma 4.2.2 are satisfied, we can
substitute the result from Lemma 4.2.1 into Lemma 4.2.2, giving us,

α(k) ≥ min

{
α0, τ

(β − 1)(∇f(x(k)))T s(k)

L‖s(k)‖2

}
, ∀k ≥ 0, (4.15)

which is the lower bound for the bArmijo chosen stepsize α(k). We first consider Case 1
where,

Case 1:

min

{
α0, τ

(β − 1)(∇f(x(k)))T s(k)

L‖s(k)‖2

}
= τ

(β − 1)(∇f(x(k)))T s(k)

L‖s(k)‖2
. (4.16)

We can substitute (4.16) into (3.18) giving,

f(x(k+1)) ≤ f(x(k))− c1
((∇f(x(k)))T s(k))2

‖s(k)‖2
. (4.17)
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where c1 = βτ(1−β)
L

and c1 > 0. Using (4.12), we have

cos2(θ(k)) =
1

‖∇f(x(k))‖2
((∇f(x(k)))T s(k))2

‖s(k)‖2
. (4.18)

Substituting (4.18) into (4.17) and rearranging we obtain,

f(x(k))− f(x(k+1)) ≥ c1 cos2(θ(k))‖∇f(x(k))‖2. (4.19)

So for all values of k, we have the following set of inequalities

f(x(0))− f(x(1)) ≥ c1 cos2(θ(0))‖∇f(x(0))‖2.
f(x(1))− f(x(2)) ≥ c1 cos2(θ(1))‖∇f(x(1))‖2.

...

f(x(k−1))− f(x(k)) ≥ c1 cos2(θ(k−1))‖∇f(x(k−1))‖2.
f(x(k))− f(x(k+1)) ≥ c1 cos2(θ(k))‖∇f(x(k))‖2.

(4.20)

We can sum the inequalities in (4.20) to give us the following,

k∑
j=0

f(x(j))−
k+1∑
j=1

f(x(j)) ≥ c1

k∑
j=0

cos2(θ(j))‖∇f(x(j))‖2.

f(x(0)) +
k∑
j=1

f(x(j))− f(x(k+1))−
k∑
j=1

f(x(j)) ≥ c1

k∑
j=0

cos2(θ(j))‖∇f(x(j))‖2.

(4.21)

This simplifies to

f(x(0))− f(x(k+1)) ≥ c1

k∑
j=0

cos2(θ(j))‖∇f(x(j))‖2. (4.22)

As f is a NLLS function of the form (2.28), for all k we have that f(x(k)) is bounded below by
zero, that is, f(x(k)) ≥ 0. Therefore, due to the sufficient decrease in f(x(k)) guarantee of the
LS method that ensures that f(x(k+1)) < f(x(k)) for all k, we have that f(x(0))− f(x(k+1))
is bounded above for all k by f(x(0)), a positive constant. This gives

f(x(0)) ≥ f(x(0))− f(x(k+1)) ≥ c1

k∑
j=0

cos2(θ(j))‖∇f(x(j))‖2. (4.23)

Therefore, by rearranging and taking limits of (4.23) as k →∞, we have

lim
k→∞

(
c1

k∑
j=0

cos2(θ(j))‖∇f(x(j))‖2
)
≤ lim

k→∞

(
f(x(0))− f(x(k+1))

)
≤ f(x(0)) <∞

∞∑
k=0

cos2(θ(k))‖∇f(x(k))‖2 <∞,
(4.24)
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as required. Next we consider Case 2 where a similar result is obtained. We have,

Case 2:

min

{
α0, τ

(β − 1)(∇f(x(k)))T s(k)

L‖s(k)‖2

}
= α0 (4.25)

Substituting (4.25) into (3.18) and setting c2 = βα0, where c2 > 0 gives,

f(x(k+1)) ≤ f(x(k)) + c2
(∇f(x(k)))T s(k)

‖∇f(x(k))‖‖s(k)‖
‖∇f(x(k))‖‖s(k)‖. (4.26)

Substituting (4.12) and rearranging, we have

f(x(k))− f(x(k+1)) ≥ c2 cos(θ(k))‖∇f(x(k))‖‖s(k)‖. (4.27)

So for all values of k, we have the following set of inequalities

f(x(0))− f(x(1)) ≥ c2 cos(θ(0))‖∇f(x(0))‖‖s(0)‖
f(x(1))− f(x(2)) ≥ c2 cos(θ(1))‖∇f(x(1))‖‖s(1)‖

...

f(x(k−1))− f(x(k)) ≥ c2 cos(θ(k−1))‖∇f(x(k−1))‖‖s(k−1)‖
f(x(k))− f(x(k+1)) ≥ c2 cos(θ(k))‖∇f(x(k))‖‖s(k)‖.

(4.28)

We can sum the inequalities in (4.28) to give us the following,

k∑
j=0

f(x(j))−
k+1∑
j=1

f(x(j)) ≥ c2

k∑
j=0

cos(θ(j))‖∇f(x(j))‖‖s(j)‖.

f(x(0)) +
k∑
j=1

f(x(j))− f(x(k+1))−
k∑
j=1

f(x(j)) ≥ c2

k∑
j=0

cos(θ(j))‖∇f(x(j))‖‖s(j)‖.

(4.29)

This simplifies to

f(x(0))− f(x(k+1)) ≥ c2

k∑
j=0

cos(θ(j))‖∇f(x(j))‖‖s(j)‖. (4.30)

We use the same argument as we did in Case 1. This gives

f(x(0)) ≥ f(x(0))− f(x(k+1)) ≥ c2

k∑
j=0

cos(θ(j))‖∇f(x(j))‖‖s(j)‖. (4.31)

Therefore, by rearranging and taking limits of (4.31) as k →∞, we have

lim
k→∞

(
c2

k∑
j=0

cos(θ(j))‖∇f(x(j))‖‖s(j)‖

)
≤ lim

k→∞

(
f(x(0))− f(x(k+1))

)
≤ f(x(0)) <∞

∞∑
k=0

cos(θ(k))‖∇f(x(k))‖‖s(k)‖ <∞,
(4.32)
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as required.

Recall from earlier in the chapter, conditions for global convergence of NLLS optimisation
methods equipped with conditions on the step length exist in the literature. However, they
do not exist for Algorithm 3.3.1 specifically. Recall from Section 3.3.1, the strongest con-
vergence guarantee that we can obtain for a line-search method is that the gradient norms
converge to zero, (3.21). In Theorem 10.1 of the work of [96], the authors outline a global con-
vergence result for Gauss-Newton equipped with Wolfe line-search that satisfies the strongest
convergence guarantee (3.21). Recall from Section 3.3.1, the use of the Wolfe conditions (the
Armijo condition (3.18) and an additional curvature condition) to guarantee convergence is
potentially more computationally costly due to the use of curvature information from the
Hessian (2.31). Such information is difficult to obtain in the VarDA setting, hence why we
only consider the use of the Armijo condition.

To prove global convergence to a stationary point of the Algorithm 3.3.1, we use the same
framework of the proof of Theorem 10.1 in the work of [96], except we consider the use of
the Armijo condition (3.18) only. This result is presented in the following theorem. We
show how Zoutendijk’s condition holds for the LS method and that ‖s(k)‖ and cos(θ(k)) are
bounded away from 0, enabling us to prove global convergence of the LS method.

Theorem 4.2.4 (Global convergence for the Gauss-Newton with bArmijo line search method,
Algorithm 3.3.1). Suppose we have a NLLS function of the form (2.28) and its gradient (2.30)
where r ∈ C1(Rn) and J is the Jacobian of r. Assume A6 - A9 hold. Then if the iterates
{x(k)} are generated by the GN method with stepsizes α(k) that satisfy the Armijo condition
(3.18), we have

lim
k→∞

J(x(k))T r(x(k)) = 0 (4.33)

and the gradient norms converge to zero, so the Gauss-Newton method with bArmijo line
search is globally convergent.

Proof. We want to satisfy the conditions of Theorem 4.2.3. We first show that ‖s(k)‖ is
bounded below.

Taking the norm of (3.10) and using the submultiplicative property (2.12) we have,

‖(J(x(k)))TJ(x(k))s(k)‖ = ‖∇f(x(k))‖
‖(J(x(k)))TJ(x(k))‖‖s(k)‖ ≥ ‖∇f(x(k))‖

(4.34)

Rearranging (4.34) we have the following lower bound on ‖s(k)‖,

‖s(k)‖ ≥ ‖∇f(x(k))‖
‖(J(x(k)))TJ(x(k))‖

. (4.35)

Using (4.2) we have,

‖(J(x(k)))TJ(x(k))‖ ≤ ‖(J(x(k)))T‖‖J(x(k))‖
≤ L2

r

(4.36)
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and so ‖s(k)‖ is bounded below as follows

‖s(k)‖ ≥ ‖∇f(x(k))‖
‖(J(x(k)))TJ(x(k))‖

≥ ‖∇f(x(k))‖
L2
r

(4.37)

We next need to show that cos(θ(k)) is bounded away from 0. Multiplying Equation (3.10)
through by (s(k))T and simplifying, we have,

−(s(k))T∇f(x(k)) = (s(k))T (J(x)(k))TJ(x(k))s(k)

= ‖J(x(k))s(k)‖2.
(4.38)

Substituting the results from (4.38) and the first line of (4.34) into (4.12), we have for
x = x(k) ∈ L and s = s(k),

cos(θ(k)) =
‖J(x(k))s(k)‖2

‖(J(x(k)))TJ(x(k))s(k)‖‖s(k)‖
. (4.39)

Using the submultiplicative property (2.12), (4.2) and from A9 that ‖J(x)z‖ ≥ υ‖z‖ where
ν > 0, we can show that cos(θ(k)) is bounded away from 0 as follows

cos(θ(k)) =
‖J(x(k))s(k)‖2

‖(J(x(k)))TJ(x(k))s(k)‖‖s(k)‖

≥ ‖J(x(k))s(k)‖2

‖(J(x(k)))‖2‖s(k)‖2

≥ υ2‖s(k)‖2

L2
r‖s(k)‖2

≥ υ2

L2
r

> 0.

(4.40)

From this result, we now know that cos(θ(k)) is a positive constant. Therefore, the assump-
tions of Theorem 4.2.3 are satisfied and we can consider the two cases.

Case 1:
The LHS of (4.13) is an infinite series of positive, real numbers. Therefore, since the limit
is finite, we must have

lim
k→∞

cos2(θ(k))‖∇f(x(k))‖2 = 0. (4.41)

A similar result holds for Case 2.

Case 2:
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Substituting in the result from (4.37) into Equation (4.14), we have the following lower
bound on the LHS of (4.14), ∑

k≥0

cos(θ(k))
‖∇f(x(k))‖2

L2
r

<∞, (4.42)

which again is an infinite series of positive, real numbers. Therefore,

lim
k→∞

cos(θ(k))
‖∇f(x(k))‖2

L2
r

= 0. (4.43)

In both cases, as cos(θ(k)) ≥ υ2

L2
r
> 0, then it must be that ‖∇f(x(k))‖ → 0 as k → ∞, so

limk→∞ J(x(k))T r(x(k)) = 0, as required.

We next present the global convergence proof for the Gauss-Newton with regularisation
method, Algorithm 3.3.2. The REG method has no sufficient decrease condition as in the
LS method. Therefore, the use of the level set (4.8) is not required. The assumptions for
convergence are similar to the LS method aside from the requirement of J(x) being full rank.

4.3 Global convergence of REG

We recall that the Gauss-Newton with regularisation method minimises the least-squares
function (2.28) by solving (3.23) for the new descent direction and adapts the regularisation
parameter γ(k) according to the ratio (3.26) within each iteration of Algorithm 3.3.2.

We want to prove global convergence for the REG method to a stationary point, that is that
J(x(k))T r(x(k))→ 0 as k →∞ for k = 0, 1, 2, . . ., where the sequence {x(k)} is generated by
the REG method with initial guess x(0) and initial regularisation parameter γ(0).

A literature review of local and global convergence proofs of variations of the Levenberg-
Marquardt (LM) method with similarities to Algorithm 3.3.2 can be found in [10]. The work
of [60] considers the local convergence of the LM method, where the regularisation parameter
can go to zero so as to obtain the GN step. As the requirements for fast local convergence
of the REG method (a small REG parameter) contradict the requirements of global con-
vergence (a large REG parameter), within our work, we consider only global convergence of
the REG method for use in the case when GN performs poorly. This is to ensure that we
can at least guarantee faster global convergence of the REG method to meet the time and
computational cost limitations present in VarDA.

The work of [84], where the LM method was originally proposed (along with [70]), consid-
ers more of a geometric approach to the global convergence of the method and, as in our
work, does not allow the regularisation parameter to go to zero so as to guarantee global
convergence. Recall from Section 3.4, the work of [10] includes an additional parameter
corresponding to a successful step of the method to balance local and global convergence
requirements. They prove global convergence under Assumptions A6 - A8 and an additional
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assumption on the step calculation. This additional assumption is included to consider the
case where the GN subproblem may be solved inexactly through the use of an iterative solver.
In our work, this latter assumption is not required as we assume that the GN subproblem
is solved exactly. We consider this case as in VarDA practice, many iterations of a linear
least-squares solver are performed to solve the inner loop problem, thus it is reasonable to
assume that the inner loop problem is solved to a relatively high accuracy.

Some adaptations of the lemmas from the global convergence proof of the Adaptive Reg-
ularisation algorithm using Cubics (ARC method) have been used in our proof of global
convergence of REG, see [23] and [24]. We begin the proof of global convergence of REG by
deriving an expression for the predicted model decrease in terms of the gradient. We require
the use of an upper bound on γ(k), denoted as γmax, which is derived using a property of
Lipschitz continuous gradients. We show that γ(k) ≤ γmax for all k ≥ 0 by first showing
that if γ(k) is large enough, then we have a successful step so that γ(k) can stop increasing
due to unsuccessful steps in Algorithm 3.3.2. We use the expression for γmax to prove global
convergence of the REG method under assumptions A6-A8 by showing that the gradient
norms converge to zero as we iterate.

We begin by deriving an expression for the predicted model decrease.

Lemma 4.3.1 (Model decrease bound). Suppose we have a NLLS function of the form
(2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian of r. Furthermore,
for all k ≥ 0, let x(k) and s(k) be the REG method iterate and step respectively where γ(k) is
bounded below, that is, γ(k) ≥ γmin > 0 where γmin is a user chosen quantity. Then, where
m(k) is defined as in (3.25), we have that,

f(x(k))−m(k)(s(k)) ≥ 1

2
γmin‖s(k)‖2, (4.44)

for all k ≥ 0.

Proof. Substituting the RHS of Equations (2.28) and (3.25) into the LHS of Equation
(4.44), we obtain the following expression for the model decrease

f(x(k))−m(k)(s(k)) =
1

2
‖r(x(k))‖2 − 1

2
‖r(x(k))‖2 − (s(k))T (J(x(k)))T r(x(k))

− 1

2
(s(k))T (J(x(k)))TJ(x(k))s(k) − 1

2
γ(k)‖s(k)‖2

= −(s(k))T∇f(x(k))− 1

2
(s(k))T (J(x(k)))TJ(x(k))s(k)

− 1

2
γ(k)‖s(k)‖2.

(4.45)

To simplify Equation (4.45), we use the fact that s(k) = arg minsm
(k)(s) is obtained when

∇sm
(k)(s(k)) = 0, which is equivalent to solving (3.23).

Substituting (J(x(k)))T r(x(k)) = ∇f(x(k)) to simplify (3.23), we have

(J(x(k)))TJ(x(k))s(k) + γ(k)s(k) = −∇f(x(k)). (4.46)
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Multiplying through Equation (4.46) by (s(k))T , we obtain,

−(s(k))T (∇f(x(k))) = (s(k))T (J(x(k)))TJ(x(k))s(k) + γ(k)(s(k))T s(k)

= (s(k))T (J(x(k)))TJ(x(k))s(k) + γ(k)‖s(k)‖2
(4.47)

Substituting Equation (4.47) into Equation (4.45), we have,

f(x(k))−m(k)(s(k)) = (s(k))T (J(x(k)))TJ(x(k))s(k) + γ(k)‖s(k)‖2

− 1

2
(s(k))T (J(x(k)))TJ(x(k))s(k) − 1

2
γ(k)‖s(k)‖2

=
1

2
(s(k))T (J(x(k)))TJ(x(k))s(k) +

1

2
γ(k)‖s(k)‖2.

(4.48)

As (J(x(k)))TJ(x(k)) is a positive semidefinite matrix, we have that

(s(k))T (J(x(k)))TJ(x(k))s(k) ≥ 0, (4.49)

for all s(k). Therefore, we have

f(x(k))−m(k)(s(k)) ≥ 1

2
γ(k)‖s(k)‖2. (4.50)

Furthermore, using that γ(k) ≥ γmin > 0 for all k ≥ 0, we have the following lower bound on
the model decrease

f(x(k))−m(k)(s(k)) ≥ 1

2
γmin‖s(k)‖2,∀k ≥ 0, (4.51)

as required.

We now need to connect s(k) to the gradient ∇f(x(k)) so that the predicted model decrease
(4.44) is in terms of the gradient. We note that the upper bound on γ(k) assumed in the
following lemma is later proven for the REG method using A6, A7 and A8.

Lemma 4.3.2 (Bound on the step s(k)). Suppose we have a NLLS function of the form
(2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian of r. Assume A7
holds. Furthermore, for all k ≥ 0, let x(k) and s(k) be the REG method iterate and step
respectively and γ(k) be bounded above by γmax > 0 such that γ(k) ≤ γmax. Then for all k ≥ 0
we have that,

‖s(k)‖ ≥ ‖∇f(x(k))‖
(L2

r + γmax)
. (4.52)

Proof. By taking the norm of Equation (4.46) and using the submultiplicative property
(2.12), we obtain

‖∇f(x(k))‖ ≤
∥∥((J(x(k)))TJ(x(k)) + γ(k)I

)∥∥ ‖s(k)‖. (4.53)

Applying the triangle inequality (2.6) to Equation (4.53), we obtain

‖∇f(x(k))‖ ≤
(
‖(J(x(k)))TJ(x(k))‖+ γ(k)‖I‖

)
‖s(k)‖. (4.54)
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As a consequence of assumption A7, we know from Theorem 4.1.1 that J is uniformly
bounded above for all x ∈ Rn such that ‖J(x)‖ ≤ Lr. Therefore, we obtain

‖∇f(x(k))‖ ≤
(
‖(J(x(k))‖2 + γ(k)

)
‖s(k)‖

≤ (L2
r + γ(k))‖s(k)‖.

(4.55)

As γ(k) is bounded above by γmax such that γ(k) ≤ γmax, by rearranging (4.55) we obtain

‖s(k)‖ ≥ ‖∇f(x(k))‖
(L2

r + γmax)
, (4.56)

as required.

We now need to show that γ(k) ≤ γmax for all k ≥ 0. For this, we need to first show that if
γ(k) is large enough, then we have a successful step so that γ(k) can stop increasing due to
unsuccessful steps in Algorithm 3.3.2. We can show that if for any iteration k of the REG
method, the regularisation parameter is bounded below by the Lipschitz constant of ∇f ,
then the iteration k is very successful and the regularisation parameter is decreased for the
next iteration.

Lemma 4.3.3 (Bound on the regularisation parameter γ(k)). Suppose we have a NLLS
function of the form (2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian
of r. Assume A6, A7 and A8 hold. Furthermore, for all k ≥ 0, let x(k) and s(k) be the REG
method iterate and step respectively and γ(k) denote the regularisation parameter. Then if

γ(k) ≥ L, (4.57)

where L is the Lipschitz constant of ∇f , then iteration k is very successful and γ(k+1) < γ(k).

Proof. We first note that for k to be very successful, we need that the ratio ρ(k) ≥ η2 where
η2 ∈ (0, 1). For this, it is sufficient for ρ(k) ≥ 1 which, by using (3.26), is equivalent to having

f(x(k))− f(x(k) + s(k))

f(x(k))−m(k)(s(k))
≥ 1. (4.58)

From Lemma 4.3.1 we have that f(x(k))−m(k)(s(k)) ≥ 0. Therefore, we can write (4.58) as

f(x(k) + s(k)) ≤ m(k)(s(k)). (4.59)

For the LHS of Equation (4.59), we can use that the assumptions of Lemma 4.1.2 are satisfied.
Therefore, ∇f is Lipschitz continuous with Lipschitz constant L. Using Lemma 4.1.3 where
y = s(k), we have the following upper bound on f(x(k) + s(k)),

f(x(k) + s(k)) ≤ f(x(k)) + (∇f(x(k)))T s(k) +
1

2
L‖s(k)‖2, (4.60)

which always holds for f ∈ C1(Rn) with ∇f Lipschitz continuous.
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For the RHS of Equation (4.59), we can use Equations (4.45) and (4.49) to obtain the
following lower bound on m(k)(s(k)),

m(k)(s(k)) ≥ f(x(k)) + (s(k))T∇f(x(k)) +
1

2
γ(k)‖s(k)‖2. (4.61)

If (4.57) holds then we have the following inequality concerning the RHS’s of Equations
(4.60) and (4.61),

f(x(k) + s(k)) ≤ f(x(k)) + (∇f(x(k)))T s(k) +
1

2
L‖s(k)‖2

≤ f(x(k)) + (∇f(x(k)))T s(k) +
1

2
γ(k)‖s(k)‖2

≤ m(k)(s(k)),

(4.62)

which gives us (4.59) and is equivalent to (4.58) and k being very successful, as required.

In the following lemma we deduce γmax.

Lemma 4.3.4 (Upper bound on γ(k) [24]). Suppose we have a NLLS function of the form
(2.28) and its gradient (2.30) where r ∈ C1(Rn) and J is the Jacobian of r. Assume A6, A7
and A8 hold. Then, for all 0 ≤ k <∞, we have

γ(k) ≤ γmax, (4.63)

where γ(k) denotes the regularisation parameter of the REG method and

γmax = max{γ(0), 2L}, (4.64)

where L > 0 is the Lipschitz constant of ∇f .

Proof. From Lemma 4.3.3, we have for any 0 ≤ k <∞ that

γ(k) ≥ L =⇒ γ(k+1) < γ(k), (4.65)

holds. We need to consider two cases of (4.64); when γ(0) ≤ 2L (Case 1) and when γ(0) ≥ 2L
(Case 2).

Case 1: When γ(0) ≤ 2L, from (4.65) and Lemma 4.3.3 we have that the following hold

L ≤ γ(0) ≤ 2L and

· · · < γ(2) < γ(1) < γ(0) ≤ 2L,
(4.66)

which implies γ(k) ≤ 2L for all k where 0 ≤ k <∞.

Case 2: When γ(0) ≥ 2L, the REG parameter is already sufficiently large at the start of
the REG method and so again, due to Lemma 4.3.3, γ(k) ≤ γ(0) for all k. Using Case 1 and
Case 2, we have shown that (4.63) holds with γmax given in (4.64), as required.
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We note that in (4.64), we scale L by 2, as we do for γ(k) in (3.29) for unsuccessful steps, to
account for the case where γ(k) is just below L and k is not very successful. Furthermore, the
use of γ(0) in (4.63) accounts for the initial size of γ(k). We can now prove global convergence
for the REG method.

The global convergence theorem for the GN with quadratic regularisation method, Algorithm
3.3.2, is given as follows.

Theorem 4.3.5 (Global convergence for the Gauss-Newton with regularisation method,
Algorithm 3.3.2). Suppose we have a NLLS function of the form (2.28) and its gradient
(2.30) where r ∈ C1(Rn) and J is the Jacobian of r. Assume A6 - A8 hold. Then if the
iterates {x(k)} are generated by the Gauss-Newton with regularisation method, we have that

lim
k→∞

J(x(k))T r(x(k)) = 0 (4.67)

and the gradient norms converge to zero, so the Gauss-Newton method with regularisation is
globally convergent.

Proof. From (4.44) in Lemma 4.3.1 and (4.52) in Lemma 4.3.2 we deduce that for all k ≥ 0,

f(x(k))−m(k)(s(k)) ≥ 1

2

γmin

(L2
r + γmax)2

‖∇f(x(k))‖2. (4.68)

We will first consider when there are finitely many successful and very successful iterations.
Let

I := {k : k ≥ k0 + 1}, (4.69)

where k0 is the last successful iterate. At k = k0 + 1, we either have Case 1, that

‖∇f(x(k))‖ = 0, (4.70)

or Case 2, that
‖∇f(x(k))‖ 6= 0. (4.71)

Due to the construction of Algorithm 3.3.2, for Case 1, (4.70) implies that xk0+1 = xk0+i =
x∗ for all i ≥ 1.

For Case 2, we have that if (4.71) holds and we know that this can only mean that
‖∇f(x(k))‖ > 0. More specifically, we have,

‖∇f(x(k))‖ = ‖∇f(x(k0+1))‖ = ε > 0, for all k ∈ I. (4.72)

As the remaining iterates are unsuccessful, according to our updating rule in Algorithm
3.3.2, we are increasing γ(k) at each iteration. Therefore, we have as k →∞ that γ(k) →∞
but we know from Lemma 4.3.4 that γ(k) is bounded above by γmax, which is a contradiction
so only Case 1 holds.
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We next consider when there are infinitely many successful and very successful iterations.
Let

S = {k ≥ 0 : k is a successful or very successful iteration}, (4.73)

then from the definition of ρ(k) in (3.26), we have for all k ∈ S,

f(x(k))− f(x(k+1)) ≥ η1
(
f(x(k))−m(k)(s(k))

)
. (4.74)

Now, using (4.68) in (4.74), we have for all k ∈ S,

f(x(k))− f(x(k+1)) ≥ c3‖∇f(x(k))‖2, (4.75)

where c3 := η1
2

γmin

(L2
r+γmax)2

is a constant. Summing up (4.75) for all j ∈ S where j ≤ k for any
k ∈ S, we have,

k∑
j=0,j∈S

[
f(x(j))− f(x(j+1))

]
≥ c3

k∑
j=0,j∈S

‖∇f(x(j))‖2. (4.76)

We recall that on unsuccessful iterations we have f(x(j)) = f(x(j+1)), and so

k∑
j=0,j∈S

[
f(x(j))− f(x(j+1))

]
=

k∑
j=0

[
f(x(j))− f(x(j+1))

]
= f(x(0))− f(x(k+1)).

(4.77)

Using, (4.77), Equation (4.76) simplifies to

f(x(0))− f(x(k+1)) ≥ c3

k∑
j=0,j∈S

‖∇f(x(j))‖2. (4.78)

As f is of the form (2.28), for all k we have that f(x(k)) is bounded below by zero, that is,
f(x(k)) ≥ 0. Furthermore, REG ensures that f(x(k+1)) ≤ f(x(k)) for all k. Therefore, we
have that f(x(0))− f(x(k+1)) is bounded above for all k by f(x(0)), a non-negative constant.
Therefore, letting k →∞ we have

lim
k→∞

c3

∞∑
k=0,k∈S

‖∇f(x(k))‖2 ≤ f(x(0)) <∞, (4.79)

which is an infinite series of non-negative, real numbers ‖∇f(x(k))‖2. We note that ∇f(x(k))
remains unchanged on unsuccessful steps. Therefore, ∇f(x(k)) → 0 as k → ∞ for all k, as
required.

In the remainder of this chapter, we address research question RQ1(b). We apply Algo-
rithms 3.2.3, 3.3.1 and 3.3.2 to both linear and nonlinear 3D-Var problems with the aim of
understanding how the use of safeguarding strategies within GN affects the convergence of
the outer loop in VarDA. We begin by applying Algorithms 3.2.3, 3.3.1 and 3.3.2 to some
general NLLSPs and discussing the results in relation to the variational problem.
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4.4 Behaviour of GN, LS and REG

Within this section, we apply GN, LS and REG to two NLLSPs to address research question
RQ1(b). We provide an understanding of the convergence behaviour of these methods when
varying different parameters.

In Section 4.4.1, we consider a problem where GN performs poorly and show how LS and
REG converge within relatively few iterations compared to GN. We then consider a problem
where GN performs well in Section 4.4.2 and show how the convergence rate of the LS and
REG methods are affected by the initial choice of the globalisation parameters.

4.4.1 Divergence of GN & global convergence of LS and REG

We begin by considering a case where GN fails to converge to a local minimum within a
reasonable number of iterations. We take a case from Example 10.2.5 in [33], which shows
cases where GN does not converge locally. We show how LS and REG are able to locate the
minimum within a limited number of iterations and function evaluations. The problem is
outlined as follows.

We aim to find the minimum of (2.28), where x ∈ R and the residual vector r(x) ∈ R3 is
given by

r(x) =

 ex − 2
e2x − 4
e3x + 8

 (4.80)

We refer to this NLLSP as DSprob. The true solution of DSprob is known to be x∗ =
−0.7915, where f(x∗) = 41.145, making this a nonzero residual problem.

We alter the experimental design slightly to that of Example 10.2.5 in [33]. We use the
stopping criterion (3.42) with ε = 10−5 to identify a stationary point, as opposed to the
stricter choice of 10−10 used in [33]. Furthermore, for plotting purposes, we use (3.44), where
kmax = 50 so as to avoid unnecessary iterations of GN beyond those needed for convergence
of LS and REG.

For the LS method, we fix β = 0.1 and τ = 0.5 in (3.18). We choose the typical choice of
α0 = 1 so that the first step assessed by the bArmijo rule is the GN step, but if the step does
not satisfy the Armijo condition, then the LS method can adjust the step. For the REG
method, we select the typical choice of the initial regularisation parameter, γ(0) = 1 as well
as η1 = 0.1 and η2 = 0.9 to assess how well the model (3.25) approximates the true function
value at the next iteration. Finally, we initialise GN, LS and REG using x(0) = 1.

Figure 4.1 shows the convergence plots when applying GN, LS and REG to DSprob. The GN
method does not converge to x∗ within k = 50 iterations and in fact, diverges. From Figure
4.1(a), we see how, for the GN method, the function value abruptly increases at iteration
k = 4, and then again at iteration k = 40. This is also what happens with the gradient
norms, as shown in Figure 4.1(b). In fact, we find that this pattern continues until iteration
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k = 22, 1276, where the GN method finally locates x∗. This is unlike the behaviour of the
globally convergent methods LS and REG, both of which are able to converge to x∗ within
k = 9 and k = 18 iterations respectively.

(a) Convergence of function (b) Convergence of gradient norms

Figure 4.1: Convergence plots showing (a) the value of the objective function at each iteration
(including unsuccessful iterations) and (b) the gradient norms at each successful iteration k
of the GN (black), LS (red) and REG (blue) methods when applied to DSprob.

The GN method misses the minimum of the cost function by taking steps that are too long.
This can be visualised in Figure 4.2, which shows the norm of the steps taken by GN, LS
and REG at each successful iteration of the methods. From this figure, we see that all three
methods begin by taking steps that are similar in the first and second iteration. It is at the
third iteration that the methods begin to deviate from each other. The GN step is deemed to
be too large by both LS and REG, and is subsequently shortened by the globally convergent
methods. This shortening of the step enables both LS and REG to continue to achieve a
decrease in the function value until the minimum is achieved, as visualised in Figure 4.1(a).
The GN method, however, takes an even larger step at the fourth iteration, which results
in a subsequently very large increase in the function value, also visualised in Figure 4.1(a).
After which, GN takes a series of cautious steps to reduce the function value, before falling
into the same issue of increasing the step when nearing the minimum, demonstrating the
GN method’s poor local convergence. This behaviour is because, unlike LS and REG, GN
is not locally convergent on problems with very large residuals at the solution: a property
of DSprob.

Table 4.1 supports the results in Figure 4.1 for LS and REG. From this table we see that,
although LS requires the least number of iterations to converge, it requires 25 function eval-
uations, 16 of which are used to adjust the line search parameter in the bArmijo iterations to
guarantee a strict decrease in the function value at each successful iteration k. REG requires
18 iterations for convergence to x∗, 9 more than LS, but a total of 21 function evaluations,
4 less than LS. In these results, the REG parameter only needs to be updated two times to
guarantee a monotonic decrease in the function value at each successful iteration k, much
fewer updates per iteration than the LS method.
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Figure 4.2: Plot of the norm of the steps s at each successful iteration k of the GN (black),
LS (red) and REG (blue) methods when applied to DSprob.

Table 4.1: Table of DSprob implementation results

Method Successful
iterations (k)

Function
evaluations

Final Value
of f(x(k))

Final Value
of x(k)

LS 9 25 41.145 -0.7915
REG 18 21 41.145 -0.7915

Relating these results to the variational problem in practice, we understand that any more
than 4 outer loop iterations (k) and nonlinear function evaluations are too many to solve
in the computational time and cost available in Numerical Weather Prediction. Therefore,
although the globally convergent methods, LS and REG, perform better than GN in our
results, we are also interested in speeding up the convergence of LS and REG so that we are
able to benefit further from their global convergence properties within the computational
constraints present in DA. In the following section, we use a problem where GN performs
well and show how the choices of the initial choices of the globalisation parameters affect the
rate of convergence of LS and REG.

4.4.2 Effect of initial choices

In this section, we choose a problem where GN performs well and show how the performance
of LS and REG is linked to the initial choice of globalisation parameters, α0 and γ(0).

We aim to find the minimum of the NLLS function f : R2 → R commonly used to test
optimisation methods, known as the Rosenbrock function [110],

f(x) = 10(x2 − x21)2 + (x1 − 1)2. (4.81)

The minimum of the function (4.81) can be obtained by solving the NLLSP of the form
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(2.33), where x ∈ R2 and the residual vector r(x) ∈ R2 is given by

r(x) =

(√
20(x2 − x21)√
2(x1 − 1)

)
. (4.82)

The true solution to the minimisation of (4.81) is known to be x∗ = [1, 1]T , where r(x∗) = 0,
making this a zero residual problem. We refer to this minimisation problem as ROSENprob.

To ensure the robustness of our results, we apply the three optimisation methods to a series
of nr = 1000 randomly generated problems, where the randomness occurs through the initial
guess. For each realisation, a new set of random errors εi, where i = 1, 2, is generated from
the normal distribution

εi ∼ N (0, 1) (4.83)

and is added to each element of the truth vector x∗ as follows

x
(0)
i = x∗i + εi, (4.84)

for i = 1, 2.

The setup for LS and REG is the same as that in Section 4.4.1. However, to demonstrate the
effect initial choices of the globalisation parameters have on the convergence of LS and REG,
we consider other choices of the initial globalisation parameters. The choice of α0 = 1.5 in
LS results in the first stepsize assessed by the bArmijo rule being larger than the GN step,
and if the LS step is too large, the use of τ = 0.5 halves the step to be smaller than the GN
step, thus slowing down convergence of LS in the case when GN is performing better than
LS. We also consider the choice α0 = 2 to allow LS to take the GN step after one update.
We do not consider the choice α0 = 1 as when GN performs well, LS will choose the GN step
and thus, have the same convergence behaviour as GN. For the REG method, we consider
γ(0) = 1 as in Section 4.4.1, but we also show how the use of the choice of γ(0) = 0.5 in
the REG method reduces the number of function evaluations required for convergence of the
REG method when GN is performing better than REG.

We use the stopping criterion (3.42) with ε = 10−5 so the iterations stop once a station-
ary point of (4.81) is located. We also use the stopping criteria (3.46) and (3.47) to stop
the iterations when little progress is being made on the function and iterate level respectively.

Figure 4.3 shows the proportion of nr = 1000 ROSENprobs solved by each of the GN, LS and
REG methods within a given number of function (l) and Jacobian (kJ) evaluations. From
this figure, we see that GN converges to x∗ within 6 evaluations, regardless of the choice
of initial guess. We know from convergence theory that for zero residual problems, such as
ROSENprob, the GN method should give quadratic convergence to a local minimum if the
initial starting point is in some neighbourhood around the solution. This is demonstrated
in these results where we see that, for our choices of initial guesses, there is no benefit from
using a globalisation strategy as the GN method converges to a solution in the least number
of function and Jacobian evaluations, with the LS and REG methods giving no improvement
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on the GN method. However, we can use this example to understand how the choice of the
globalisation parameters affects the convergence rate of LS and REG.

Figure 4.3(a) shows the results for the case where we choose α0 = 1.5 and γ(0) = 1. REG
appears to be the second best method with up to 18 evaluations needed for convergence, with
LS being the most costly method, requiring up to 46 evaluations for convergence. Ideally,
when applied to a problem where GN performs well, we would like LS and REG to perform
as GN to benefit from its fast convergence property near a local minimum. LS is only able
to give quadratic convergence to a local minimum if the Newton step is taken, that is when
α(k) = 1 (see [96]) and this will never occur if α0 = 1.5 as in Figure 4.3(a). Hence, the line
search strategy is obstructing the method from converging at a faster rate due to the value
of the stepsize α(k). The regularisation parameter in REG is also inhibiting the method from
quadratic convergence as we know from theory that the second-order term of the Hessian at
the solution of a zero residual problem is zero, and the value of γ(k) is unable to shrink to
zero (as required for faster convergence) in as few iterations as Gauss-Newton alone, hence
the slower convergence rate of REG. We therefore would like α(k) to be close to 1 and γ(k)

to be close to zero.

We adjust the globalisation parameters slightly to see if this improves the convergence as
we would expect. In Figure 4.3(b) we set α0 = 2 so that the LS method can take the GN
step after one adjustment in the bArmijo loop, and γ(0) = 0.5 so that the REG method can
reduce the number of times it needs to shrink the regularisation parameter, therefore reducing
the number of function evaluations required. We notice that indeed, this does improve the
performance of LS and REG. LS requires a maximum of 36 evaluations for convergence to
x∗, a reduction of 10 evaluations from when α0 = 1.5 is used. REG requires a maximum
of 16 evaluations for convergence to x∗ for 999 of the ROSENprobs, with 1 realisation still
requiring the use of 18 evaluations. We see that almost half of the problems (492), LS only
needs 8 evaluations for convergence. This is because the LS method is able to take the GN
step after 1 adjustment in each bArmijo loop, unlike in Figure 4.3(a) where the choice of
α0 = 1.5 and τ = 0.5 would never allow for the GN step. For the REG method, we also see
an overall reduction in the number of evaluations needed for convergence. This reduction is
because the choice of γ(0) = 0.5 requires less work by the REG method to reduce to close to
0 than γ(0) = 1 did in Figure 4.3(a).

4.4.3 Conclusion

Within this section, we have studied the convergence behaviour of LS and REG in the case
where GN performs poorly (using DSprob) and well (using ROSENprob). We found that
the use of their globalisation strategies in LS and REG enables convergence to the solution
of DSprob within relatively few function and Jacobian evaluations compared to GN, which
appears to diverge in the same number of iterations.

When GN performs well, we show how adjusting the initial choices of the globalisation pa-
rameters improves the convergence rate of the LS and REG methods. For the LS method,
we choose α0 = 2, so that LS can attain the GN step if needed, unlike the choice of α0 = 1.5.

74



(a) ROSENprob, α0 = 1.5, γ(0) = 1. (b) ROSENprob, α0 = 2, γ(0) = 0.5.

Figure 4.3: Performance profiles showing the number of problems solved by each of the GN
(black), LS (red) and REG (blue) methods within a given number of function and Jacobian
evaluations when applied to ROSENprob with (a) α0 = 1.5 and γ(0) = 1 and (b) α0 = 2 and
γ(0) = 0.5 for the nr = 1000 random generations of x(0).

For REG, we choose γ(0) = 0.5 such that the REG parameter is closer to 0 than γ(0) = 1,
resulting in fewer adjustments by the REG updating strategy.

Considering the two cases, when GN performs well and when GN performs poorly, highlights
some important points to consider when applying LS and REG a general problem. We ide-
ally would like to benefit from GN’s fast local convergence, but at the same time, we would
like to benefit from LS and REG’s global convergence property and faster convergence rate
when GN performs poorly. To do so, we should choose an initial line search parameter that
is not too small so as to benefit from global convergence when needed, but that can attain
the value of the GN stepsize 1 through the use of the halving parameter τ = 0.5. This is
possible by choosing α0 = 2i, where i = 0, 1, 2, 3, . . . .

For REG, we can consider choosing the initial regularisation parameter according to the Hes-
sian of the objective function we are aiming to minimise. Recall that for the zero residual
problem, the second-order term of the Hessian is zero. We found that choosing a smaller
regularisation parameter resulted in faster convergence to the minimum of the zero residual
problem ROSENprob. For non-zero residual problems, such as those that occur in VarDA,
using the Hessian of the variational problem (2.59) to gauge the appropriate size of γ(0) may
be helpful for REG and when GN is performing poorly, choosing a larger initial regularisa-
tion parameter γ(0) may force the REG method to behave differently to the GN method. We
investigate this in relation to the variational problem in Section 4.5.

In summary, we know from theory that there is no need for the use of a globalisation strategy
in the zero residual case when starting near the solution as GN is quickly locally convergent
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for zero residual problems. However, we have shown that LS and REG can be made to
perform closer to GN when GN performs well (such as in the zero or small residual case)
by using a combination of good initial choices of their globalisation parameters and suitable
updating strategies to achieve the GN step. Furthermore, when GN is divergent, we are able
to benefit from the global convergence advantage LS and REG have over GN.

In order to reliably measure the computational cost of each method, we compared the total
number of function and Jacobian evaluations used by GN, LS and REG to see which method
gives the most accurate solution in the given amount of computational cost. In VarDA prac-
tice, there is limited computational cost and time. If we limit the number of evaluations,
some methods may perform better than others. Therefore, for the 3D-Var experiments in the
remaining sections, we consider fixing the maximum number of function and Jacobian eval-
uations allowed to see which method gives the most accurate solution in the given amount
of computational effort.

In the remainder of this chapter, we derive some theory to explain how the REG parameter
interacts with the variational problem and test our findings by applying REG, along with
GN and LS for comparison, to the standard 3D-Var problem outlined in Section 2.2.

4.5 Theoretical understanding of REG for VarDA

Recall from Section 4.3, the REG method requires its regularisation parameter to be suffi-
ciently large to obtain global convergence. The work of Mandel et al [83] also found that
the choice of regularisation parameter impacts the global convergence of the Levenberg-
Marquardt regularisation method. In this section, we study the interaction between the
REG term and the VarDA problem to derive a choice of the regularisation parameter that
speeds up convergence of REG and thus is suitable for application to the variational problem
where there is limited time and computational cost available.

The regularisation parameter γ(k) plays an important role when solving for s(k) in the REG
step equation (3.23). A different choice of γ(k) alters not only the step direction, but also the
step length away from the GN step and may require the REG method to need more com-
putational cost than available in operational DA for guaranteed convergence. In our work,
we consider an appropriate choice of the REG parameter for application to the variational
problem. We use the 4D-Var formulation as in Chapter 2, again noting that the 3D-Var
formulation can be derived from this, and study the interaction between the REG term and
the VarDA Hessian (2.59) in the REG step equation (3.23).

We begin by considering the interaction between the REG term and the inverse of the
background error covariance matrix for the standard 4D-Var problem in the following section.
We then consider the preconditioned 4D-Var problem and the effect the REG term has on
the conditioning of the problem, before testing the choice for the standard VarDA problem
using 3D-Var numerical experiments in the remainder of this chapter.
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4.5.1 Standard VarDA

We first consider how the REG term interacts with the standard 4D-Var problem. By
substituting the 4D-Var residual vector and its Jacobian from (2.53) into the LHS of the
REG step equation (3.23), we have(

(B−1 + γ(k))I +
N∑
i=0

MT
0,iH

T
i R−1i HiM0,i

)
s(k) = −(J(x(k)))T r(x(k)). (4.85)

We assume B = σ2
bCB and R = σ2

oIp, where σ2
b and σ2

o are the background and observation
error variances respectively and CB is a correlation matrix. We can choose the initial REG
parameter according to how differently we want REG to perform from GN. If GN performs
well, we want the REG parameter to be small in (4.87) so that REG takes a similar step
to GN and converges quickly. If GN performs poorly, we do not want REG to take the GN
step so we can use the REG parameter to alter the GN step.

From (4.85), one can see that the REG parameter is changing (inflating) the diagonal entries
of B−1. Therefore, choosing γ(0) according to the entries of B−1 may be an appropriate choice
in the case where GN performs poorly and we want the REG step to differ from the GN step.

We first consider the case where there are no background error correlations (i.e. CB = In).
In this case, we can write (4.85) as follows(

(σ−2b + γ(k))I + σ−2o

N∑
i=0

MT
0,iH

T
i HiM0,i

)
s(k) = −(J(x(k)))T r(x(k)). (4.86)

From (4.86), one can see how the REG parameter interacts with the inverse of the background
error variance. By choosing γ(0) close to zero in (4.86), we obtain the GN step (3.10). This
is a good choice in the case where GN performs well as REG can benefit from the fast local
convergence properties of GN. However, in the case when GN performs poorly, we want
the REG parameter to be large enough so as to guarantee global convergence within the
limited number of iterations available in VarDA practice. Therefore, for the uncorrelated
background error case, choosing γ(0) relative to the order of magnitude of σ−2b may be a
reasonable choice as this will shorten the REG step, unlike the standard choice of γ(0) = 1
which does not take into account any aspect of the variational problem. This can be seen
simply by considering a one dimensional problem where x ∈ R such that the REG step is
given as follows

s(k) = − (J(x(k)))T r(x(k))

(J(x(k)))TJ(x(k)) + γ(k)
. (4.87)

Now, increasing γ(k) in (4.87) would result in a decrease in the REG stepsize and a greater
deviation away from the GN step. This is the effect we are looking for in the case when GN
performs poorly. When k = 0, x(k) = xb in (4.87), so σ−2b only features in the denominator
of (4.87). In the case where σ−2b is much larger than 1, the standard choice of γ(0) = 1 would
make little change to s(k). However, if γ(0) is chosen to be σ−2b , then we know that the REG
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parameter will have as much as an influence on the step as the background error variance has.

In the case when there is a lot of uncertainty in the background information relative to the
observations, the inverse of the background error variance would be small and the observa-
tion term may dominate the VarDA Hessian (2.59). As the background state vector is used
as the initial guess for GN in VarDA practice, having a large error in the initial guess may
result in GN failing to converge to a solution in the computational time and cost available
in DA. In this case, it would be important to choose an initial REG parameter that is large
enough relative to the inverse background error variance. This would ensure that the REG
step differs from the GN step and will limit the number of function evaluations required by
REG to increase the REG parameter.

In the case where there are background error correlations, we want to choose an initial REG
parameter that accounts for these. Recall from Section 2.2.2, due to its size B−1 is not calcu-
lated explicitly in VarDA [4]. The Met Office model their background error correlations using
the second-order auto-regressive distribution (see [74]), as outlined for use in our numerical
experiments in Section 4.6. To account for the use of background error correlations in (4.85),
we propose the choice of γ(0) = ‖B−1‖ = σ−2b ‖C

−1
B ‖, where ‖C−1B ‖ acts as a measure of the

magnitude of the inverse background error correlations.

We propose that choosing γ(0) = σ−2b in REG may be a suitable choice for use on the stan-
dard VarDA problem in the case where there are no background error correlations. When
background error correlations are included, an appropriate choice that accounts for the cor-
relations may be γ(0) = σ−2b ‖C

−1
b ‖. We study the effect these choices have on the convergence

of the REG method in Section 4.7.

We next study the interaction of the REG term with the preconditioned 4D-Var problem.

4.5.2 Preconditioned VarDA

By substituting the preconditioned 4D-Var Hessian (2.70) into the LHS of the REG step
equation (3.23), we have(

(1 + γ(k))I +
N∑
i=0

B1/2MT
0,iH

T
i R−1i HiM0,iB

1/2

)
s(k) = −(J(v(k)))T r(v(k)), (4.88)

where v is the control variable.

We omit the reduced resolution hat notation in (4.88) to consider the full resolution inner loop
problem only. We again consider diagonal error covariance matrices of the form B = σ2

b In
and Ri = σ2

oIp. Substituting these choices into (4.88), we have(
(1 + γ(k))I +

σ2
b

σ2
o

N∑
i=0

MT
0,iH

T
i HiM0,i

)
s(k) = −(J(v(k)))T r(v(k)). (4.89)
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Notice that if the covariance matrices B and Ri are diagonal with the same variance for all
variables, these choices result in identical iteration methods for the REG method applied to
the standard and preconditioned VarDA problem. That is, the REG step for the standard
VarDA problem with γ(0) = σ−2b is equivalent to the REG step for the preconditioned VarDA
problem with γ(0) = 1 in the case where B = σ2

b In and Ri = σ2
oIp. This is because the

preconditioned VarDA equations are equivalent to the standard VarDA equations multiplied
through by σ2

b and we have that
γ(0)p = σ2

bγ
(0), (4.90)

where γ
(0)
p denotes the initial REG parameter for the preconditioned problem. Therefore,

in the preconditioned case we can see that the choice of γ(0) = 1 may be a suitable choice,
although this does not account for the effect of the model. We discuss an alternative choice
in relation to the global convergence property of REG, outlined in Theorem 4.3.5, later in
this section.

Although in our work we solve the 4D-Var inner loop problem exactly, recall from Section
2.2.1 that the condition number of the Hessian κ(∇2J (x0)) can be used to indicate the accu-
racy we could be able to achieve when solving the linear minimisation problems in VarDA. In
this section, we derive an expression for the condition number of the preconditioned 4D-Var
Hessian (2.70) and suggest an alternative way to choose the initial REG parameter and up-
date the REG parameter when applying REG to the preconditioned 4D-Var problem (2.69).

Bounds on the condition number of the preconditioned VarDA Hessian are derived in the
work of [56], [57] and [123] for the incremental inner loop problem (GN subproblem). In
the following theorem, we derive an expression for the condition number of the regularised
preconditioned 4D-Var Hessian (2.70), which shows, under certain simplifying assumptions,
how the REG term interacts with the preconditioned 4D-Var Hessian.

Theorem 4.5.1 (Condition number of regularised preconditioned 4D-Var Hessian). Let
∇2Jp denote the preconditioned 4D-Var Hessian as defined in (2.70) with B = σ2

b I and
R = σ2

oI, where σ2
b and σ2

o are the background and observation error variances respectively.
Furthermore, assume the linearised observation operator H is low rank and that there is a
single observation at the end of the assimilation time-window. Then the condition number
of the regularised preconditioned 4D-Var Hessian is given by,

κ
(
∇2J (x0) + γ(k)I

)
=

1 + γ(k) +
σ2
b

σ2
o
λmax

(
MT

0,NHTHM0,N

)
1 + γ(k)

, (4.91)

where γ(k) is the REG parameter at the kth iterate of Algorithm 3.3.2.

Proof. The perturbed preconditioned 4D-Var Hessian used in the REG step equation (3.23)
is given by

∇2J (x0) + γ(k)I. (4.92)

As (4.92) is a symmetric positive definite matrix, it follows that,

κ(∇2Ĵp) =
λmax(∇2Ĵp + γ(k)I)

λmin(∇2Ĵp + γ(k)I)
. (4.93)
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As H is low rank, the minimum and maximum eigenvalues of (4.92) are given by

λmin

(
∇2J (x0) + γ(k)I

)
= 1 + γ(k) (4.94)

and

λmax

(
∇2J (x0) + γ(k)I

)
= 1 + γ(k) +

σ2
b

σ2
o

λmax

(
MT

0,NHTHM0,N

)
, (4.95)

respectively. Substituting (4.94) and (4.95) into (4.93), we have

κ
(
∇2J (x0) + γ(k)I

)
=

1 + γ(k) +
σ2
b

σ2
o
λmax

(
MT

0,NHTHM0,N

)
1 + γ(k)

, (4.96)

as required.

We have so far shown how the REG term interacts with the condition number of the precon-
ditioned 4D-Var Hessian (2.70). Next, we discuss how the use of the maximum eigenvalue
of the 4D-Var Hessian may be an appropriate choice for the REG parameter.

We saw in the proof of convergence of the REG method in Section 4.3 that if γ(k) ≥ L
where L is the Lipschitz constant of the gradient ∇J , then k is a very successful iteration.
Furthermore, from Lemma 2.1.7, we know that a Lipschitz continuous gradient implies a
bounded Hessian. By the equivalence of the 2-norm and the maximum eigenvalue, a bounded
Hessian is equivalent to the eigenvalues of the Hessian being bounded. Therefore, assuming
the second-order terms of the Hessian (2.32) that are neglected in the preconditioned 4D-
Var Hessian (2.70) are close to zero, we may be able to improve the performance of the
REG method by choosing our regularisation parameter to be the maximum eigenvalue of

the preconditioned 4D-Var Hessian (2.70). That is, if we set γ(k) = λmax

(
∇2J (x

(k)
0 )
)

then

we have

γ(k) = 1 +
σ2
b

σ2
o

λmax

(
MT

0,NHTHM0,N

)
(4.97)

and by Lemma 4.3.3, the REG iterate is very successful and we should not have any unsuc-
cessful iterations. Note that by knowing some information about the second-order terms of
the Hessian (2.32), we are able to remove the assumption that these are close to zero and
choose a more suitable choice of γ(k).

In this section, we have shown how the REG term interacts with the condition number of
the preconditioned 4D-Var Hessian (2.70) and suggested an alternative way to choose the
initial REG parameter γ(0) and update γ(k) according to the maximum eigenvalue of the
preconditioned 4D-Var Hessian (2.70).

With the aim of addressing research question RQ1(b), in Section 4.7 we conduct numerical
experiments where we study the effects on the performance of GN, LS and REG when
applied to the standard 3D-Var problem and when varying the background error variance
(the initial guess for the minimisation). We also study the effects of using an alternative
choice of initial REG parameter γ(0) on the convergence rate of REG. We first set out the
experimental design for the 3D-Var numerical experiments where we apply GN, LS and REG
to the standard 3D-Var problem with nonlinear observation operators.
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4.6 Experimental design

Before evaluating the GN, LS and REG methods numerically, we first explain the experi-
mental design.

From theory, we know that in the zero residual least-squares case, the rate of convergence
for the GN method is quadratic. Furthermore, if the cost function is linear, the GN method
will converge to a stationary point in one iteration as the descent direction points towards
the minimum. Therefore, we do not consider zero residual nor linear 3D-Var problems.

Twin experiments are commonly used to test DA methods. They use synthetic observations
as well as error statistics that satisfy the DA assumptions. Within this section, we define
the choices made for the twin experimental design used, beginning with generating the
reference state, xref , which is used as the basis of a twin experiment in the definition of the
background state (the initial guess for the optimisation algorithms) as well as to generate
the observations.

4.6.1 Twin experiments

Reference state We choose the reference state xref ∈ Rn to be the sine wave, with entries
given by

xrefi = sin

(
2π

n
(i− 1)

)
, (4.98)

where i = 1, 2, . . . , n and we choose n = 100 for all our experiments. The background state
vector is generated using (4.98) and is defined in the following.

Background In VarDA, the initial guess for the optimisation algorithm is taken to be
the background state, xb, which incorporates information from previous forecasts. In our
experiments, the background state vector xb is generated by adding Gaussian noise

εb ∼ N (0,B), (4.99)

to the reference state, xref . In our experiments, we choose B to be of the form B = σ2
bCB,

where σ2
b is the background error variance and CB is a correlation matrix. The standard

deviations (SDs) of the errors from the reference solution are based on the average order of
magnitude of the entries of xref . In our work, σ2

b = 4.0502× 10−5, 0.0010, 0.0041, 0.0253 and
0.1013 represent a 1%, 5%, 10%, 25% and 50% SD of the error respectively.

For the correlation structure, we choose CB = In or CB to be a correlation matrix. In
particular, the structure of the background correlations follow the SOAR (second-order auto-
regressive) distribution with the error correlation matrix defined by

CB(i, j) =

(
1 +
|2a sin( θ|i−j|

2
)|

L

)
exp

{
−|2a sin( θ|i−j|

2
)|

L

}
, (4.100)
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where i and j correspond to the rows and the columns of the correlation matrix respectively,
θ = 2π

n
is the angle between two points on the circle, a is the radius of the circle, L is the

correlation length-scale and the chordal distance is defined as d = 2a sin( θ|i−j|
2

). The SOAR
distribution has longer tails versus the Gaussian distribution and results in better condition-
ing of the problem [56]. Furthermore, the UK Met Office system uses the SOAR function to
model horizontal correlations [74].

We choose a = 1/2π such that the circumference of the circle is 1. The length scale of the cor-
relation matrix controls the spread of errors along the grid. Increasing the correlation length
scale results in an increase in the number of nearby background errors that are correlated
with each other [55]. The VarDA system is sensitive to the choice of length scale L. Haben
et al. [57] showed that as the length scale of the background error correlations increase,
the condition number of the preconditioned 4D-Var Hessian increases. For the correlation
length-scales used in our work, we choose L1 = 0.5∆x, L2 = ∆x and L3 = 1.5∆x, where
∆x = 1/n. The background error covariance matrix with associated correlation length scale
Li is denoted by Bi = σ2

bCB, where i = 1, 2, 3. We denote the case where CB = In as B0.

As previously mentioned, we generate synthetic observations using the reference state, xref .
We next describe the choices we make when specifying these observations.

Observations We consider two 3D-Var problems, 3DVarProb1 and 3DVarProb2, with differ-
ent nonlinear observation operators with p = n/2 observations. 3DVarProb1 has observations
of the first half of the spatial domain with the observation operator given by

H(x) =


x21 sin(xn/2)
x22 sin(x1)
x23 sin(x2)

...
x2n/2 sin(xn/2−1)

 . (4.101)

3DVarProb2 has observations at the even grid-points with the observation operator given by

H(x) =


x22 sin(xn)
x24 sin(x2)

...

...
x2n sin(xn−2)

 . (4.102)

These choices of nonlinear observation operators of different structures allow us to test
if our results hold for different spatial locations of observations, and in the presence of
nonlinearities. We assume that for both problems, H is the exact observation operator used
to map to observation space. We use imperfect observations where the observations, y, are
generated by adding Gaussian noise

εo ∼ N (0,R), (4.103)
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to H(xref ). For the observation error covariance matrix we choose R to be a diagonal matrix
of the form R = σ2

oIp, where σ2
o is the observation error variance. For all experiments, we set

the standard deviation of the observation error to be 5% of the average order of magnitude of
the entries of H(xref ). For 3DVarProb1, this is σ2

o = 3.4137×10−4 and for 3DVarProb2, this
is σ2

o = 3.3765× 10−4. We vary the background error variance σ2
b above and below σ2

o . This
can be thought of as having more confidence in the observations compared to background
when σb > σo and vice versa. Furthermore, as the initial guess is set to be the background
state vector, which is dependent on the value of σb, by varying σ2

b we are essentially varying
the initial guess of the algorithms, thus eliminating starting point bias from our results [7].
It is important to recall from Section 3.2.3 that under certain conditions, the GN method
is known for its fast convergence properties when in close vicinity to a local minimum. By
choosing a small value of σ2

b , we expect the performance of GN to beat that of both LS and
REG as it does not require the adjustment of the additional parameters α(k) and γ(k). The
effect this has on the convergence of the optimisation methods will be investigated. We next
outline the algorithmic choices we have made.

4.6.2 Algorithmic choices

Stopping criteria We now outline the criteria used to terminate Algorithms 3.2.3, 3.3.1
and 3.3.2. Due to the limited time and computational cost available in VarDA practice, the
GN method is not necessarily run to convergence and a stopping criterion is used to limit
the number of iterations. Each residual vector calculation requires the use of the nonlinear
observation operator to map from state to observation space. This can then be used to
calculate the value of the objective function. Furthermore, each Jacobian (of the residual
vector) matrix calculation requires the use of the tangent linear observation operator. This,
along with the residual vector, can then be used to calculate the value of the gradient.

To reduce computational cost in practical implementations of VarDA, the Jacobian matrix
is evaluated at a lower resolution than the objective function (2.52) when solving the inner
loop problem [40]. However, as the dimension of the problems used within our work are
relatively small compared to DA systems in practice, we use the full resolution residual and
Jacobian given in (2.53) and solve the inner loop problem using MATLAB’s backslash oper-
ator where an appropriate solver is chosen according to the properties of the Hessian matrix
∇2J (x) (see [86] for more details). The limit on the total number of function and Jacobian
evaluations is achieved by using the criterion (3.45), where τe is specified for each experiment.

To ensure that the algorithms are stopped before the function values stagnate, we use (3.48)
with ε = 10−5. We also use (3.42) with ε = 10−5 to identify whether a given optimisation
method has located a stationary point of the 3D-Var cost function.

Parameter choices We saw in Section 4.4 how the initial parameter choices for LS and
REG affect the convergence of the methods. We want to balance the need from the fast local
convergence guarantee of GN as well as the global convergence guarantees of LS and REG.
For this reason, we choose α0 = 1 for the LS method so that the first step assessed by the
bArmijo rule is the GN step. We set β = 0.1 and to adjust the step length, τ = 0.5 so that
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the step can be adjusted for global convergence. For the REG method, we select the typical
choice of the initial regularisation parameter, γ(0) = 1 unless indicated otherwise, as well as
η1 = 0.1 and η2 = 0.9 to assess how well the model (3.25) approximates the true function
value at the next iteration. These choices ensure that both the LS and REG methods are
able to take steps that are close to the GN step in the case that GN performs well, but can
be altered in the case where the GN step is a poor choice.

For all three optimisation methods, we set τe = 8, 100 or 500 depending on the experiment.
The choice of τe = 8 comes from that which is used operationally in the ECMWF Integrated
Forecasting System [34], whereas the choice of τe = 100 or 500 is used to measure the per-
formance of the optimisation methods when closer to convergence.

To ensure the robustness of our results, we apply the three optimisation methods to a series
of nr randomly generated problems, where the randomness occurs through the background
and observation error vectors, εb and εo. For each realisation, a new εb and εo are generated
from their respective distributions, (4.99) and (4.103). We choose nr = 100. To present our
results, we use accuracy profiling described in Section 3.5.1.

4.7 Numerical results

In this section, we apply the GN, LS and REG to two nonlinear non-zero residual standard
3D-Var problems. We consider the following.

• The effects of initialising the GN, LS and REG with the background, where the amount
of uncertainty in the background information is increased whilst the amount of uncer-
tainty in the observations is fixed. In this part, we consider diagonal background error
covariance matrix structures, but note that similar results are obtained using correlated
errors.

• The effects of using an alternative choice of initial REG parameter γ(0) on the conver-
gence rate of REG. More specifically, we analyse how the choice of γ(0) = ‖B−1‖ that
we proposed in Section 4.5, impacts the convergence behaviour of REG.
We consider different background error correlation structures and use accuracy pro-
files to show how the methods perform within a limited number of cost function and
Jacobian evaluations (as in practice) and when more evaluations are allowed than in
practice. We also compare the accuracy of the analysis when using each of the methods
through the use of RMSE profiles.

In the following section, we consider the first point.

4.7.1 Effects of background error

Tables 4.2 and 4.3 show the algorithmic output for each of the GN, LS and REG meth-
ods for the five different choices of background error standard deviations when applied to
3DVarProb1 and 3DVarProb2, respectively. In these experiments, we consider uncorrelated
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background error only, although similar results are obtained when correlated background
error is used.

For the first five rows of these tables, we are interested in seeing whether the methods are
able to locate a stationary point of the 3D-Var cost function, not necessarily within the
number of iterations allowed in practice. We use two stopping criteria to achieve this; (3.42)
with ε = 10−5 to terminate the algorithms upon finding a stationary point and (3.45) with
τe = 500 to limit unnecessary function and Jacobian evaluations.

For row 6 of each table, we are interested in filtering out the unnecessary function evaluations
for the 50% case. We therefore terminate the methods when there is no longer a sufficient
reduction in the value of the 3D-Var cost function at each iteration, as opposed to iterating
until the gradient norms are close to zero as in the previous row. We therefore also use (3.48)
with ε = 10−5 to terminate the methods when there is little change between iterations on
the cost function level.

The first thing to notice from Tables 4.2 and 4.3 is that as the amount of uncertainty in the
background increases, the number of function and Jacobian evaluations required to locate a
stationary point of the 3D-Var cost function also increases. This is expected as in VarDA,
the background state vector is used for the initial guess for the minimisation. Therefore,
increasing the amount of uncertainty in the background would simultaneously worsen the
accuracy of the initial guess, resulting in greater difficulty in locating a local minimum of
the 3D-Var cost function.

In both Tables 4.2 and 4.3, GN, LS and REG perform almost identically for the 1%, 5%, 10%
cases. The slight difference in the output figures between REG and the other two methods
is to be expected given that the REG parameter alters the GN step in the REG method,
whereas the GN and LS steps are the same as α(k) = 1. The presence of the globalisation
parameters appears to be redundant in these cases as GN is performing well.

For the 25% case, the performance of GN, LS and REG differs significantly. For 3DVarProb1,
GN does not converge to a stationary point of the 3D-Var cost function within the 500 eval-
uations allowed. In fact, GN appears to be diverging in this case as the gradient norms and
the change in the iterates fluctuate across the iterations. GN is finally terminated when the
maximum number of evaluations is reached (when criterion (3.45) is satisfied), where the
gradient norm is 1.9468 × 104 and the change in the iterates is 0.9067, both of which are
far from zero. The function value 36.7439 located by LS and REG is much smaller than the
function value GN locates after 500 evaluations of 2.0797× 103, showing the clear benefit of
the globally convergent strategies. LS requires only 49 evaluations to converge to the same
function value as REG, which requires 149 evaluations for convergence. The use of the LS
parameter to adjust the length of GN step appears to be the best choice in this experiment.
We see a similar pattern for 3DVarProb2.

For the 3DVarProb2 25% case, all three methods converge to the same function value. GN re-
quires 416 function and Jacobian evaluations to converge to a stationary point of the 3D-Var
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cost function. This is many more than the 40 and 106 evaluations required for convergence
of LS and REG respectively. Again, for the 25% case, LS appears to outperform GN and
REG. We next look at what happens when we further increase the level of background error
in the 50% case.

For the 3DVarProb1 50% case, we see that GN is the worst method in terms of minimising
the cost function, norm of the change in the iterates and norm of the gradient and only ter-
minates once the maximum number of evaluations is met. For the same case, LS and REG
are both satisfying the norm of gradient criterion. However, the LS method is stopping at a
much larger value of the objective function than REG. Recall from Chapter 3, LS and REG
are only globally convergent to a stationary point and not necessarily to a global minimum.
Therefore, in the presence of multiple local minima, such as in the variational problem where
the observation operator is nonlinear, LS and REG may take steps that do not allow them
to converge to the same local minimum, as seen in our results. From a computational cost
perspective, although the total number of evaluations required by LS and REG are compara-
ble (185 and 180 respectively), REG requires 23 fewer function evaluations but still requires
18 more Jacobian evaluations than LS. This indicates that the LS parameter requires more
updates than the REG parameter for a successful iteration. However, one should note that
LS has a stricter requirement for the function decrease; LS requires that the function must
strictly decrease at each iteration, whereas REG only requires a monotonic decrease. That
being said, despite requiring less evaluations than LS, REG manages to converge to a much
smaller function value of 84.0097, as opposed to LS, which converges to 455.5152. So REG
does a better job at minimising the 3D-Var cost function within fewer evaluations.

For the 3DVarProb2 50% case, LS locates the smallest function value out of the three meth-
ods. LS requires 388 evaluations to converge to a function value of 1.0884× 103 while REG
requires 389 to converge to a larger function value of 1.1205 × 103. As with 3DVarProb1,
LS again requires many more (102) function evaluations than REG to achieve convergence
on the gradient norm level and GN is unable to locate a minimum within the 500 evalua-
tions allowed. In fact, looking at the function value convergence plots (omitted here), GN
appears to be diverging until beyond k = 20, 000 iterations for both problems 3DVarProb1
and 3DVarProb2.

For the 50% case, we use the additional stopping criterion (3.48) in row 6 of Tables 4.2
and 4.3 to stop the methods when little progress is made on the function level. For both
3DVarProb1 and 3DVarProb2, GN does not terminate based on this criterion, indicating
that there is significant change on the function level throughout the 250 iterations. The
use of this criterion has significantly reduced the number of evaluations required for LS and
REG to locate a similar function value to that when using (3.42) alone.

In this section, we saw that when there is high uncertainty in the background state vector,
which is used as the initial guess for the minimisation, GN fails to converge to a stationary
point of the 3D-Var cost function and in fact, may diverge, while LS and REG are able to
converge. In the following section, we see if we can improve the performance of REG when
applied to 3DVarProb1 and 3DVarProb2 through the use of alternative choices of γ(0).

86



Table 4.2: Table of algorithmic output when applying GN, LS and REG to a typical realisa-
tion of 3DVarProb1 where l and kJ are the number of cost function and Jacobian evaluations
respectively required to satisfy the gradient norm stopping criterion (3.42) or the relative
function value stopping criterion (3.48) for a given level of background error SD, as indicated
in the first column.

Case Method l kJ J (x(kJ )) ‖x(kJ ) − x(kJ−1)‖ ‖∇J (x(kJ ))‖
GN 5 5 29.7517 6.1003× 10−9 1.6597× 10−6

1% (3.42) LS 5 5 29.7517 6.1003× 10−9 1.6597× 10−6

REG 5 5 29.7517 6.0734× 10−9 1.6511× 10−6

GN 7 7 30.9072 2.4659× 10−8 2.7150× 10−6

5% (3.42) LS 7 7 30.9072 2.4659× 10−8 2.7150× 10−6

REG 7 7 30.9072 2.3804× 10−8 2.5964× 10−6

GN 12 12 33.5679 1.1061× 10−7 8.1209× 10−6

10% (3.42) LS 12 12 33.5679 1.1061× 10−7 8.1209× 10−6

REG 12 12 33.5679 1.0404× 10−7 7.6124× 10−6

GN 250 250 2.0797× 103 0.9067 1.9468× 104

25% (3.42) LS 27 22 36.7439 2.5855× 10−7 5.3382× 10−6

REG 78 71 36.7439 1.6513× 10−7 9.3267× 10−6

GN 250 250 546.1879 0.9893 135.8018
50% (3.42) LS 125 60 455.5152 3.2204× 10−7 9.2902× 10−6

REG 102 78 84.0097 7.4470× 10−8 9.3953× 10−6

GN 250 250 546.1879 0.9893 135.8018
50% (3.48) LS 51 22 455.5153 0.0110 1.4272

REG 28 19 84.0112 0.0119 1.4645

4.7.2 Effects of initial REG parameter

Tables 4.4 and 4.5 show the algorithmic output when applying REG to 3DVarProb1 and
3DVarProb2 for different choices of the initial REG parameter γ(0), where the background
error standard deviation is 50% such that ‖B−1‖ = σ−2b = 9.8761. In Section 4.7.1, we saw
that GN failed to converge in the 50% case, so we want to choose the initial REG parameter
such that the REG step differs significantly from the GN step. We therefore consider choices
of γ(0) of different magnitudes from 1 to 1000. We also consider the choice γ(0) = ‖B−1‖,
as proposed in Section 4.5. We use the stopping criterion (3.42) with ε = 10−5 to terminate
the algorithms upon finding a stationary point.

From Table 4.4, we see that for 3DVarProb1 γ(0) = 2 is the worst choice out of the six choices
of γ(0) that we consider. In this case, the REG parameter requires a total of 253 evaluations
to converge to a stationary point of the 3D-Var cost function, this is an increase in the total
number of function and Jacobian evaluations from the γ(0) = 1 case that located the same
stationary point. For 3DVarProb2, Table 4.5 shows that the γ(0) = 2 case is only slightly
better than the γ(0) = 1 case as it requires only 1 less function evaluation.

The choice of γ(0) = 10 yields a vast improvement for both 3DVarProb1 and 3DVarProb2.
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Table 4.3: Table of algorithmic output when applying, GN, LS and REG to a typical realisa-
tion of 3DVarProb2 where l and kJ are the number of cost function and Jacobian evaluations
respectively required to satisfy the gradient norm stopping criterion (3.42) or the relative
function value stopping criterion (3.48) for a given level of background error SD, as indicated
in the first column.

Case Method l kJ J (x(kJ )) ‖x(kJ ) − x(kJ−1)‖ ‖∇J (x(kJ ))‖
GN 5 5 33.5763 6.0733× 10−9 1.4958× 10−6

1% (3.42) LS 5 5 33.5763 6.0733× 10−9 1.4958× 10−6

REG 5 5 33.5763 6.1085× 10−9 1.5057× 10−6

GN 8 8 38.1867 1.4127× 10−8 1.9357× 10−6

5% (3.42) LS 8 8 38.1867 1.4127× 10−8 1.9357× 10−6

REG 8 8 38.1867 1.4352× 10−8 1.9666× 10−6

GN 11 11 37.5382 5.7913× 10−8 3.6038× 10−6

10% (3.42) LS 11 11 37.5382 5.7913× 10−8 3.6038× 10−6

REG 11 11 37.5382 5.5028× 10−8 3.4174× 10−6

GN 208 208 37.4526 1.3379× 10−7 9.4260× 10−6

25% (3.42) LS 22 18 37.4526 4.3197× 10−7 6.0895× 10−6

REG 56 50 37.4526 1.3245× 10−7 8.3094× 10−6

GN 250 250 2.5678× 103 1.3443 4.5469× 103

50% (3.42) LS 325 63 1.0884× 103 3.9145× 10−8 6.5852× 10−6

REG 223 166 1.1204× 103 1.4441× 10−7 6.6316× 10−6

GN 250 250 2.5678× 103 1.3443 4.5469× 103

50% (3.48) LS 67 22 1.0884× 103 0.0354 13.3584
REG 48 32 1.1205× 103 0.0310 2.6457

The REG method locates a smaller function value than the γ(0) = 1 and γ(0) = 2 cases in
fewer function and Jacobian evaluations. This is because, the smaller the REG parameter,
the closer the REG step (3.23) is to the GN step (3.10). Therefore, in the case where GN
performs poorly, such as in the cases we consider, allowing REG to take steps similar to GN
will only result in slower global convergence as the REG parameter will need to be increased
to achieve a reduction in the cost function value. If the REG parameter is initially chosen
to be larger, the REG method is able to take steps that require no/fewer adjustments to
guarantee a reduction in the cost function value. Furthermore, as the steps taken by the
REG method differ according to the choice of REG parameter and the problems we consider
are nonlinear, it is possible that REG may converge to a different stationary point given
a different choice of γ(0) as by Theorem 4.3.5, REG is only guaranteed to converge to a
stationary point, and not necessarily a local minimum.

For 3DVarProb1, γ(0) = 100 is the best choice out of the six choices we consider as the REG
method requires only 104 evaluations for convergence to a stationary point. By increasing
γ(0) to 1000, the REG method requires only 4 more function evaluation and 1 less Jacobian
evaluation to converge to the same function value as the γ(0) = 100 case. Although the
choice of γ(0) = ‖B−1‖ is not the best choice for REG when applied to 3DVarProb1, it still
yields a vast improvement compared to the standard choice of γ(0) = 1. It requires 25 less

88



function evaluations and 12 less Jacobian evaluations to converge to a smaller function value
than the standard initial choice. Note that the performance for γ(0) = ‖B−1‖ is similar to
that of the γ(0) = 10 case as ‖B−1‖ = 9.8761 ≈ 10.

For 3DVarProb2, the choice of γ(0) = ‖B−1‖ is the best choice out of the six choices we
consider as the REG method requires only 156 evaluations for convergence to a significantly
smaller function value than that which REG converges to after 489 evaluations when using
the standard γ(0) = 1 choice. The choices of γ(0) = 100 and γ(0) = 1000 also yield an im-
provement to the standard choice of initial REG parameter. However, in VarDA practice,
we will not be able to know a priori which value of initial REG parameter will yield the
best convergence results for REG. Therefore, the choice of γ(0) = ‖B−1‖ is both convenient
as in practical applications of the standard 3D-Var problem we have some knowledge of the
entries of B, and our results show that the choice of γ(0) according to the entries of B yields
better convergence results than the standard choice of γ(0) = 1.

Table 4.4: Table of algorithmic output when applying REG to 3DVarProb1 for the 50% case
of σb, where γ(0) is varied.

γ(0) l kJ J (x(kJ )) ‖x(kJ ) − x(kJ−1)‖ ‖∇J (x(kJ ))‖
1 102 78 84.0097 7.4470× 10−8 9.3953× 10−6

2 139 114 84.0097 5.8388× 10−8 8.9431× 10−6

10 75 64 38.4162 2.4535× 10−7 9.5638× 10−6

100 55 49 38.4162 2.7258× 10−7 9.0701× 10−6

1000 59 48 38.4162 2.3163× 10−7 6.4996× 10−6

‖B−1‖ 77 66 38.4162 2.1688× 10−7 8.4473× 10−6

Table 4.5: Table of algorithmic output when applying REG to 3DVarProb2 for the 50% case
of σb, where γ(0) is varied.

γ(0) l kJ J (x(kJ )) ‖x(kJ ) − x(kJ−1)‖ ‖∇J (x(kJ ))‖
1 223 166 1.1204× 103 1.4441× 10−7 6.6316× 10−6

2 222 166 1.1204× 103 1.4441× 10−7 6.6316× 10−6

10 85 76 36.9526 1.6385× 10−7 7.4808× 10−6

100 89 73 36.9526 1.7806× 10−7 7.9060× 10−6

1000 188 143 38.7421 1.4457× 10−7 6.4595× 10−6

‖B−1‖ 82 74 36.9526 2.3062× 10−7 9.4980× 10−6

Our findings from Tables 4.4 and 4.5 suggest that the choice of γ(0) = ‖B−1‖ results in
better performance of the REG method compared to the standard choice of γ(0) = 1. We
have so far only considered a single realisation of 3DVarProb1 and 3DVarProb2 when B is
uncorrelated. To see if our results hold for a wider set of 3D-Var problems, we next take the
two cases of REG; one using the standard choice of γ(0) = 1 and one using γ(0) = ‖B−1‖.
For simplicity, we denote the REG method with γ(0) = ‖B−1‖ by REGB. We compare the
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performance of GN, LS, REG and REGB through the use of accuracy and RMSE profiles
where we consider nr = 100 realisations and different choices of B.

Figure 4.4 shows the accuracy profiles used to benchmark the performance of the GN, LS,
REG and REGB methods as the tolerance τf is reduced, where τe = 8, while Figure 4.5
allows τe to increase to τe = 100 to understand how the methods perform both within a
limited number of computations (similar to that which is available in VarDA practice) and
where there is more evaluations than that which is available in practice. In addition to
considering a diagonal background error covariance matrix B0, we also consider the three
correlated background error covariance matrix choices, B1, B2 and B3 to see if our findings
hold for more realistic background error correlation matrix structures, where the correlation
length scale is varied.

For the case where τe = 8, Figure 4.4 shows that, for a given level of accuracy and for any
choice of B that we consider, GN is able to solve more problems than REG. The performance
of LS or REGB is, for almost all levels of accuracy, better than GN and REG. The only
case where REG appears to perform marginally better than GN, LS and REGB is in Figure
4.4(d) where τf > 10−4.5. Figure 4.4 also shows that, for both 3DVarProb1 and 3DVarProb2
and for all choices of B that we consider, REGB is significantly better than REG in minimis-
ing the 3D-Var cost function. Through the use of a larger (compared to REG) initial REG
parameter, REGB is able to locate a smaller function value that REG (and GN) struggle
to locate. These results indicate that when there is limited computational cost available,
the choice we proposed of γ(0) = ‖B−1‖ is better than the standard initial REG parameter
choice. Overall, for the τe = 8 case, REGB appears to be the most suitable method, with
LS being the second best method.

Figure 4.5 shows a much greater difference between the globally convergent methods and
GN than when fewer evaluations were allowed in the results of Figure 4.4. It appears that
when more evaluations are allowed, GN performs considerably worse than the globally con-
vergent methods. The globally convergent methods are able to locate much better estimates
of the initial states for the 3D-Var problem than GN. We recall that this is what we saw in
Tables 4.2 and 4.3 for the case when σb is large. Figure 4.5 also shows that the difference
between LS and REG is marginal and that REGB, again, appears to be the favourable choice.

Recall from Section 2.2.2, it is known that the use of realistic background error statistics
is important in VarDA as it has a profound impact on the analysis [4]. By increasing the
correlation length scale, we are increasing the number of non-zero off diagonal entries of B,
thus allowing more observation information to spread across the spatial domain during the
assimilation. Generally, Figure 4.5 shows that for both 3DVarProb1 and 3DVarProb2 where
τe = 100 is used, the performance of all four methods improves as stronger background error
correlations are introduced. This improvement is seen more subtly in Figure 4.4, this is
due to the limit on the number of evaluations, τe = 8, used, which we expect to result in
fewer problems being solved to a high accuracy. From Figure 4.4 we are still able to see
that generally, the performance of all four methods improved as stronger background error
correlations are introduced, as seen in the upward shift in the lines in each profile. Although
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there are some cases, in particular, in Figures 4.4(d) and 4.4(h), where increasing the level
of background error correlations results in REGB solving fewer problems within a high level
of accuracy, and similarly for GN and LS in Figures 4.4(b) and 4.4(f). By looking at Fig-
ure 4.5, it appears that this is purely due to the strict limit on the number of evaluations.
When more background error correlations are included in the assimilation, Figures 4.5(c),
4.5(d) and 4.5(h) show that all three globally convergent methods are solving close to all of
the problems within a high level of accuracy. The GN method also performs better in the
presence of more correlated background errors, but still fails to compete with the globally
convergent methods.

(a) 3DVarProb1, B0 (b) 3DVarProb1, B1 (c) 3DVarProb1, B2 (d) 3DVarProb1, B3

(e) 3DVarProb2, B0 (f) 3DVarProb2, B1 (g) 3DVarProb2, B2 (h) 3DVarProb2, B3

Figure 4.4: Accuracy profiles for the GN (black), LS (red), REG (blue) and REGB (magenta)
methods applied to 3DVarProb1 in (a)-(d) and 3DVarProb2 in (e)-(h) where nr = 100, the
observation error is 5% and the background error is 50%. These show the proportion of
problems solved by each of the methods against the specified accuracy − log(τf ) when τe = 8.

In this section, we have studied the effects of choosing the initial REG parameter according
to the background error covariance matrix. We have also compared the performance of GN,
LS, REG and REGB. In DA, we are interested in knowing the accuracy of the estimate
obtained as in applications such as NWP, the estimate is used as the initial conditions for
a forecast and so the quality of this forecast will depend on the errors in the estimate. In
the following section, we quantify and compare the errors in the estimates obtained by each
method.

4.7.3 Quality of the analysis

We recall that the initial guess of the algorithms is the reference state xref perturbed by
the background error εb. In order to compare the quality of the estimate obtained by each
method, we compare their estimate to the reference state xref to understand how far the
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(a) 3DVarProb1, B0 (b) 3DVarProb1, B1 (c) 3DVarProb1, B2 (d) 3DVarProb1, B3

(e) 3DVarProb2, B0 (f) 3DVarProb2, B1 (g) 3DVarProb2, B2 (h) 3DVarProb2, B3

Figure 4.5: Accuracy profiles for the GN (black), LS (red), REG (blue) and REGB (magenta)
methods applied to 3DVarProb1 in (a)-(d) and 3DVarProb2 in (e)-(h) where nr = 100,
the observation error is 5% and the background error is 50%. These show the proportion
of problems solved by each of the methods against the specified accuracy − log(τf ) when
τe = 100.

estimates obtained by the methods have deviated from this. The analysis error for each
state variable is the difference between the reference state and the estimate obtained by each
method, given by εai = xai − x

ref
i . For each realisation, we calculate the root mean square

error (RMSE) of the analysis error given by,

RMSE =

√∑n
i=1(ε

a
i )

2

n
. (4.104)

For each method, we plot the percentage of problems solved (according to the criterion (3.49)
where τf = 10−3) within a specified tolerance of the RMSE (4.104), with no restriction on
the values that (4.104) can take. We acknowledge in this work that the code for the RMSE
profiles has been adapted from the code for the data profiles used in [90].

The results for 3DVarProb1 and 3DVarProb2 for the case where τe = 8 are in Figure 4.6,
which coincides with the case shown in Figure 4.4 where τf = 10−3. From this, we see that
REGB solves the most problems within the same level of RMSE accuracy as GN, LS and
REG. Figures 4.6(a), 4.6(b), 4.6(e) and 4.6(f) show that GN and REG solve fewer prob-
lems within the same level of RMSE accuracy as LS and REGB when using B0 and B1.
As stronger background error correlations are introduced, Figures 4.6(c), 4.6(d), 4.6(g) and
4.6(h) show that LS and REG are the methods that solve fewer problems within the same
level of RMSE accuracy as GN and REGB. This is because of the improvement in the per-
formance of GN as stronger background error correlations are introduced; a pattern that was
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also seen in the accuracy profiles in Figure 4.4 and discussed in Section 4.7.2.

Recall from Section 2.2.2, the use of correlated background error in NWP, where a method
equivalent to GN is used, has shown to improve the quality of the analysis [4]; a finding that is
also reflected in our results. We see how the RMSE of the analyses successfully found by each
GN-type method reduces as stronger background error correlations are introduced, this can
be seen in the scale of the x axis in Figures 4.6(a), 4.6(b), 4.6(c) and 4.6(d) for 3DVarProb1
and Figures 4.6(e), 4.6(f), 4.6(g) and 4.6(h) for 3DVarProb2. The y axis shows that the pro-
portion of problems solved also increases as we strengthen the background error correlations.

(a) 3DVarProb1, B0 (b) 3DVarProb1, B1 (c) 3DVarProb1, B2 (d) 3DVarProb1, B3

(e) 3DVarProb2, B0 (f) 3DVarProb2, B1 (g) 3DVarProb2, B2 (h) 3DVarProb2, B3

Figure 4.6: RMSE plots for the GN (black), LS (red), REG (blue) and REGB (magenta)
methods applied to 3DVarProb1 in (a)-(d) and 3DVarProb2 in (e)-(h), where nr = 100,
τf = 10−3 and τe = 8. The observation error is 5% and the background error is 50%.

The results for 3DVarProb1 and 3DVarProb2 for the case where τe = 100 are in Figure 4.7,
which coincides with the case shown in Figure 4.5 where τf = 10−3. As expected, we see
that all methods perform better when more function and Jacobian evaluations are allowed
than in practice; they are able to solve a larger proportion of problems, as indicated by the
y axis. GN appears to be the worst method out of the four, solving fewer problems within
a given RMSE accuracy. The majority of the plots in Figure 4.7 show that REGB solves
the most problems within the same level of RMSE accuracy as GN, LS and REG. However,
in Figures 4.7(c), 4.7(d) and 4.7(h) we see that the three globally convergent methods are
performing similarly. The RMSE errors for each of the LS, REG and REGB analyses are
very close together, while GN solves fewer problems at a lower level of RMSE accuracy.

Not only is it important for the fast convergence of the REG method to choose an appropriate
initial REG parameter, in the case where REG is performing well, we also want to quickly
reduce the REG parameter. We have proven in Section 4.3 that the updating strategy for
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(a) 3DVarProb1, B0 (b) 3DVarProb1, B1 (c) 3DVarProb1, B2 (d) 3DVarProb1, B3

(e) 3DVarProb2, B0 (f) 3DVarProb2, B1 (g) 3DVarProb2, B2 (h) 3DVarProb2, B3

Figure 4.7: RMSE plots for the GN (black), LS (red), REG (blue) and REGB (magenta)
methods applied to 3DVarProb1 in (a)-(d) and 3DVarProb2 in (e)-(h), where nr = 100,
τf = 10−3 and τe = 100. The observation error is 5% and the background error is 50%.

very successful iterations of REG allows it to achieve global convergence. However, the speed
of convergence may be improved by the use of alternative updating strategies for very suc-
cessful REG iterations. In experiments not included in this chapter, we experimented using
different updating strategies for very successful iterations of REG from the work of [49] and
[62], but found that these slowed down convergence compared to the strategy used in REG.

In the following section, we conclude the results from this chapter.

4.8 Conclusion

In this chapter, we address research questions RQ1(a), RQ1(b) and part of RQ1(c). In Sec-
tions 4.2 and 4.3, we outline and prove the global convergence theorems of LS and REG when
applied to a general nonlinear least-squares problem. We discuss whether the assumptions
made in these convergence proofs are satisfied in DA in Section 4.1.

In Section 4.4, we use NLLSPs to understand the general behaviour of GN, LS and REG and
identify the cases where GN performs well and poorly. We consider an NLLSP where GN
outperforms LS and REG and study how the choices of the globalisation parameters in LS
and REG affect the convergence rate. For the case where GN performs well, we want the LS
and REG methods to be as close to GN as possible. We then consider an NLLSP where GN
diverges and show that the LS and REG converge, highlighting the benefits of these methods.

In Section 4.5, we use the variational problem (both standard and preconditioned) to show
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how to choose an initial REG parameter to speed up convergence of the REG method. We
propose that the standard choice of initial REG parameter of 1 is suitable for the precon-
ditioned VarDA problem. However, for the standard VarDA problem where there is high
uncertainty in the background information, the REG parameter must be large enough to
change the GN step and the choice of 1 does not achieve this. We propose that the standard
VarDA problem benefits from choosing the initial REG parameter based on the background
error covariance matrix, which is already available in VarDA practice. We refer to this
method as REGB.

In Section 4.7, we use two nonlinear 3D-Var problems with different observation operator
structures and consider the convergence behaviour of GN, LS and REG. We study which
method is better in the sense of most accurate for a given number of function and Jacobian
evaluations and which methods are convergent within a given RMSE accuracy. We show
that when there is high uncertainty in the background state vector, which is used as the
initial guess for the minimisation, the GN method fails to obtain an estimate of the initial
state that is as accurate as the globally convergent methods’ estimates.

We then focus on improving the REG method using our theoretical knowledge of the in-
teraction between the REG parameter and the VarDA Hessian. For the standard 3D-Var
problem, we choose the initial REG parameter according to the background error covariance
matrix. We compare the quality of the estimate obtained using the RMSE of the analy-
sis and show that even in the case where correlated background error is used, the globally
convergent methods find estimates with an RMSE less than or equal to the RMSE of the
estimates GN obtains. We show that for both uncorrelated and correlated background error
matrices, the convergence of the REG method is improved if the initial REG parameter is
chosen according to the inverse of the background error covariance matrix. Our results show
that, overall, REGB appears to be the best method to solve the standard 3D-Var problem,
both in terms of minimising the 3D-Var cost function and in terms of the accuracy of the
analysis.

Our findings are important in DA as they show that in cases where the accuracy of the prior
information is poor and when there is limited computational cost, the globally convergent
methods are still able to minimise the 3D-Var objective function, unlike GN. We have also
shown a practical way of choosing an appropriate initial REG parameter.

We also consider the effects of the REG parameter on the conditioning of the 4D-Var prob-
lem. For future work, an investigation into the use of second-order information in variational
data assimilation may be of interest as we have seen how the regularisation parameter in-
teracts with the 4D-Var Hessian (2.59). We have also seen how the initial choice of the
regularisation parameter impacts the solution obtained by the REG method. Knowing more
information about the second-order terms (2.32) will enable us to understand more about
the curvature of the function and which choices of method/parameters to make.

In Section 4.5, we hypothesised that the influence of the initial REG parameter may not
be an issue if we use the preconditioned problem. In the following chapter, we investigate
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the performance of the globally convergent methods, LS and REG, when applied to the
preconditioned 4D-Var problem where there is the added complication of a numerical model.
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Chapter 5

Convergent least-squares optimisation
methods for variational data
assimilation

In this chapter, we present a draft paper where we study the convergence behaviour of Algo-
rithms 3.2.3, 3.3.1 and 3.3.2 when applied to the preconditioned 4D-Var problem, with the
aim of addressing the research questions RQ1(c) and RQ1(d). This paper is intended for
submission by C. Cartis, M. H. Kaouri, A. S. Lawless and N. K. Nichols. In the paper, we
consider uncorrelated background error only. We then present a discussion on the additional
results (not included in the paper), where correlated background error is used.

For simplicity, throughout this chapter we omit both the subscript p notation (for precondi-
tioned) and the hat notation (for reduced resolution) as we are considering the preconditioned
4D-Var problem with a full resolution inner loop only and do not need to differentiate this
from the standard, reduced resolution 4D-Var problem.

5.1 Abstract

Data assimilation combines prior (or background) information with observations to estimate
the initial state of a dynamical system over a given time-window. A common application is
in numerical weather prediction where a previous forecast and atmospheric observations are
used to obtain the initial conditions for a numerical weather forecast. In four-dimensional
variational data assimilation (4D-Var), the problem is formulated as a nonlinear least-squares
problem, usually solved using a variant of the classical Gauss-Newton (GN) method. How-
ever, GN may not converge if poorly initialised. This could occur when there is greater
uncertainty in the background information compared to the observations, or when a long
time-window is used in 4D-Var allowing the use of more observations. The difficulties GN
encounters may lead to inaccurate initial state conditions for subsequent forecasts. To over-
come this, we apply two convergent GN variants (line search and regularisation) to the long
time-window 4D-Var problem and investigate the cases where they locate a more accurate
estimate compared to GN within a given budget of computational time and cost.
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Highlights:

• Poor initialisation of Gauss-Newton may result in the method not converging

• Safeguarded Gauss-Newton used on long window variational data assimilation problem

• Twin experiments with limited computational budget and chaotic Lorenz models

• Results in improved initial state estimate despite inaccurate prior information

• Application of least squares convergence theory to variational data assimilation

5.2 Introduction

Data assimilation (DA) is a technique used to estimate the state of a dynamical system.
In DA, a prior estimate of the state from a previous forecast, known as the background
state, is combined with observations using an optimisation method to obtain an estimate of
the evolving state of the system. In Numerical Weather Prediction (NWP), four-dimensional
variational data assimilation (4D-Var) is used to estimate the initial conditions for a weather
forecast [68]. The 4D-Var scheme is able to incorporate information from a prior forecast
along with observations over both temporal and spatial domains in the form of a nonlinear
least-squares objective function, which is then minimised using an iterative method. From a
Bayesian point of view, minimising the 4D-Var objective function is equivalent to maximis-
ing the posterior probability to obtain the maximum a posteriori estimate [95]. Within this
paper, we focus on the strong-constraint 4D-Var problem where we assume the numerical
model of the system perfectly represents the true dynamics of the system, or the model errors
are small enough to be neglected. This formulation has been commonly used operationally
in many meteorological centres [103], including the Meteorological Service of Canada [43],
ECMWF [63, 80, 105] and the Met Office [109].

In practice, the 4D-Var problem is a nonlinear least-squares problem which can be viewed
as a large-scale unconstrained optimisation problem [68]. The quality of the estimate and
the subsequent forecast depends on how accurately the variational problem is solved within
the time and computational cost available. The desire to improve the current methods and
develop new methods for this class of problems has a long history, briefly summarised in the
following. Ideally in large-scale unconstrained optimisation, we seek a fast rate of conver-
gence, which can usually be achieved using a Newton-type method. However, these methods
require the use of second derivatives of the 4D-Var objective function, which are too costly to
compute and store in practice. Therefore, it is common practice to use methods that approx-
imate the high order terms, such as the limited memory conjugate gradient [91, 102, 113],
limited memory Quasi-Newton (LMQN) [135] e.g. L-BFGS [72] and M1QN3 [44], Truncated
Newton (TN) [67, 131], hybrid LMQN and TN [29], Adjoint Newton [130] or Gauss-Newton
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(GN) methods [33, 96].

Solving the 4D-Var problem requires the use of the adjoint of the numerical model (simply
referred to as the ‘adjoint’) to efficiently compute the first derivatives of the objective func-
tion [68]. More recently, optimisation methods that do not require the use of first derivatives
of the 4D-Var objective function are being investigated to avoid the development and main-
tenance costs associated with using the adjoint, see for example [51] and references therein.
Furthermore, an extensive list of alternative assimilation schemes have been developed that
do not require the use of the adjoint such as the ensemble-variational data assimilation
method, 4DEnVar, developed by the Met Office for global NWP (see [3, 76]) and imple-
mented at Environment Canada (see [19]). However, as the adjoint is already embedded in
the operational infrastructure of many meteorological centres, its use is still often preferred
over newer techniques as, unlike methods that require the use of an ensemble of non-linear
forecast trajectories, such as the ensemble Kalman Filter (EnKF) and 4DEnVar, the adjoint
is less prone to causing sampling errors and does not require spatial and/or temporal local-
isation [6].

In a 4D-Var scheme, the 4D-Var problem is solved as a sequence of linear least-squares prob-
lems using an incremental method, which has been shown to be equivalent to the GN method
under certain conditions [65]. In the incremental method, the minimisation of the nonlinear
objective function and the linearised subproblem are referred to as the ‘outer loop’ and the
‘inner loop’ respectively. It is known that the accuracy with which the inner loop is solved
affects the convergence of the outer loop [64, 65]. Within our work, we focus on the conver-
gence of the outer loop and assume that the inner loop is solved exactly. Furthermore, we
use a variable transformation commonly used in operational DA to precondition the 4D-Var
problem, see [5] for a detailed explanation.

The GN method does not require the use of high order second derivatives, thus alleviating
the added complexity of calculating and storing them. A drawback of the GN method is that
it does not guarantee convergence to an estimate of the initial state given poor initialisation
[33]. In NWP, the initial guess for the minimisation is generally chosen to be the predicted
initial state from a previous forecast, known as the background state. However, for some
applications of a 4D-Var scheme, this choice may not be a good enough estimate of the true
initial state. Therefore, GN may fail to converge. Furthermore, the use of long assimilation
time-windows (in the order of days) has recently become of interest in global NWP as it
enables the use of more observations, improving the quality of the estimate of the initial
state of the system, known as the ‘analysis’ in DA [69]. However, when the NWP system
is sensitive to small changes in the initial conditions, the errors in the initial conditions are
amplified over time through the use of the model, and more so when a long assimilation
time-window is used.

There are three main strategies that safeguard GN and make it convergent from an ar-
bitrary initial guess: line search, trust-region and regularisation [96]. GN with quadratic
regularisation is strongly related to GN with trust-region (see Lemma 10.2. of [96]), also re-
ferred to as the Levenberg-Marquardt method (LM) [26]. Within our work, we focus on GN
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with quadratic regularisation (REG) and compare its performance to GN with backtracking
Armijo line search (LS) and GN alone when applied to the preconditioned 4D-Var problem.

Earlier work in [106] showed that the use of a line search strategy improved the minimisation
of the 4D-Var objective function. The M1QN3 method, developed in [44] and used opera-
tionally at ECMWF [126], Météo France [74] and the Meteorological Service of Canada [20],
uses the Wolfe line search conditions [134] to safeguard the method. However, the Wolfe
conditions require the use of additional evaluations of the objective function and, to rule out
unacceptably short steps, its gradient [96]. This is unlike the Armijo condition [2] used in our
work, as in [50], which through the use of backtracking only requires additional evaluations
of the objective function and not of the gradient [96]. We pair GN with backtracking Armijo
line search and use a fixed amount of computational operations to guarantee a reduction
in the outer loop objective function (assuming the inner loop is solved to a high accuracy),
while considering the computational limits present in DA.

The use of the LM method has been of interest in the DA community because of its simi-
larities with GN and its convergence guarantees. The use of the ensemble Kalman filter and
ensemble Kalman smoother methods (EnKF and EnKS, respectively) as linear least-squares
solvers for the inner loop problem has been proposed [82, 136]. This is the approach used in
the literature when using LM in DA. Bergou et al. [9] applied a variation of the LM method
to the 4D-Var problem combined with the use of ensemble methods for the linearised sub-
problems where they focus on the case where only approximate gradient values are available
and accurate within a certain probability. They provide a framework for using EnKS for
solving the subproblem inexactly in their LM method and proved global convergence under
an assumption of the probability of the accuracy of the gradient. In the work of Bocquet
et al. [13], they applied a variation of LM using an EnKF to regularise the subproblem and
obtain a faster convergence rate versus GN. Mandel et al [83] use a LM method to control
the convergence when solving the 4D-Var weak-constraint (where model error is accounted
for) problem using the EnKS as the inexact solver for the 4D-Var inner-problem. They con-
cluded that the choice of the regularisation parameter greatly impacts the estimate obtained
by their method. Within our work, we focus on the convergence of the 4D-Var problem
on the outer loop level, where the exact gradient is used (as is the case when an adjoint is
available), the inner loop is assumed to be solved to a high accuracy and the regularisation
parameter in REG is updated using a simple, inexpensive strategy.

We aim to investigate whether the use of convergent optimisation methods is beneficial in
4D-Var, where there is limited time and computational cost available. Such methods use
safeguards to guarantee convergence to the analysis from an arbitrary background state vec-
tor by ensuring monotonic/strict and sufficient decrease of the error in the objective function.
We refer to these methods as ‘globally convergent’. Using two test models within the 4D-
Var framework, we show that when there is more uncertainty in the background information
compared to the observations, the GN method may diverge in the long time-window case,
yet the convergent methods, LS and REG, are able to improve the estimate of the analy-
sis. We use accuracy profiles to show numerically that in the long time-window case and
when there is higher uncertainty in the background information versus the observations, the
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globally convergent methods are able to solve more problems than GN in the limited cost
available. By ‘solve’ we mean satisfy a criterion based on the reduction in the objective
function within a set number of evaluations. We also show the effect that poor background
information has on the quality of the estimate obtained. We consider the case where the
background information is highly inaccurate compared to the observations and find that the
convergence of all three methods is improved when more observations are included along the
time-window. Finally, for the case where GN performs well, we recommend further research
into the parameter updating strategies used within the globally convergent methods.

This paper is organised as follows. In Section 5.3 we outline the strong-constraint 4D-Var
problem as a nonlinear least-squares problem and the GN method that is frequently used to
solve it. In Section 5.4 we outline the globally convergent methods used within this paper.
In Section 5.5 we describe the experimental design including the dynamical models used. In
Section 5.6 we present the numerical results obtained when applying GN and the globally
convergent methods to the 4D-Var problem with different features. Finally, we conclude our
findings in Section 5.7.

5.3 Variational data assimilation

5.3.1 4D-Var: least-squares formulation

In four-dimensional variational data assimilation (4D-Var), the analysis xa0 ∈ Rn is obtained
by minimising a objective function consisting of two terms: the background term and the
observation term, namely;

J (x0) =
1

2
(x0 − xb0)

TB−10 (x0 − xb0) +
1

2

N∑
i=0

(yi −Hi(xi))
TR−1i (yi −Hi(xi)). (5.1)

The background term measures the difference between the initial state of the system and the
background state vector xb0 ∈ Rn, which contains prior information. The observation term
measures the difference between information from observations at times ti in the observation
vector yi ∈ Rpi and the model state vector xi ∈ Rn at the same time through use of the
observation operator Hi : Rn → Rpi that maps from the model state space to the observation
space. Both terms are weighted by their corresponding covariance matrices to represent the
uncertainty in the respective measures, the background error covariance matrix B ∈ Rn×n

and the observation error covariance matrices at times ti, Ri ∈ Rpi×pi , which are assumed
to be symmetric positive definite. We note that observations are distributed both in time
and space and there are usually fewer observations available than there are state variables
so p < n, where p =

∑N
i=0 pi. The 4D-Var objective function (5.1) is subject to the nonlinear

dynamical model equations which contain the physics of the system

xi =M0,i(x0), (5.2)

where the nonlinear model M0,i : Rn → Rn evolves the state vector from the initial time
point t0 to the time point ti.
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We precondition the 4D-Var problem using a variable transform, which has been shown to
improve the conditioning of the variational optimisation problem [56, 57]. To be able to use
the negative square root of B in our variable transformation, we first require the assumption
that the matrix B is full rank. This assumption is satisfied for our choices of B in Section
5.6. We define a new variable v to be,

v = B−1/2(x0 − xb0). (5.3)

The 4D-Var objective function can then be written in terms of v, known as the control
variable in DA, and minimised with respect to this instead. Furthermore, by including
the model information within the objective function, we are able to write the constrained
optimisation problem (5.1)-(5.2) in the form of an unconstrained optimisation problem and
apply the minimisation methods described later in this paper. The preconditioned 4D-Var
objective function is given by

J (v) =
1

2
vTv +

1

2

N∑
i=0

(yi−Hi(M0,i(B
1/2v + xb0)))

TR−1i (yi−Hi(M0,i(B
1/2v + xb0))). (5.4)

We note that the function (5.4) is continuously differentiable if the operators Hi and M0,i

are continuously differentiable. To save both computational cost and time in 4D-Var, the
nonlinear operators in (5.4) are linearised for use in the inner loop, often using a tangent
linear approximation [27]. The tangent linear model and observation operator are derived
by linearising the discrete nonlinear model equations.

In a nonlinear least-squares problem, the function J : Rn → R has a special form, as defined
in the following,

min
v
J (v) =

1

2
‖r(v)‖22, (5.5)

where r(v) = [r1(v), ..., rn+p(v)]T and each rj : Rn → R, for j = 1, 2, . . . , n+ p, is referred to
as a residual. In (5.5), ‖.‖2 denotes the l2-norm, which will be used throughout this paper.
Equation (5.4) is equivalent to (5.5) where the residual vector r(v) ∈ Rn+p and its Jacobian
J(v) are given by

r(v) =


v

R
−1/2
0 (y0 −H0(B

1/2v + xb0))

R
−1/2
1 (y1 −H1(M0,1(B

1/2v + xb0)))
...

R
−1/2
N (yN −HN(M0,N(B1/2v + xb0)))

 and J(v) =


I

−R
−1/2
0 H0B

1/2

−R
−1/2
1 H1M0,1B

1/2

...

−R
−1/2
N HNM0,NB1/2

 , (5.6)

where

M0,i =
∂M0,i

∂v

∣∣
M0,i(B1/2v+xb0)

and Hi =
∂Hi

∂v

∣∣
M0,i(B1/2v+xb0)

(5.7)

are the Jacobian matrices of the model operator M0,i and observation operator Hi respec-
tively, where M0,i ∈ Rn×n is the tangent linear ofM0,i and Hi ∈ Rpi×n is the tangent linear
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of Hi [95]. In practice, an adjoint method is used to calculate the gradient of (5.4), defined
as

∇J (v) = J(v)T r(v). (5.8)

The Hessian is the matrix of second-order partial derivatives of (5.4),

∇2J (v) = J(v)TJ(v) +

n+p∑
j=1

rj(v)∇2rj(v). (5.9)

In data assimilation, the second-order terms in (5.9) are often difficult to calculate in the
time and cost available and too large to store, and so one cannot easily use Newton-type
methods for 4D-Var. Therefore, a first-order approximation to the Hessian of the objective
function (5.4) is used, resulting in a GN method, and is given by

S = J(v)TJ(v) = I +
N∑
i=0

B1/2MT
0,iH

T
i R−1i HiM0,iB

1/2, (5.10)

which is, by construction, full rank and symmetric positive definite. The condition number
in the l2-norm of (5.10), κ(S), is the ratio of its largest and smallest eigenvalues and is related
to the number of iterations used for the linear minimisation problems in 4D-Var and how
sensitive the estimate of the initial state is to perturbations of the data. We can use κ(S) to
indicate how quickly and accurately the optimisation problem can be solved [47].

5.3.2 4D-Var implementation

The incremental 4D-Var method, which was first proposed for practical implementation
of the NWP problem in [27], has been shown to be equivalent to the GN method when
an exact tangent linear model is used to linearise the discrete nonlinear model. When an
approximate tangent linear model (TLM) is used, the method is equivalent to an inexact
GN method [52, 65]. A summary of the GN method is given by the following.

Algorithm 5.3.1: GN algorithm applied to (5.5) [33].

Step 0: Initialisation. Given v(0) ∈ Rn and some stopping criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation. Compute a step s(k) that satisfies

J(v(k))TJ(v(k))s(k) = −J(v(k))T r(v(k)). (5.11)

Step 3: Iterate update. Set v(k+1) = v(k) + s(k), k := k + 1 and go to Step 1.

In Algorithm 5.3.1, the updated control variable v(k+1) is computed by finding a step s(k)

that satisfies (5.11), which is known as the preconditioned linearised subproblem. By substi-

tuting v(k+1) into (5.3) and rearranging, we obtain the current estimate x
(k+1)
0 of the initial
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state to the original nonlinear 4D-Var problem.

To reduce the computational cost in large DA systems and to solve the DA problem in real
time, the series of problems (5.11) can be solved approximately as a series of linear least-
squares problems in the inner loop. The inner loop can be solved using iterative optimisation
methods such as Conjugate Gradient (CG) where a limited number of CG iterations are al-
lowed and an exact or approximate J is used [52]. We do not focus on this here and assume
that (5.11) is solved exactly.

We note that the step calculation (5.11) uniquely defines s(k), and s(k) is a descent direction
when J(v) is full column rank. This is the case in 4D-Var as the Jacobian, J(v) in (5.6)
is full column rank due to the presence of the identity matrix, thus ensuring that s(k) is a
descent direction.

The definitions of two solution types, namely; local and global minima, are stated in Ap-
pendix 5.8, along with a brief explanation of the local convergence property of GN. Although
the GN method benefits from local convergence properties, convergence can only be guaran-
teed if the initial guess v(0) of the algorithm is in some neighbourhood around an (unknown)
local solution v∗, that is, convergence from an arbitrary initial guess is not guaranteed. Even
if the GN method does converge, it may not necessarily converge to the global minimum due
to the fact that multiple local minima of a nonlinear least-squares objective function may
exist.

GN has no way of adjusting the length of the step s(k) and hence, may take steps that are
too long and fail to decrease the objective function value and thus to converge, see Example
10.2.5 in [33] and later in Section 5.6 where the divergence of GN is demonstrated. As GN
only guarantees local convergence, we are interested in investigating methods that converge
when v(0) is far away from a local minimiser v∗. We refer to these methods as ‘globally
convergent’. Mathematical theory on global strategies can be found in [96] and [33]. Two
globally convergent methods are GN with line search and GN with quadratic regularisation,
which use a strategy within the GN framework to achieve convergence to a stationary point
given an arbitrary initial guess by adjusting the length of the step. These methods will be
presented in the next section.

5.4 Globally convergent methods

Within this section, we outline the two globally convergent algorithms that we apply in
Section 5.6 to the preconditioned 4D-Var problem.

5.4.1 Gauss-Newton with line search (LS)

A line search method aims to restrict the step s(k) in (5.11) so as to guarantee a decrease in
the error for J . Within our work, an inexact line search method known as the backtracking-
Armijo (bArmijo) algorithm is used within the inner loop of GN to find a step length α > 0
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that satisfies the Armijo condition [2]. The Gauss-Newton with backtracking-Armijo line
search (LS) method is presented as follows.

Algorithm 5.4.1: LS algorithm applied to (5.5) [96].

Step 0: Initialisation. Given v(0) ∈ Rn, τ ∈ (0, 1) and β ∈ (0, 1) and α0 > 0 and
some stopping criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation. Compute a step s(k) that satisfies

J(v(k))TJ(v(k))s(k) = −J(v(k))T r(v(k)) (5.12)

and set α(k) = α0.

Step 3: Check Armijo condition.
While the following (Armijo) condition is not satisfied

J (v(k) + α(k)s(k)) ≤ J (v(k)) + βα(k)s(k)
T∇J (v(k)), (5.13)

do:

Step 4: Shrink stepsize. Set α(k) := τα(k) and go to Step 3.

Step 5: Iterate update.
Set v(k+1) = v(k) + α(k)s(k), k := k + 1 and go to Step 1.

In Algorithm 5.4.1, the control parameter β in (5.13) is typically chosen to be small (see
[96]). The step equation (5.12) is the same as the GN step equation (5.11); thus when
α(k) = 1, the GN and LS iterates coincide. The use of condition (5.13) in this method en-
sures that the accepted steps produce a sequence of strictly decreasing function values given
OJ (v(k))T s(k) < 0. This latter condition is satisfied by s(k) defined in (5.12) [96].

Despite its global convergence property (see Appendix 5.8.1), the LS method has some dis-
advantages. We remark that the use of the step length α(k) may sometimes unnecessarily
shorten the step s(k), slowing down the convergence. Furthermore, LS may be computation-
ally costly due to the need to calculate the value of the function J each time α(k) is adjusted,
although more sophisticated updating strategies for α may be used to try to reduce this effect.

Other line search strategies are possible such as Wolfe, Goldstein-Armijo and more [96], but
they are more involved and potentially more computationally costly. As LS requires the re-
evaluation of the outer loop objective function each time it adjusts its line search parameter,
its applicability to real systems has been in doubt due to the constraint on the computational
cost in 4D-Var [106]. In Section 5.6, we show that given the same cost as the GN method, the
LS method can in some cases, better minimise the preconditioned 4D-Var objective function.

105



5.4.2 Gauss-Newton with regularisation (REG)

The GN method may also be equipped with a globalisation strategy by including a regular-
isation term γ(k)s(k) in the step calculation (5.11) of Algorithm 5.3.1. This ensures that the
accepted steps produce a sequence of monotonically decreasing function values. This is a
common variation of the GN method known as the Levenberg-Marquardt method, proposed
in [70] and [84]. The effect of γ(k) is to implicitly control the length of the step s(k). Increas-
ing γ(k) shortens the steps, thus increasing the possibility that the procedure will decrease
the objective function in the next iteration. The REG method is presented as follows.

Algorithm 5.4.2: REG algorithm applied to (5.5) [89].

Step 0: Initialisation. Given x(0) ∈ Rn, 1 > η2 ≥ η1 > 0, γ(0) > 0 and some stopping
criteria. Set k = 0.

Step 1: Check stopping criteria. While the stopping criteria are not satisfied, do:

Step 2: Step computation. Compute a step s(k) that satisfies(
J(v(k))TJ(v(k)) + γ(k)I

)
s(k) = −J(v(k))T r(v(k)). (5.14)

Step 3: Iterate update. Compute the ratio

ρ(k) =
J (v(k))− J (v(k) + s(k))

J (v(k))−m(s(k))
, (5.15)

where

m(s(k)) =
1

2
‖J(v(k))s(k) + r(v(k))‖22 +

1

2
γ(k)‖s(k)‖22. (5.16)

Set

v(k+1) =

{
v(k) + s(k), if ρ(k) ≥ η1

v(k), otherwise.
(5.17)

Step 4: Regularisation parameters update. Set

γ(k+1) =


1
2
γ(k), if ρ(k) ≥ η2 (very successful iteration)

γ(k), if η1 ≤ ρ(k) < η2 (successful iteration)

2γ(k), otherwise, (unsuccessful iteration)

(5.18)

Let k := k + 1 and go to Step 1.

We note that when γ(k) = 0 in (5.14), the REG step in (5.14) is the same as the GN step in
(5.11); thus the GN and REG iterates coincide at the iterate x(k). As in Algorithms 5.3.1
and 5.4.1, the step equation (5.14) is solved directly in the numerical experiments in Section
5.6. By comparing (5.14) with (5.11), we are able to see how the REG step differs from
the GN step. The diagonal entries of the Hessian of the 4D-Var objective function (5.4) are
increased by the regularisation parameter γ(k) at each iteration of the REG method. The
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method is able to vary its step between a GN and a gradient descent step by adjusting γ(k)

(see [96]) but may be costly due to the need to calculate the value of the function J on
each iteration. Note that other choices of the factors 1

2
and 2 for updating γ(k) in (5.18) are

possible and even more sophisticated variants for choosing γ(k) have been proposed. The
proof of global convergence of the REG method is presented in Appendix 5.8.2.

5.5 Experimental design

Before evaluating the GN, LS and REG methods numerically, we first explain the experi-
mental design.

Twin experiments are commonly used to test DA methods. They use error statistics that
satisfy the DA assumptions as well as synthetic observations generated by running the non-
linear model forward in time to produce a reference state (not generally a local minimum of
(5.5)). Within this section, we define our choices for the twin experimental design. We be-
gin by briefly outlining two commonly used dynamical models, which are sensitive to initial
conditions (chaotic nature), a property shared with NWP models.

5.5.1 Models

Lorenz 1963 model (L63) Proposed in [77], the Lorenz 63 model (L63) is a popular ex-
perimental dynamical system that represents meteorological processes using a simple model.
The model consists of three nonlinear, ordinary differential equations given as

dx

dt
= σ(y − x),

dy

dt
= x(ρ− z)− y,

dz

dt
= xy − βz,

(5.19)

where the state vector consists of n = 3 time-dependent variables x = [x(t), y(t), z(t)]T ∈ R3.
The scalar parameters are chosen to be σ = 10, ρ = 8

3
and β = 28, making the system chaotic.

A second-order Runge-Kutta method is used to discretise the model equations using a time
step ∆t = 0.025.

Lorenz 1996 model (L96) Another popular experimental system is the atmospheric Lorenz
96 model (L96) [78] given by the following n equations,

dxj
dt

= −xj−2xj−1 + xj−1xj+1 − xj + F, (5.20)

where j = 1, 2, . . . , n is a spatial coordinate. For a forcing term F = 8 and n = 40 state
variables, the system is chaotic [78]. The variables are evenly distributed over a circle of
latitude of the Earth with n points with a cyclic domain and a single time unit is equivalent
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to approximately 5 atmospheric days. A fourth-order Runge-Kutta method is used to dis-
cretise the model equations using a time step ∆t = 0.025 (approximately 3 hours).

For both the L63 and L96 models, the time-window length ta is varied in the numerical
experiments in Section 5.6.1. We will now outline how we formulate the twin experiments,
beginning with generating the reference state.

5.5.2 Twin experiments

The reference state at time t0, xref0 is used as the basis of a twin experiment in the defini-
tion of the background state (the initial guess for the optimisation algorithms) as well as to
generate the observations using a nonlinear model run called the ‘nature’ run. We begin by
explaining how we obtain xref0 .

Reference state A vector of length n is drawn from the uniform distribution and used
as the initial vector of state variables xrand. For the L63 model, xrand is integrated forward
using a second-order Runge-Kutta method, which is spun-up over 1000 time steps to obtain
the reference state on the model attractor for the L63 twin experiments, xref0 ∈ R3. This
is the same for the L96 model except a fourth-order Runge-Kutta method is used to obtain
xref0 ∈ R40. The reference state at time t0, xref0 can then be used to obtain the full nonlinear
model trajectory.

We next explain how we obtain the background state vector used within our twin experi-
ments to be used as the initial guess for the optimisation algorithms.

Background In 4D-Var, the initial guess for the optimisation algorithm is taken to be
the background state at time t0, xb0, which incorporates information from previous forecasts.
In our experiments, the background state vector xb0 is generated by adding Gaussian noise

εb ∼ N (0,B), (5.21)

to the reference state at time t0, xref0 . For the background error covariance matrix, we choose
B = σ2

b In where σ2
b is the background error variance. The standard deviations of the errors

from the reference state for each model are based on the average order of magnitude of the
entries of xref0 . For the L63 experiments, σ2

b = 0.25, 1, 6.25 and 25 represent a 5%, 10%, 25%
and 50% error respectively. Similarly for the L96 experiments we set σ2

b = 0.0625, 0.25, 1.5625
and 6.25.

As previously mentioned, we generate synthetic observations from a nonlinear model run
using the reference state at time t0, xref0 . We next describe the choices we made when spec-
ifying these observations.

Observations We consider both the spatial and temporal locations of the observations.
We assume that for both models observations of single state variables are taken and Hi are
the exact observation operators at times ti used to map to observation space. For the L63
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model, we consider where we have p = 2 observations, one of x and one of z per observa-
tion location in time. For the L96 model, we consider where we have an observation of the
first half of the state variables per observation location in time. This choice mimics what
we may expect in reality where we have more observations concentrated in one part of the
globe. For both models, we first consider where there is only one set of observations at time
N (Nobs1) and then show the effect of using more observations along the time-window in
later experiments. We use imperfect observations where the observations yi are generated
by adding Gaussian noise

εo ∼ N (0,Ri), (5.22)

to Hix
ref
i for each observation location in time. For the observation error covariance matrix

we choose Ri = σ2
oIp where σ2

o is the observation error variance. We expect the problem
(5.4) to be more ill-conditioned, thus difficult to solve accurately, when the ratio

σb
σo

(5.23)

is large [56, 57]. The ratio (5.23) controls the influence of the observation term in the
preconditioned objective function (5.4). For all experiments, we set the standard deviation
of the observation error to be 10% of the average order of magnitude of the entries of H(xrefi )
for both models. For the L63 model, this is σ2

o = 1 and for the L96 model, this is σ2
o = 0.25.

We vary the background error variance σ2
b above and below σ2

o such that the ratio (5.23)
varies. This can be thought of as having more confidence in the observations compared to
background when σb > σo and vice versa. Furthermore, as the initial guess is set to be
the background state vector, which is dependent on the value of σb, by varying σ2

b we are
essentially varying the initial guess of the algorithms, thus eliminating starting point bias
from our results [7]. It is important to recall here that under certain conditions, the GN
method is known for its fast convergence properties when in close vicinity to a local minimum,
see [33]. By choosing a small value of σ2

b , we expect the performance of GN to beat that of
both LS and REG as it does not require the adjustment of the additional parameters α(k)

and γ(k). Also, when assuming that the observations are more accurate than the background,
the use of more observation locations in time means that we are constraining the estimate
of the initial state more tightly to the reference state in the twin experiment design. The
effect this has on the convergence of the optimisation methods will be investigated. We next
outline the algorithmic choices we have made.

5.5.3 Algorithmic choices

Stopping criteria We now outline the criteria used to terminate Algorithms 5.3.1, 5.4.1
and 5.4.2. Due to the limited time and computational cost available in practice, the GN
method is not necessarily run to convergence and a stopping criterion is used to limit the
number of iterations. Each residual vector calculation requires the non-linear model to be
run forward to obtain the state at each observation location in time. This can then be used
to calculate the value of the objective function. Furthermore, one run of the adjoint model
is required to calculate the gradient.
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To reduce computational cost in practical implementations of 4D-Var, the Jacobian matrix
is evaluated at a lower resolution than the objective function (5.4) when solving the inner
loop problem [40]. However, as the dimension of the problems used within this paper are
relatively small compared to DA systems in practice, we use the full resolution residual
and Jacobian given in (5.6) and solve the inner loop problem using MATLAB’s backslash
operator where an appropriate solver is chosen according to the properties of the Hessian
matrix ∇2J (v) (see [86] for more details). The limit on the total number of function and
Jacobian evaluations is achieved by using the following criterion

kJ + l ≤ τe, (5.24)

where kJ is the total number of Jacobian evaluations (which is equivalent to the number
of outer iterations k in 4D-Var), l is the total number of function evaluations and τe is the
tolerance. The tolerance τe can be chosen according to the maximum number of evaluations
desired. We note that for GN, kJ = l as the method requires as many Jacobian evaluations as
function evaluations. However, for both LS and REG there could be more than one function
evaluation per Jacobian evaluation since for unsuccessful steps, the Jacobian is not updated
so kJ ≤ l.

To ensure that the algorithms are stopped before the function values stagnate, the following
common termination criterion based on the relative change in the function at each iteration
is also used

|J (v(k−1))− J (v(k))|
1 + J (v(k))

≤ τs, (5.25)

for k ≥ 1, where τs is the tolerance, chosen to be 10−5 and (5.25) is used throughout Section
5.6 unless indicated otherwise.
We expect the norm of the gradient of the objective function, ‖∇J (v(k))‖ to be close to zero
at a stationary point. The following termination criterion will be used in Section 5.6.2 to
identify whether or not a given method has located a stationary point

‖∇J (v(k))‖ ≤ 10−5. (5.26)

Parameter choices For the LS method, we choose α0 = 1 so that the first step assessed by
the bArmijo rule is the GN step. We set β = 0.1 and to adjust the step length, τ = 0.5.

For the REG method, we select the typical choice of the initial regularisation parameter,
γ(0) = 1 as well as η1 = 0.1 and η2 = 0.9 to assess how well the model (5.16) approximates
the true function value at the next iteration.

For all three optimisation methods, we set τe = 8, 100 or 1000 depending on the experiment.
The choice of τe = 8 comes from that which is used operationally in the ECMWF Integrated
Forecasting System [34], whereas the choice of τe = 100 or 1000 is used to measure the
performance of the optimisation methods when closer to convergence.
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In order to best present our results, we use accuracy profiling described as follows.

Accuracy profiles An accuracy profile shows the proportion of problems a given method
can solve within a fixed amount of work (τe) and a given tolerance (τf ) of the change in the
function value [90]. To ensure the robustness of our results, we apply the three optimisa-
tion methods to a series of nr randomly generated problems, where the randomness occurs
through the background and observation error vectors, εb and εo. For each realisation, a
new εb and εo are generated from their respective distributions, (5.21) and (5.22). The
following criterion proposed in [90] is used to flag that an estimate of the initial state has
been obtained by an optimisation method

J (v
(l)
0 )− J (vt0)

J (v
(0)
0 )− J (vt0)

≤ τf , (5.27)

where vt0 is a solution of (5.4) referred to as the ‘truth’ and τf is the tolerance. The mea-

sure (5.27) compares the optimality gap J (v
(l)
0 ) − J (vt0) relative to the best reduction

J (v
(0)
0 )−J (vt0) [90]. This ensures that the 4D-Var problem is only flagged as solved by the

optimisation method once the value of the objective function is within some error (τf ) of the
truth.
For our problems, the truth is unknown. We only know that, due to the nonlinearity of the
4D-Var problem, there may exist many values of v0 that could minimise (5.4) locally. We are
interested in the estimate vt0 that gives the greatest reduction in (5.4) that any of the three

methods can obtain. Therefore, we set the truth to be the v
(l)
0 obtained by any of the three

methods that gives the smallest function value within the given number of evaluations. Using
this criterion allows us to benchmark the methods against each other using accuracy profiles.

For each experiment, we plot the proportion of the nr realisations solved by each method
against the relative accuracy obtained, τf . The relative accuracy obtained is varied using
τf = 10−i, where i ∈ [0, 5].

5.6 Numerical results

In this section, we present the results when applying GN, LS and REG using the experimental
design described in the previous section. We begin by conducting experiments showing the
effect of the length of the assimilation time-window on the convergence of the three methods.

5.6.1 Effect of time-window length

We produce accuracy profiles for different time-window lengths to understand the effect this
has on the convergence of each method while limiting the number of function and Jacobian
evaluations to τe = 8. We choose a background error of 50% and an observation error of 10%
so that the ratio (5.23) is large relative to the other cases we consider. For both the L63 and
L96 models, we consider both short and long time-window lengths of 6 hours (ta = 0.05),
12 hours (ta = 0.1), 1 day (ta = 0.2) and 5 days (ta = 1) with the results shown in Figure 5.1.
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(a) L63, ta = 0.05. (b) L63, ta = 0.1. (c) L63, ta = 0.2. (d) L63, ta = 1.

(e) L96, ta = 0.05. (f) L96, ta = 0.1. (g) L96, ta = 0.2. (h) L96, ta = 1.

Figure 5.1: Accuracy profiles for the GN (black), LS (red) and REG (blue) methods applied
to the L63 and L96 problems using different time-window lengths ta. These show the pro-
portion of nr = 100 problems solved by each of the methods against the specified accuracy
− log(τf ) when τe = 8. The GN line is not visible in (a), (b), (e), (f) and (g) as it is printed
beneath the LS line.

From Figure 5.1, we see that as the length of the time-window of both the L63 and L96
problems is increased, the performance of the GN, LS and REG methods suffers.

For the L63 problems, Figures 5.1(a) and 5.1(b) show that GN and LS perform similarly
and solve more problems to the highest accuracy than REG. However, as τf is increased to
10−3.5, REG is solving all of the problems, so the REG estimate must be close to that of
GN and LS. In Figure 5.1(c), both LS and REG solve fewer problems compared to GN, even
for relatively large choices of τf . However, there is a choice of τf where all three methods
are solving all problems, again indicating that the LS and REG estimates are close to the
GN estimate. The initial guess for the three methods (the background) appears to be close
enough to the solution and so the GN step is able to attain a sufficient decrease in the objec-
tive function as predicted by its local convergence properties. LS and REG are inadvertently
shortening the GN step, which is a good step in the short time-window case. As we know,
LS and REG need to adjust their respective parameters, α(k) and γ(k) to attain GN’s fast
convergence, so LS and REG are requiring more evaluations than GN to achieve the same
result. For the L96 short time-window results in Figures 5.1(e), 5.1(f) and 5.1(g), this is not
the case. In fact, REG is outperforming GN and LS and it appears that LS is mimicking
the behaviour of GN quite closely as the GN step is attaining a sufficient decrease in the
objective function. However the decrease that the REG step is achieving appears to be much
greater for the L96 problems. Therefore, REG is able to solve a greater number of problems
within a higher level of accuracy, which explains the difference between the L63 results in
Figures 5.1(a), 5.1(b) and the L96 results in 5.1(e) and 5.1(f).
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The long time-window results for the L63 and L96 problems are shown in Figures 5.1(d)
and 5.1(h), respectively. In both figures, LS is outperforming GN. For the L63 problems,
the performance of GN does not differ much from the performance of REG. However, com-
paring the performance of GN in 5.1(c) with 5.1(d), we can see that performance of GN has
deteriorated greatly when increasing the length of the time-window. In fact, in the results
where even longer time-windows are used (not included here), LS and REG outperform the
GN method for the L63 problems, as in 5.1(h).

For the remainder of our experiments, we decide to use ta = 1 to consider a long time-window
case only.

5.6.2 Behaviour of methods and divergence of GN

Figure 5.2 shows the convergence plots for two typical cases when using the GN, LS and
REG methods to obtain a solution to the preconditioned 4D-Var problem with the L63 and
L96 models. In this figure, the total number of function and Jacobian evaluations allowed is
set to τe = 100 for both the L63 and the L96 problems to see if any progress is made beyond
the number of evaluations allowed in practice. We recall that GN updates the gradient (5.8)
when the function (5.4) is updated, so there are as many function evaluations as Jacobian
evaluations. However, both LS and REG only update the Jacobian on successful iterations
when there is a reduction in the objective function. Therefore, the total number of evalua-
tions used by each of the methods could consist of a different combination of function and
Jacobian evaluations. As in Section 5.6.1, we set the ratio (5.23) to be large. It is in this
case that we are able to best demonstrate the benefit of the globally convergent methods,
LS and REG. In Figure 5.2, we set τs = 10−3 to ensure that the methods stop before the
function values stagnate. As Figure 5.2 includes function evaluations for both successful and
unsuccessful step calculations, it is natural to see jumps in the function values of LS and
REG while their parameters, α(k) and γ(k) are being adjusted to guarantee a reduction in
the function.

For the L63 problems (Figure 5.2(a)), all three methods stop when the relative change in the
function criterion (5.25) is satisfied and before the limit on the total number of function and
Jacobian evaluations (5.24) is met. Table 5.1 supports this figure by showing the algorithmic
output for each of the GN, LS and REG methods when two different stopping criteria are
used. From these results, we see that both LS and REG stop at the same function value,
although REG requires fewer evaluations to do so, and that GN is converging towards a
larger value of the objective function (5.4) than LS and REG. By instead stopping on the
criterion (5.26) and setting τe = 1000, we see in Table 5.1 that all three methods are still
making progress on the gradient and iterate level, indicating that the methods are in fact
locating stationary points despite a small change in the function value beyond those shown
in Figure 5.2.

For the L96 problems (Figure 5.2(b)), LS and REG stop when (5.25) is satisfied and before
(5.24) is satisfied, whereas GN only satisfies (5.24). Table 5.2 supports this figure by show-
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(a) L63, Nobs1, σ2
b = 25, B = σ2

b I, ta = 1, τe = 100. (b) L96, Nobs1, σ2
b = 6.25, B = σ2

b I, ta = 1 τe = 100.

Figure 5.2: Convergence plots showing the value of the objective function at each iteration
(including unsuccessful iterations) of the GN (black), LS (red) and REG (blue) methods
when applied to a L63 problem (a) and a L96 problem (b).

Table 5.1: Table of algorithmic output when applying, GN, LS and REG to a L63 problem.

Criteria Method l kJ J (v(kJ )) ‖v(kJ ) − v(kJ−1)‖ ‖∇J (v(kJ ))‖
GN 20 20 81.55 0.42 86.35

(5.25) LS 27 14 8.69 0.03 5.18
REG 14 14 8.69 0.05 1.00

GN 101 101 78.87 3.54−8 8.47−6

(5.26) LS 43 27 8.69 8.21−7 8.31−6

REG 66 66 8.69 7.34−7 9.24−6

ing the algorithmic output for each of the GN, LS and REG methods when two different
stopping criteria are used. From these results, we see that GN is in fact diverging while the
LS method is stopping at a larger value of the objective function (5.4) than REG. Recall
that the norm of the gradient criterion (5.26) can be used to identify whether or not a given
method has located a stationary point. The values of ‖∇J (v(kJ ))‖ for LS and REG when
criterion (5.25) is used are much smaller than that of GN, although our results when we
instead stop on the criterion (5.26) and set τe = 1000 do not indicate that the estimates of
LS and REG may indeed be stationary points of the objective function as they did for the
L63 problems. However, the gradient norms of LS and REG are reducing as the methods
iterate, unlike GN, which also diverges at gradient level.

Table 5.2 shows that as LS and REG iterate beyond what is shown in Figure 5.2(b), there is
very little change in the value of the cost function, despite making some change on the iter-
ate and/or gradient level. The effect of rounding error means that although we see progress
made, the function value may remain stagnant because of limitations in computer precision
and because of the conditioning of the problem. The condition number of the Hessian κ(S)
can be used to indicate the accuracy we could be able to achieve. For the L63 problems,
the condition number is 58.14 and so we can expect to lose 2 figures of accuracy due to loss
of arithmetic precision. For the L96 problems, the condition number is 7010.10 and so we
can expect to lose 4 figures of accuracy. These values of κ(S) are reasonable relative to the
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Table 5.2: Table of algorithmic output when applying, GN, LS and REG to a L96 problem.

Criteria Method l kJ J (x(kJ )) ‖v(kJ ) − v(kJ−1)‖ ‖∇J (v(kJ ))‖
GN 50 50 1728.99 20.02 5758.47

(5.25) LS 24 14 12.72 0.07 10.09
REG 19 16 5.52 0.08 1.89

GN 500 500 960.32 15.88 8015.13
(5.26) LS 967 32 12.71 0 10.09

REG 967 32 5.51 0 0.03

accuracy we are finding.

The observed behaviour in this section is partly due to the fact that there is no mechanism
in GN to force it to converge as there is in LS and REG. The benefit of these mechanisms
is clearly shown in Figure 5.2(b) where the GN method is diverging while the LS and REG
methods are converging, further motivating our investigation of these methods.

5.6.3 Effect of background error variance

In this section, we study the effect on the performance of the three methods when the amount
of uncertainty in the background information is increased whilst the amount of uncertainty
in the observations is fixed. Figure 5.3 shows the accuracy profiles used to benchmark the
performance of the GN, LS and REG methods as the tolerance τf is reduced, where τe = 8,
while Figure 5.4 allows τe to increase for both models with the increase chosen relative to
the dimension of the models, i.e. a larger increase in τe is allowed for the L63 problems,
where n = 3, than the L96 problems, where n = 40. From both these figures, we generally
see that as the error in the background is reduced, the performance of all three methods
improves. The conditioning of the problem has been shown to depend on the ratio of the
standard deviations of the background and observation errors (5.23) [56, 57]. Therefore,
the estimate obtained by any of the optimisation methods may not be accurate enough to
produce a reliable forecast if the ratio (5.23) is large. The accuracy of the estimate obtained
by each method will be investigated further later on in the paper.

Figures 5.3(a) and 5.3(e) show that a globally convergent method is able to find a smaller
function value than GN. As the ratio (5.23) is reduced, from Figures 5.3(b), 5.3(c), 5.3(f)
and 5.3(g) we see that the REG method is able to solve the most problems at the highest
level of accuracy. When there is less uncertainty in the background versus the observations,
Figure 5.3(d) shows that for the L63 problems, all three methods are solving close to all of
the problems within a high level of accuracy. This is because the three methods are not able
to solve a large portion of the cases when the problem is ill-conditioned, which could explain
this result. However, for the L96 problems Figure 5.3(h) shows that the GN and LS methods
are solving the majority of the problems and REG is not performing as well at higher levels
of accuracy. We can see the performance of REG improving for the L96 problems when more
evaluations are allowed in Figure 5.4(h).
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Figure 5.4 shows a much greater difference between the globally convergent methods and GN
when the background error is larger than the observation error. In Figures 5.4(a), 5.4(b),
5.4(e) and 5.4(f), it appears that when more evaluations are allowed, GN is diverging in
the case when σb is large while the globally convergent methods are able to locate estimates
of the initial states for the preconditioned 4D-Var problem, which when compared to GN,
better minimise the objective function (5.4). When the background error is the same as the
observation error in Figure 5.4(c), it is GN that is performing better than LS and REG for
the L63 problems. For LS, this could be because LS is unnecessarily shortening the GN step,
causing slower convergence. For the REG method, the regularisation parameter must be
shrunk and therefore, REG requires more iterations to benefit from GN’s fast convergence
property.

In Figure 5.4(d), all three methods are solving essentially the same number of problems,
with a slight decrease in success for REG, that again could be due to the need to adjust the
regularisation parameter. For the L96 problems, we see a slightly different result. Figures
5.4(g) and 5.4(h) show that a globally convergent method is solving more problems, more
accurately than GN despite the background error being at most equal to the observation
error. This is an interesting result for this higher-dimensional model as we would expect GN
to locally converge at a faster rate than the globally convergent methods due to the fact that
GN does not need to adjust any parameters; however, we find this not to be the case.

(a) L63, 50% (b) L63, 25% (c) L63, 10% (d) L63, 5%

(e) L96, 50% (f) L96, 25% (g) L96, 10% (h) L96, 5%

Figure 5.3: Accuracy profiles for the GN (black), LS (red) and REG (blue) methods applied
to the L63 problems in (a)-(d) and the L96 problems in (e)-(h) where nr = 100, τe = 8 and
where there is one observation at the end of the time-window. The observation error is 10%
and the background error is varied above and below this, as indicated in the plot captions.
The GN line is not visible in (c), (d), (g) and (h) as it is printed beneath the LS line.
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In DA, we are interested in knowing the accuracy of the estimate obtained as in applications
such as NWP, the estimate is used as the initial conditions for a forecast and so the quality of
this forecast will depend on the errors in the estimate. In the following section, we quantify
and compare the errors in the estimates obtained by each method.

(a) L63, 50% (b) L63, 25% (c) L63, 10% (d) L63, 5%

(e) L96, 50% (f) L96, 25% (g) L96, 10% (h) L96, 5%

Figure 5.4: Accuracy profiles for the GN (black), LS (red) and REG (blue) methods applied
to the L63 problems where τe = 1000 in (a)-(d) and the L96 problems where τe = 100
in (e)-(h). We set nr = 100 and there is one observation at the end of the time-window.
The observation error is 10% and the background error is varied above and below this, as
indicated in the plot captions.

5.6.4 Quality of the analysis

We recall that the initial guess of the algorithms is the reference state xref0 perturbed by
the background error εb. In order to compare the quality of the estimate obtained by each
method, we compare their estimate to the reference state xref0 to understand how far the
estimates obtained by the methods have deviated from this. The analysis error for each state
variable is given by εai = xai − x

ref
i . For each realisation, we calculate the root mean square

error (RMSE) of the analysis error, which is the difference between the reference state and
the estimate obtained by each method,

RMSE =

√∑n
i=1(ε

a
i )

2

n
. (5.28)

For each method, we plot the percentage of problems solved (according to the criterion (5.27)
where τf = 10−3) within a specified tolerance of the RMSE (5.28). We acknowledge in this
work that the code for the RMSE profiles has been adapted from the code for the data
profiles used in [90].
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The results for the L63 and L96 problems are in Figure 5.5, which coincides with the case
shown in Figure 5.3 where τf = 10−3. From this, we see that the GN method solves fewer
problems within the same level of RMSE accuracy as LS and REG when the background
error is large in Figures 5.5(a), 5.5(b), 5.5(e) and 5.5(f). Furthermore, we see how the RMSE
of the analyses successfully found by each method reduces as the background error variance is
reduced, this can be seen in the scale of the x axis in Figures 5.5(a), 5.5(b), 5.5(c) and 5.5(d)
for the L63 problems and Figures 5.5(e), 5.5(f), 5.5(g) and 5.5(h) for the L96 problems. For
both models, the concentration of points in Figures 5.5(a) and 5.5(e) shows us that the LS
method is solving more problems than GN and REG within the same RMSE tolerance. A
similar result can be seen for REG in Figures 5.5(b), 5.5(c), 5.5(f) and 5.5(g). In Figures
5.5(d) and 5.5(h), we see that all three methods are performing similarly, the RMSE errors
for each of the analyses are very close together.

(a) L63, 50% (b) L63, 25% (c) L63, 10% (d) L63, 5%

(e) L96, 50% (f) L96, 25% (g) L96, 10% (h) L96, 5%

Figure 5.5: RMSE plots for the GN (black), LS (red) and REG (blue) methods applied to the
L63 problems in (a)-(d) and the L96 problems in (e)-(h) where nr = 100, τe = 8, τf = 10−3

and where there is one observation at the end of the time-window. The observation error
is 10% and the background error is varied above and below this, as indicated in the plot
captions.

Including more observations constrains the problem closer to the reference state when the
observation error is small. We next show the effect on the performance of the methods as
we include more observations and see if this gives any improvement in the performance of
the methods when the background error is much larger than the observation error.

5.6.5 Effect of observations

Within this section, we show how the use of more observation locations in time affects the
performance of the three methods. We take the worst case for the three methods when there
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is a 50% error in the background and see if including more observations in time with a 10%
error affects the performance of the methods. For both models, we consider only equally
spaced observations in time, one set of observations at time N (Nobs1), times N/2 and N
(Nobs2), times N/4, N/2, 3N/4 and N (Nobs3) and the even time points (Nobs4). These
choices can be visualised in Figure 5.6. For the Nobs1 case, observations are based on the
reference state at the end of the time-window and more observations are included over time
in the Nobs2, Nobs3 and Nobs4 cases. This not only increases the condition number of the
problem but also constrains the estimate more tightly to the reference state.

(a) Nobs1

(b) Nobs2

(c) Nobs3

(d) Nobs4

Figure 5.6: Observation locations schematic where N is the length of the time-window.

For the L63 problems from Figures 5.7(a), 5.7(b), 5.7(c) and 5.7(d), we see that as the
number of observation locations in time is increased, the performance of all three methods
is improved. All three methods are solving more problems at a higher level of accuracy
as the number of observation locations in time is increased. This is more apparent when
more evaluations are allowed as shown in Figure 5.8(a), 5.8(b), 5.8(c) and 5.8(d). Here,
the performance of GN improves drastically between the Nobs1 and Nobs2 cases (Figures
5.7(a) and 5.7(b)) while there is less significant change in the behaviour of LS and REG. In
Figure 5.7(d), we see that GN is able to solve more problems than LS and REG. Again, this
could be because the LS and REG methods require more iterations to converge when GN is
performing well due to the need to adjust their parameters. This argument coincides with
Figure 5.8(d) where more evaluations are allowed and the LS and REG methods are able
to perform as well as or better than GN due to the use of more evaluations. For the L96
problems, we see a different result. From Figure 5.7, we only see a significant improvement
in the performance of GN in the Nobs4 case (Figure 5.7(h)). Otherwise, there is little effect.
This conclusion can also be drawn from Figure 5.8(g) and 5.8(h) where more evaluations are
allowed.

Similar studies were carried out on the performance of GN, LS and REG when applied
to the preconditioned 4D-Var problem where we instead choose B = σ2

bCB, where CB is
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(a) L63, Nobs1 (b) L63, Nobs2 (c) L63, Nobs3 (d) L63, Nobs4

(e) L96, Nobs1 (f) L96, Nobs2 (g) L96, Nobs3 (h) L96, Nobs4

Figure 5.7: Accuracy profiles where nr = 100 and τe = 8 for the L63 problems in (a)-(d)
and the L96 problems in (e)-(h) for different observation locations in time, as indicated in
the plot captions, where the background error is 50% and the observation error is 10%.

(a) L63, Nobs1 (b) L63, Nobs2 (c) L63, Nobs3 (d) L63, Nobs4

(e) L96, Nobs1 (f) L96, Nobs2 (g) L96, Nobs3 (h) L96, Nobs4

Figure 5.8: Accuracy profiles where nr = 100 for the L63 problems where τe = 1000 in (a)-(d)
and the L96 problems where τe = 100 in (e)-(h) for different observation locations in time,
as indicated in the plot captions, where the background error is 50% and the observation
error is 10%. The GN line is not visible in (d) as it is printed beneath the LS line.

a correlation matrix; similar conclusions are drawn but due to space constraints, are not
included within this paper.
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5.7 Conclusion

We have shown that the globally convergent methods, LS and REG, have the capacity to
improve the current estimate of the DA analysis that we have within the limited time and
cost available in DA, through the use of safeguards within GN which is guaranteed to con-
verge from initial guesses close enough to a local minimum.

Using the L63 and L96 models in the preconditioned 4D-Var framework, we have shown that
when there is more uncertainty in the background information compared to the observations,
the GN method may diverge in the long time-window case yet the globally convergent meth-
ods LS and REG are able to improve the estimate of the initial state. We compare the
quality of the estimate obtained using the RMSE of the analysis and show that even in the
case where the background is highly inaccurate compared to the observations, the globally
convergent methods find estimates with an RMSE less than or equal to the RMSE of the
estimates GN obtains. We take the case where the background is highly inaccurate com-
pared to the observations and find that the convergence of all three methods is improved
when more observations are included along the time-window. In addition to the numerical
results, the assumptions made in the global convergence theorems of both LS and REG when
applied to a general nonlinear least-squares problem and a discussion as to whether these
assumptions are satisfied in DA is presented in the appendix. We note that preconditioning
of the Hessian is not necessary for these results to hold, although this is the case we have
focused on within our work.

Our findings are important in DA as they show that in cases where the accuracy of the prior
information is poor and when there is limited computational cost, the globally convergent
methods are still able to minimise the 4D-Var objective function, unlike GN. We recommend
that these methods are tested on DA problems with realistic models and for different ap-
plications to understand if these conclusions hold. In particular, one should consider such
problems where an accurate initial guess for the algorithms is unavailable and a long assim-
ilation time-window is used, as we found that it is in this case that LS and REG have an
advantage over GN.

Within this paper, the 4D-Var inner loop problem is solved exactly. In practice this must
be solved inexactly, due to the size of the control vector, and by the use of approximations
to meet the computational and time constraints. This is a common area of research in the
DA community in order to improve the quality of the assimilation analysis as well as the
speed of convergence of the algorithms and is something we will consider in future work.
Furthermore, in the case where GN performs better than LS and REG, further research is
needed on updating the globalisation parameters (stepsize α(k) and regularisation parameter
γ(k)) to speed up convergence.
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5.8 Appendix: Convergence theorems

In this section, we outline the global convergence theorems for the LS and REG methods
and discuss whether the assumptions made hold in DA. We first state the definitions of a
local and global minimum of an optimisation problem minv∈Rn f(v) where f : Rn → R and
v ∈ Rn.

Definition 5.8.1 (Local minimiser [96]). A point v∗ is a local minimiser of f if there is a
neighbourhood N of v∗ such that f(v∗) ≤ f(v) for all v ∈ N .

Definition 5.8.2 (Global minimiser [96]). A point v∗ is a global minimiser of f : Rn → R
if f(v∗) ≤ f(v) for all v ∈ Rn.

A global solution is difficult to locate in most cases due to the nonlinearity of the problems.
Therefore, a local solution is often sought by algorithms for nonlinear optimisation.

We focus on nonlinear least-squares optimisation problems of the form (5.5) for the remain-
der of this section. The GN method can only guarantee local convergence under certain
conditions and not necessarily global convergence. This is dependent on how close the initial
guess is from the local minimum the algorithm locates and whether or not the residual vec-
tor r of (5.5) is a zero vector at a solution v∗. Furthermore, the region of local convergence
depends on problem constants not known a priori, such as Lipschitz constants of the gradient.

A local convergence result for the GN method can be found in Theorem 10.2.1 of [33] where
the performance of GN is shown to be dependent on whether or not the second-order terms
in (5.9) evaluated at the solution v∗ are close to zero. Another local convergence result can
be found in Theorem 4 of [52] where GN is treated as an inexact Newton method. The the-
orem guarantees convergence of the GN method if for each iteration k = 0, 1, . . . , the norm
of the ratio of Q(v(k)) and J(v(k))TJ(v(k)), the second and first terms of (5.9) respectively,
is less than or equal to some constant η̂ where 0 ≤ η̂ ≤ 1.

It is important to note here that the globally convergent methods we are concerned with,
namely LS and REG, can only guarantee global convergence to a local minimum under cer-
tain conditions and not necessarily to a global minimum.

Before we list the assumptions for the global convergence theorems, we first state the defi-
nition of the Lipschitz continuity property of a general function g as this is widely used in
the theorems.

Definition 5.8.3 (Lipschitz continuous function (see [96] A.42)). Let g be a function where
g : Rn → Rm for general n and m. The function g is said to be Lipschitz continuous on
some set N ⊂ Rn if there exists a constant L > 0 such that,

‖g(v)− g(w)‖ ≤ L‖v −w‖, ∀v,w ∈ N . (5.29)
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The following assumptions are used to prove global convergence of both the LS and REG
methods.

A10. r is uniformly bounded above by ω > 0 such that ‖r(v)‖ ≤ ω.

A11. r ∈ C1(Rn) is Lipschitz continuous on Rn with Lipschitz constant Lr > 0.

A12. J is Lipschitz continuous on Rn with Lipschitz constant LJ > 0.

We remark that for the LS method, we can weaken assumptions A11 and A12 using the
open set N containing the level set

L =
{
v ∈ Rn|J (v) ≤ J (v(0))

}
. (5.30)

In order to achieve the sufficient decrease property of the LS method, the following assump-
tion must be made.

A13. J(v) in (5.6) is uniformly full rank for all v ∈ Rn, that is, the singular values of J(v)
are uniformly bounded away from zero, so there exists a constant ν such that ‖J(v)z‖ ≥ ν‖z‖
for all v in a neighbourhood N of the level set L where z ∈ Rn.

In 4D-Var practice, it is reasonable to assume that the physical quantities are bounded.
Therefore, we can say that both x0 − xb and the innovation vector y − H(x) are bounded
in practice, thus satisfying assumption A10. In 4D-Var, we must assume that the nonlinear
model M0,i is Lipschitz continuous in order for A11 to hold. As discussed in [87], this is a
common assumption made in the meteorological applications. However, we cannot say that
this is necessarily the case in 4D-Var practice.

In order for the Jacobian J to be Lipschitz continuous, we require its derivative to be bounded
above by its Lipschitz constant. Therefore, for assumption A12 to hold, we require r to be
twice continuously differentiable in practice, which is a common assumption made in 4D-Var,
and also, that these derivatives of r are bounded above.

As mentioned in Section 5.3, the preconditioned 4D-Var Hessian (5.10) is full rank by con-
struction as it consists of the identity matrix and a non-negative definite term. Therefore,
the Jacobian of the residual of the preconditioned problem in (5.6) is full rank and assump-
tion A13 holds. This is also the case for the standard 4D-Var problem (5.1), because of the
presence of B1/2 in its Jacobian.

We now outline the global convergence theorems for the LS and REG methods, using these
assumptions.

5.8.1 Global convergence of the LS method

Nocedal et al. outline the proof for the GN method with Wolfe line search conditions in
[96], which uses the Zoutendijk condition. Alterations to this proof can be made to prove
the global convergence theorem of the LS method, Algorithm 5.4.1, given as follows.
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Theorem 5.8.1 (Global convergence for the Gauss-Newton with bArmijo line search method,
Algorithm 5.4.1). Suppose we have a function J = 1

2
rT r and its gradient ∇J = JT r where

r ∈ C1(Rn) and J is the Jacobian of r. Assume A10 - A13 hold. Then if the iterates {v(k)}
are generated by the GN method with stepsizes α(k) that satisfy the Armijo condition (5.13),
we have

lim
k→∞

J(v(k))T r(v(k)) = 0. (5.31)

That is, the gradient norms converge to zero, and so the Gauss-Newton method with bArmijo
line search is globally convergent.

The proof of Theorem 5.8.1 requires the bArmijo chosen stepsizes α(k) to be bounded below,
which can be derived using assumptions A10 - A12. Using this lower bound, as well as
assumption A13, we are able to prove the Zoutendijk condition (as in [96]) and its variant∑

k≥0

cos(θ(k))‖∇J (v(k))‖2‖s(k)‖2 <∞ (5.32)

hold. Both the Zoutendijk condition and its variant (5.32) use the angle between s(k) (the
GN search direction) and −∇J (v(k)) (the steepest descent direction), θ(k), which is given by

cos(θ(k)) =
(−∇J (v(k)))T s(k)

‖∇J (v(k))‖2‖s(k)‖2
. (5.33)

If this angle is uniformly bounded away from zero with k, one can show that GN with line
search is a globally convergent method.

We will next present the global convergence theorem for the REG method. The REG method
has no sufficient decrease condition as in the LS method. Therefore, the use of the level set
(5.30) is not required. The assumptions for convergence are similar to the LS method aside
from the requirement of J(v) being full rank.

5.8.2 Global convergence of the REG method

The global convergence theorem for the GN with quadratic regularisation method, Algorithm
5.4.2, is given as follows.

Theorem 5.8.2 (Global convergence for the Gauss-Newton with regularisation method,
Algorithm 5.4.2). Suppose we have a function J = 1

2
rT r and its gradient ∇J = JT r where

r ∈ C1(Rn) and J is the Jacobian of r. Assume A10 - A12 hold. Then if the iterates {v(k)}
are generated by the Gauss-Newton with regularisation method, we have that

lim
k→∞

J(v(k))T r(v(k)) = 0. (5.34)

That is, the gradient norms converge to zero, and so the Gauss-Newton method with regu-
larisation is globally convergent.
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We first note that some adaptations of the lemmas from the global convergence proof of the
Adaptive Regularisation algorithm using Cubics (ARC method) are used to prove Theorem
5.8.2, see [23] and [24]. We begin the proof by deriving an expression for the predicted
model decrease in terms of the gradient. We require the use of an upper bound on γ(k),
denoted as γmax, which is derived using a property of Lipschitz continuous gradients. We
show that γ(k) ≤ γmax for all k ≥ 0 by first showing that if γ(k) is large enough, then we
have a successful step so that γ(k) can stop increasing due to unsuccessful steps in Algorithm
5.4.2. We use the expression for γmax to prove global convergence of the REG method un-
der assumptions A10-A12 by showing that the gradient norms converge to zero as we iterate.

Note that for both the LS and REG, if r(v(k))→ 0, i.e. (5.5) is a zero residual problem, then
we have that (5.31) and (5.34) hold as |J (v(k))| is uniformly bounded. However, in practice
the variational problem is not usually a zero residual problem.

5.9 Additional 4D-Var results

As mentioned in Section 5.6, similar studies where we vary the assimilation time-window
length, the background error variance and the number of observations in time are carried
out on the performance of GN, LS and REG when applied to the preconditioned 4D-Var
problem where we instead choose B = σ2

bCB, where CB is a correlation matrix. In this
section, we include a discussion on how these results compare to those in Section 5.6.

The experimental design is exactly as it is in Section 5.5, except we choose B to be of
the form B = σ2

bCB. For the L96 experiments, we choose CB to be a SOAR correlation
matrix defined in (4.100), where we choose a = 1/2π such that the circumference of the
circle is 1. The length scale of the correlation matrix controls the spread of errors along the
grid. Increasing the correlation length scale results in an increase in the number of nearby
background errors that are correlated with each other. For the correlation length-scales, we
choose L1 = 0.5∆x, L2 = ∆x and L3 = 1.5∆x, where ∆x = 1/n is the grid spacing in the
L96 model. For the L96 problems, the background error covariance matrix with associated
correlation length scale Li is denoted by Bi = σ2

bCB, where i = 1, 2, 3.

To study the effect of the presence of background error correlations on the L63 experiments,
we use the following three symmetric positive definite correlation matrix structures of in-
creasing cross correlations,

B1 =

 1 1/8 1/16
1/8 1 1/8
1/16 1/8 1

 , B2 =

 1 1/4 1/8
1/4 1 1/4
1/8 1/4 1

 or B3 =

 1 1/2 1/4
1/2 1 1/2
1/4 1/2 1

 . (5.35)

We begin by discussing the results of our experiments showing the effect of the length of
the assimilation time-window on the convergence of GN, LS and REG for the correlated
background error case.
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5.9.1 Effect of time-window length

As we did in Section 5.6.1 for the uncorrelated B, for each choice of B1, B2 and B3, we
produce accuracy profiles for different time-window lengths to understand the effect this has
on the convergence of GN, LS and REG while limiting the number of function and Jacobian
evaluations to τe = 8. We omit the plots from this section due to the strong similarities with
those in Section 5.6.1 and instead comment on the differences.

For the ta = 0.05, 0.1 and 0.2 cases of the L63 problems, the results for where a correlated B
is used are almost identical to those in Figure 5.1 where an uncorrelated B is used. However,
for the ta = 1 (long time-window) case, the results differ slightly from those in Figure 5.1(d).
Recall from Section 5.6.1 that it was LS that solved the most problems in the ta = 1 case
within the limited number of τe = 8 evaluations, with GN and REG performing similarly.
In all three cases of correlated B, GN solves the least number of problems within a given
accuracy τf . For the B1 case, we find that REG solves the most problems whereas for the
B2 and B3 cases, we find that LS solves the most problems as in the uncorrelated B results
in Figure 5.1(d). This change in results for the B1 long time window case is because there
is no guarantee that LS and REG converge to the same local minimum of the cost function
(5.4) due to the methods taking different steps. Therefore, it is possible that LS locates
a smaller function value than REG, as in Figure 5.1(d), or vice versa. In either case, the
conclusion still holds that a globally convergent method is performing better than GN in the
long time-window case.

For the L96 problems, the results where B1 is used are very similar to those where uncorre-
lated error is used in Figure 5.1. There is a slight difference between the ta = 0.2 correlated
B cases and 5.1(g): GN performs slightly worse than LS when correlated error is used. There
is also a slight difference when ta = 1 between the B1 and B2 cases and 5.1(h): there is a
greater difference between the performance of LS and REG when correlated error is used.
We notice that in the short time-window length cases, as we strengthen the background error
correlations, the performance of GN and LS improves. When ta = 0.05, we find that the
performance of GN and LS is better than REG for high levels of accuracy (when τf < 10−4)
for the B2 and B3 cases. This is unlike what we find when B1 is used and in Figure 5.1(e)
where an uncorrelated B is used.

Recall from Section 5.4 that, unlike REG, LS uses the same step calculation as GN in the
case where α(k) = 1. As we choose α0 = 1, the GN step is the first step that is assessed
by the Armijo condition (5.13). Therefore, if the GN step is a successful step according
to the Armijo condition (5.13), the LS method would perform identically to GN. This is
unlike REG, which requires its REG parameter γ(k) to be shrunk close to zero to achieve
similar results to GN. Hence why REG is performing relatively worse than GN and LS as
stronger background error correlations are introduced/as the performance of GN improves
for the short time-window case. From these results, it is clear that there is no benefit in
using a globalisation strategy in the short time-window length case as the GN method is
able to solve the majority of problems within a high accuracy, without the added computa-
tional cost of tuning α(k) in the LS method, or γ(k) in the REG method. However, as the
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time-window length is increased in all three cases of correlated B, the performance of REG
improves and so for the long time-window case, LS and REG are again, the favourable choice.

We find that for each case of correlated B that as the length of the time-window increases,
the performance of GN worsens, as it did in Figure 5.1, and the globally convergent methods
are able to solve more problems within the same level of accuracy. These results are evidence
that the LS and REG methods may be favourable for long assimilation time-windows. We
know that in 4D-Var, when the assimilation window length is increased, the effects of the
nonlinear dynamics of the model increase [16]. Furthermore, recall from Section 3.2.3, GN
is known to perform poorly in the presence of nonlinearities [33]. The results when using a
correlated B confirm this. We can find that when using a long time-window, the GN method
fails to locate as small a function value as the globally convergent methods. In addition,
due to the use of the Armijo condition (3.18) in the LS method, we know that the function
values will strictly decrease at each iteration. However, the GN method, which uses the
same descent direction as LS, has no control on how far it can go in this direction and so
may descend too far. The REG method uses a different descent direction completely and
deviates from the GN step by the given choice of γ(k), see (3.23). These different step choices
result in different convergence behaviour of the methods, as demonstrated in the results of
this chapter, as well as in Section 4.4.

The slight variation in the L63 and L96 results between the uncorrelated and correlated
cases are to be expected as a different choice of B results in a different assimilation problem.
However, the overall conclusion from Section 5.6.1 that there is a benefit to using a globally
convergent method in the long time-window case still holds, even in the presence of back-
ground error correlations.

We have seen that the length of the assimilation time-window affects the performance of the
GN, LS and REG methods and that the use of globally convergent methods is beneficial when
GN performs poorly in the long time-window case. For the remainder of our experiments,
we decide to use ta = 1 to consider a long time-window case only. Next, we will study the
impact of varying the background error variance in the long time-window case.

5.9.2 Effect of background error variance

As we did in Section 5.6.3 for the uncorrelated B, for each choice of B1, B2 and B3, we
generate accuracy profiles to benchmark the performance of the GN, LS and REG methods
as the tolerance τf is reduced, where τe = 8 for the L63 and L96 problems respectively. We
omit the plots from this section due to the strong similarities with those in Section 5.6.3 and
instead comment on the differences.

For both the L63 and L96 problems, we find that in the case where the background error
is much larger than the observation error, the results when using a correlated B show that
a globally convergent method is able to find a smaller function value than GN. We find a
difference in the L63 results between the uncorrelated background error case in Figure 5.3(a)
and the correlated background error case when B1 is used: REG is solving more problems
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than GN and LS, unlike in the other cases of B where LS solves the most problems within
a given accuracy. Furthermore, the results for the L63, B3, 25% case show LS and REG
solving the most problems within a given accuracy, unlike in the other cases of B where
REG solves the most problems within a given accuracy. As we mentioned in Section 5.9.1,
these differences are to be expected as there is no guarantee that LS and REG converge to
the same local minimum of the cost function (5.4) due to the methods taking different steps.

The results where we allow τe to increase for the correlated background error cases are very
similar to those in Figure 5.4, where uncorrelated background error is considered. We find
that increasing the number of evaluations allowed by each method shows a greater difference
between the performance of the globally convergent methods and GN in the large back-
ground error cases for both the L63 and L96 problems. This is because LS and REG are
able to guarantee a strict/monotonic decrease in the objective function value (5.4) at each
successful iteration, whereas GN has no such guarantee. Therefore, the additional iterations
allowed may not result in an improvement in the estimate obtained by GN, whereas the
estimate of LS and REG may continue to improve, resulting in a greater difference between
the performance of GN and the globally convergent methods when τe is increased, as found
in our results.

When τe is increased for the L96 problems, we find a unique case in the 25% error results:
the performance of GN when B3 is used is better than it is for the other choices of B. In
these results, all three methods perform similarly unlike in the L96 B1, 25% case, the B2,
25% case and the uncorrelated background error 25% case in Figure 5.4(f), where either LS
or REG are performing best. The effect of increasing the level of background error correla-
tions appears to have a positive effect on the performance of GN, as we found when τe = 8
was used. However, the overall message from when τe is increased for both the L63 and L96
problems still holds for the majority of the cases, that is, it is evident that using a globally
convergent method is beneficial when the background error variance is large relative to the
observation error variance.

So far in this section and in Section 5.6.3, we have seen the effect increasing the level of
background error has on the convergence of GN, LS and REG. To develop our understand-
ing of these results, we next study what happens in the models when the level of background
error is increased. We begin by showing that the linearity assumption used when deriving
the TLM, M0,i, is not a suitable assumption in the case where the background error SD, σb,
is large relative to the reference state.

Recall from Section 5.5, varying the background error variance can be seen as perturbing
xref0 by a different initial perturbation εb in our twin experimental set up. The second-order
Taylor series expansion of the nonlinear modelM0,i about xref0 with perturbation εb is given
by

M0,i(x
ref
0 + εb) ≈M0,i(x

ref
0 ) + M0,iεb +

1

2
εTb

∂2

∂x2
0

M0,i(x
ref
0 )εb. (5.36)

The TLM assumes the model is approximately linear and the following approximation is
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made
M0,i(x

ref
0 + εb)−M0,i(x

ref
0 ) ≈M0,iεb. (5.37)

We can easily see from (5.21), (5.36) and (5.37) that the larger the background error SD σb
is, the larger the perturbation εb can be, thus the larger the term

1

2
εTb

∂2

∂x2
0

M0,i(x
ref
0 )εb (5.38)

is. Therefore the (5.37) becomes a poorer approximation as the level of background error is
increased.

As we have chosen a chaotic set up of the L63 and L96 models, we expect that a small per-
turbation in xref0 to have a large effect at later time points. We conduct validity tests on the
tangent linear model of the L63 and L96 models. The following measure is used to calculate
the relative error between the nonlinear perturbation and the linearised perturbation at each
time point i,

100
‖M0,i(x

ref
0 + εb)−M0,i(x

ref
0 )−M0,i(εb)‖

‖M0,i(εb)‖
. (5.39)

The measure (5.39) gauges whether the TLM is a good approximation at a given time point.
For both the L63 and L96 models, (5.39) is calculated for each of the nr = 100 realisations
for robustness, at each time point where a time-window length of ta = 1 time units (5 days)
is used and where we consider different perturbations εb. The average of these 100 values
at each time point is then taken and presented in the validity test plots in Figure 5.9. This
figure confirms what we expect to see for a chaotic model; as t increases, the deviation of
the TLM from the nonlinear model increases, and more so when perturbation from xref0 is
increased. Figure 5.9 also shows that for each case of background error variance that we
consider, the average percentage errors are larger for L63 model than they are for the L96
model. This may explain why we see a slight difference between the L63 and L96 results in
the numerical results of this chapter.

(a) L63. (b) L96.

Figure 5.9: Results of the TLM validity tests for the L63 (a) and L96 (b) models for different
levels of background error, where ta = 1.
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Notice that it is not only the background error being large that can cause the term (5.38) to
be large. If the second derivative of the nonlinear model is significant, this could also result in
the TLM deviating from the nonlinear model. The second derivative of the nonlinear model
also features in the higher order terms Q(x) of the Hessian of the cost function (2.31). From
[33] we know that the convergence of GN depends on whether or not Q(x) in (2.31) is close

to zero. If
∂2M0,i

∂x2
0

is significant, this could cause Q(x) to deviate from zero, thus affecting the

speed of convergence of GN if Q(x) is small relative to J(x)TJ(x). Furthermore, if Q(x) is
large relative to J(x)TJ(x), GN may fail to converge locally.

The difference between the L63 and the L96 numerical results could be due to the difference
between the second derivative of the numerical models. The difference between the size of
the error between the nonlinear and TLM models shown in Figures 5.9(a) and 5.9(b) may
result in the L63 problems having a more significant Q(x) term that is being neglected by
GN than the L96 problems. The LS and REG methods also neglect the Q(x) term. However,
the REG term γ(k)In in REG may be seen as a diagonal approximation to the Q(x) term
and may give REG an advantage over GN and LS, both of which assume Q(x) = 0, in the
case that Q(x) ≈ γ(k)In.

In this section, we have studied how the GN, LS and REG methods perform in the presence
of different levels of background error, when correlated background errors are considered. In
the following section, we quantify the error in the outputs of the GN, LS and REG methods
using the RMSE measurement for the correlated background error cases.

5.9.3 Quality of the analysis

As we did in Section 5.6.4 for the uncorrelated B, for each choice of B1, B2 and B3, for each
realisation, we calculate the root mean square error (RMSE) of the analysis error and plot
the percentage of problems solved (according to the criterion (5.27) where τf = 10−3) within
a specified tolerance of the RMSE (5.28). However, we omit the plots from this section due
to the strong similarities with those in Section 5.6.4 and instead comment on the differences.

From the RMSE results for both the L63 and L96 problems, we find that for all cases of
correlated B, the number of problems solved within a given RMSE reduces as the level of
background error increases. This is to be expected as in DA, the accuracy of the background
information determines the accuracy of the analysis. Therefore, the greater the uncertainty
is in our background information, the greater the uncertainty in our analysis, as found in
our results. Furthermore, in all cases of background error, aside from the 5% case where
GN, LS and REG perform similarly, either LS or REG are able to locate better estimates of
the initial state.

We find that the correlated B results are very similar to those where uncorrelated back-
ground error is used. The main difference that we see is in the B1, 50% case of the L63
problems: REG is solving more problems than GN and LS, unlike in the other cases of B
where LS solves the most problems within a given accuracy. We also see that in the B3, 50%
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case of the L96 problems that LS and REG are performing comparably.

The conclusions made in Sections 5.6.3 and 5.6.4 regarding the effect of increasing the back-
ground error variance and the performance of GN compared to the globally convergent
methods remain for the correlated background error experiments we have conducted. We
next show the effect on the performance of the methods as we include more observations
and compare the results where correlated background error is used to those in Section 5.6.5,
where uncorrelated background error is used.

5.9.4 Effect of observations

As we did in Section 5.6.5 for the uncorrelated B, for each choice of B1, B2 and B3 and
for each realisation, we discuss how the use of more observation locations in time affects
the performance of GN, LS and REG. We take the worst case for the three methods when
there is a 50% error in the background and see if including more observations in time with a
10% error affects the performance of the methods. We omit the accuracy profiles from this
section due to the strong similarities with those in Section 5.6.5 and instead comment on
the differences.

For the L63 problems, we see very similar results when a correlated B is used to those where
uncorrelated background error is used in Figure 5.7. As the number of observation locations
in time is increased, the performance of GN, LS and REG is improved; all three methods are
solving more problems at a higher level of accuracy as the number of observation locations
in time is increased. This is more apparent when more evaluations are allowed. We find
that LS is solving the most L63 problems in most cases of observation locations. This is also
what we saw in the uncorrelated B case. However, if we allow for more evaluations we find
that REG outperforms LS.

For the L96 problems, we find that the correlated B results are very similar to the uncor-
related B results in Figure 5.7; the globally convergent methods always outperform GN,
except in the Nobs4 case where we saw a significant improvement in the performance of GN.
However, from the correlated B results, we do see a gradual improvement in the GN method
when we increase the number of observations, something that we did not see when using an
uncorrelated B.

In the Nobs4 case and within τe = 8 evaluations, the results for all cases of correlated B show
that GN appears to be performing very well compared to when fewer observation locations
are used, and outperforming both LS and REG for the L63 problems. For the L96 prob-
lems, the Nobs4 results show that there is an improvement in GN for all cases of correlated
B, but the globally convergent methods are still able to solve more problems. When more
evaluations are allowed for the L63 problems, the Nobs4 results for all cases of correlated B
show that it is REG that outperforms GN and LS, but all three methods appear to solve
the majority of the problems to a high level of accuracy. Similarly, for the L96 problems
the Nobs4 results for all cases of correlated B show that, as expected, when many more
evaluations are allowed than in practice, there is a very vast improvement in GN, LS and

131



REG as more accurate observations are included, although most notably in GN. In fact,
for the L96 B3 case, GN appears to be the better choice in the Nobs3 case, although this
appears to be a one off case.

The improvement in the performance of GN when more observations are included may be
because we are using relatively accurate observations, which are generated by adding error
to the reference state, and thus constraining the estimate more tightly to the reference state.
This may cause GN to perform well as the observations are taken into account when calcu-
lating the GN step (3.10). Furthermore, recall from Section 4.4 that LS and REG require
more iterations to converge when GN is performing well due to the need to adjust their
parameters, hence why when τe = 8, GN performs better than LS and REG, but when more
evaluations are allowed, the performance of all three methods is comparable.

Recall from Section 2.2.2, it is known that the use of realistic background error statistics
is important in 4D-Var as it has a profound impact on the analysis [4]. By increasing the
correlation length scale, we are increasing the number of non-zero off diagonal entries of B,
thus allowing more observation information to spread across the spatial domain during the
assimilation. For the L63 problems, we have observations of two out of the three variables.
Therefore increasing the level of background error correlations is not expected to have as
much of an effect on the assimilation results as in the L96 problems, where there are only
observations of the first half of the spatial domain. As expected, the effect of strengthening
the background error correlations is not apparent in the results of the L63 problems, nor in
the results when allowing for more evaluations. However, for the L96 problems both when
τe = 8 and when allowing for more evaluations, we find that the performance of GN improves
as more background error correlations are included.

In the following section, we conclude this chapter.

5.10 Conclusion

In this chapter, we present a draft paper where we study the convergence behaviour of Al-
gorithms 3.2.3, 3.3.1 and 3.3.2 when applied to the preconditioned 4D-Var problem, with
the aim of addressing the research questions RQ1(c) and RQ1(d). In the paper, we consider
uncorrelated background error only. We then present the additional experiments (not in-
cluded in the paper), where correlated background error is used and and discuss the effect
the tangent linear approximation of the nonlinear model has on the convergence of the op-
timisation methods. We consider various lengths of assimilation time-window and focus on
the long time-window case, a case that is popular in 4D-Var practice.

We begin by studying the effect of the assimilation time-window length on the convergence
of GN, LS and REG. We find that in the short time-window case, there is no benefit in
using a globally convergent method as GN is able to solve the majority of problems, even for
larger values of the ratio (5.23). Furthermore, in the long time-window case, when the ratio
(5.23) is small, we are constraining the solution more tightly to the truth and GN is, again,
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able to solve the majority of problems; it is able to obtain the same solution as the LS and
REG method and does not require the use of parameter updating strategies. This is because
we are constraining the solution at the start of the time-window more tightly when using a
small ratio (5.23) and therefore, the initial guess is closer to the reference state compared to
when the ratio is large. We know that the GN method works best when initialised close to
the truth, which ties with our findings. However, in the long time-window case, when the
ratio (5.23) is large this is not the case.

Using two test models within the preconditioned 4D-Var framework, we show that when
there is more uncertainty in the background information compared to the observations, the
GN method may diverge in the long time-window case, yet the convergent methods, LS and
REG, are able to improve the estimate of the analysis. We use accuracy profiles to show
numerically that in the long time-window case and when there is higher uncertainty in the
background information versus the observations, the globally convergent methods are able
to solve more problems than GN in the limited cost available. By ‘solve’ we mean satisfy a
criterion based on the reduction in the objective function within a set number of evaluations.
Thus, we have identified which situations the globally convergent methods are a better op-
tion then GN in the presence of a long assimilation time-window, addressing RQ1(d).

We show the effect that poor background information has on the quality of the estimate
obtained for each of GN, LS and REG when applied to the preconditioned 4D-Var problem.
We consider the case where the background information is highly inaccurate compared to
the observations in the 4D-Var framework and find that the convergence of all three methods
is improved when more observations are included along the time-window. Thus, we have
provided an understanding of how GN, LS and REG behave if the initial guess of the min-
imisation (the background) is highly inaccurate compared to the observations, addressing
RQ1(c).

Our results from Chapters 4 and 5 have addressed the first main research question RQ1:
is the use of globally convergent strategies within GN beneficial in variational data assim-
ilation? We have compared the performance of GN, LS and REG when applied to both
the 3D-Var and 4D-Var problems, where we account for the computational limits that exist
in practical implementations and consider different practical scenarios, such as the use of
correlated background error and a long assimilation time-window.

In Chapter 4, we focus on the theoretical properties of the LS and REG methods, providing
detailed proofs of their global convergence to a stationary point along with a discussion on
whether the assumptions of the global convergence theorems hold in practical DA. We only
include the theorem statements and the discussion in Chapter 5, omitting the detailed proofs
as this is not the focus of the paper. Furthermore, in Chapter 4, we use both theoretical and
numerical results to study the interaction of the regularisation parameter on the convergence
of REG. This in contrast with Chapter 5, which uses the typical choice of the REG param-
eter and only briefly discusses the effect of the REG parameter in relation to the numerical
results. In Chapter 5 there is less of a focus on theoretical results and a greater focus on
testing the performance of LS and REG numerically when applied to more realistic data
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assimilation problems using the L63 and L96 numerical models.

In the following chapter, we address the second and final main research question RQ2, where
we investigate the use of reduced resolution inner loop methods in incremental 3D-Var.

134



Chapter 6

Investigating the use of reduced
resolution inner loop methods in
incremental VarDA

Recall from Chapter 1, in variational data assimilation (VarDA) [68], the data assimilation
(DA) problem is formulated as a nonlinear least-squares problem and solved as a sequence
of linear least-squares problems using an incremental method, which has been shown to be
equivalent to the Gauss-Newton (GN) method under certain conditions [65]. In VarDA, the
minimisation of the nonlinear objective function and the linearised subproblem are referred
to as the ‘outer loop’ and the ‘inner loop’ respectively. Simplifications are made within the
inner loop to reduce the computational cost in DA systems and to solve the DA problem in
real time.

Recall from Section 2.2.2, one simplification used to reduce computational cost and time is
the use of a reduced resolution inner loop. This is where a coarser grid is used to represent
the inner loop problem than the grid used for the outer loop problem. This results in a lower
dimensional problem when solving for the outer loop update in (3.37) in the incremental
method, thus saving both time and computational cost in VarDA practice. This saving is
extremely important in Numerical Weather Prediction (NWP), where the dimension of the
outer loop problem is of order 108− 109, to ensure that the forecast is produced in sufficient
time such that it is useful. However, more work needs to be done to understand the effect
of using a reduced grid inner loop on the convergence of the incremental method and the
accuracy of the analysis. Within our work, we aim to address this by answering research
question RQ2.

We conduct a theoretical investigation into the effect that the use of a reduced resolution
inner loop has on the convergence of the incremental method. We define a resolution pa-
rameter g, defined as the fraction of grid-points of the full resolution grid and formulate a
set of linear and cubic interpolation extension matrices used to map to the outer loop (full)
resolution for each choice of g. We exploit the structure of the interpolation matrices to
bound various quantities in the incremental method. We prove that the 2-norm of the linear
and cubic interpolation matrices are equal to the square root of the inverse of the resolution
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parameter g and discuss how this result applies to higher orders of interpolation. We also
derive a theoretical bound on the norm of the square-root of the background error correlation
matrix (used in the preconditioner) in terms of g.

It is known that the accuracy with which the inner loop is solved affects the convergence of
the outer loop [64, 65]. Recall from Section 2.2, the condition number of the VarDA Hessian
(2.70) is able to provide some information on the quality of the inner loop update. We
present a novel theorem highlighting how the choice of resolution affects the conditioning of
the inner loop problem. We use the bound on the 2-norm of the interpolation matrix and
the bound on the 2-norm of the preconditioner to derive an upper bound on the condition
number of the preconditioned 3D-Var Hessian for different inner loop resolutions. We use
this bound to understand the effect that the use of reduced resolution operators have on the
accuracy to which we could be able to solve the inner loop problem in practice. We show
theoretically that as the correlation length scale is increased, the influence of the resolu-
tion parameter g in the bound on the condition number decreases. We test our theoretical
findings using numerical experiments where we apply the incremental method to the precon-
ditioned 3D-Var problem, considering different observation operator and background error
correlation matrix structures. We identify cases where the bound on the condition number
performs well. We find that the effect of the resolution change does not have as great an
impact on the conditioning of the inner loop problem as the presence of background error
correlations has, which agrees with our theoretical findings.

We then investigate the effects of using a reduced resolution inner loop on the accuracy of
the analysis. We use assimilation experiments, where we define a reference state, to compare
the analysis error generated by the incremental method using different inner loop resolutions
and within a limited number of iterations, similar to what is used in practice. We find that
these results suggest a similar relationship between the effect of a reduced resolution inner
loop, the background error correlation matrix and the observation error structure exists for
the error in the analysis as observed in the conditioning of the problem in our earlier results.
We conduct a wave transformation using the discrete Fourier transform (DFT), described
in detail in Section 2.1.3 and use this to understand what effect the use of a reduced res-
olution inner loop has on the quality of the analysis when solving the variational problem.
We use the power spectra of the DFT of the 3D-Var analysis to understand how accurately
the non-zero wavenumbers of the reference state can be resolved. We generate error profiles
for the error in the amplitudes of the non-zero wavenumbers for different resolution choices
and find that the accuracy with which the preconditioned 3D-Var problem is solved is more
so affected by the level of resolution in the presence of more observations along the spatial
domain. We also find that as stronger background error correlations are introduced, the
difference between the analysis errors of each resolution we consider decreases. This latter
finding coincides with both our theoretical and experimental work on the condition number.

In Section 6.1, we outline the grid-point framework used in our work along with the restriction
and extension matrices and their properties. In Section 6.2, we derive a bound on the
condition number of the preconditioned 3D-Var Hessian (2.70) using bounds derived on
the reduced resolution background error correlation matrix and the interpolation matrices.

136



In Section 6.3, we describe the experimental design used to test the bounds derived in the
previous section, as well as the accuracy of the algorithmic output. In Section 6.4, we present
the numerical results obtained for the preconditioned 3D-Var problem using both linear and
nonlinear observation operators for the incremental method at different resolutions. We
consider the error in both the numerical output (using the root mean square error of the
analysis) and the error in the frequencies resolved (using the DFT). Finally, we conclude our
findings in Section 6.5.

6.1 Reduced resolution framework

Within this section, we outline the grid-point formulation used within this chapter, along
with our choices of restriction and extension matrices.

6.1.1 Grid-point formulation

Before defining the resolution operators, we first set out the grid-point framework used within
our work. We define a one-dimensional horizontal grid with n equally spaced grid-points la-
belled i = 0, 1, .., n − 1 on a cyclic domain. We assume the variables in the state x are
quantities of the same type, e.g. temperature variables, and that there is one variable at
each grid-point. We assume that the variables in x are ordered according to their position
along the grid, such that xi is the variable at grid-point i, for i = 0, 1, 2, . . . , n − 1, where
x = [x0, x1, . . . , xn−1]

T and ∆x denotes the spatial distance between the variables/the grid
length, resulting in a spatial domain of size n∆x. A schematic is presented in Figure 6.1 to
visualise this grid.

Figure 6.1: Schematic of a one-dimensional grid with variables evenly distributed along the
domain.

Figure 6.1 is the full resolution grid used within our work. In order to reduce the resolution
of this grid, we retain the same size of the spatial domain of the full resolution grid, n∆x,
but decrease the frequency of the grid-points by removing intermediate grid-points. This
results in a reduced resolution grid with grid length

∆x̂ = 1/g∆x, (6.1)

where we define g to be the resolution parameter that satisfies 1/n ≤ g ≤ 1, where g−1 must
be a divisor of the grid size n, such that gn ∈ N. For example, for a half resolution grid, we
set g = 1/2, so the reduced resolution grid length is given by ∆x̂ = 2∆x with domain size
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(n/2)∆x̂ = n∆x.

In the latest Integrated Forecast System (IFS) update (47r1) at ECMWF, four outer loop
iterations of the incremental method are performed, with horizontal resolution of TCo1279
(∼ 9km grid-point resolution at the equator/mid-latitudes) [34]. Their corresponding four
inner loops are performed with horizontal resolution of TL255 (∼ 128km), TL255, TL319
(∼ 63km) and TL399 (∼ 50km) respectively. These inner loops correspond to approximately
1
5

th
, 1

5

th
, 1

4

th
and 1

3

rd
of the resolution of the outer loop, which was found to be the optimal

configuration in systematic tests to simultaneously maximise forecast accuracy while min-
imising computation cost [58].

Within our work, we consider minimising the 3D-Var problem (2.52) using Algorithm 3.4.1
with

• Case 1: a full resolution inner loop with grid length ∆x and δx̂(k) ∈ Rn ∀k.

• Case 2: an inner loop with half the resolution of the outer loop with grid length 2∆x
and δx̂(k) ∈ Rn/2 ∀k.

• Case 3: an inner loop with a quarter of the resolution of the outer loop with grid
length 4∆x and δx̂(k) ∈ Rn/4 ∀k.

• Case 4: an inner loop with an eighth of the resolution of the outer loop with grid
length 8∆x and δx̂(k) ∈ Rn/8 ∀k.

• Case 5: multi-incremental 3D-Var with a varying grid length.

For Case 5, we conduct a study similar to that of [126] where we begin by using the lowest
resolution, Case 4, in the first outer loop iteration k = 1. We then increase the resolution in
the subsequent outer loop iterations to Case 3 for k = 2, then Case 2 for k = 3, then Case
1 for k = 4.

We note that in DA practice, it is generally too expensive to run any full resolution inner
iterations. The reason behind our use of full resolution iterations is purely for comparative
reasons. We are able to study the effect of the use of a reduced resolution inner loop on the
convergence of the incremental method compared to when the full resolution is used. By in-
creasing the resolution from our lowest resolution choice (eighth) to the highest (full) in Case
5, we can see if the incremental method is still able to converge to the full resolution analysis.

The operators used to map between the full resolution grid and the reduced resolution grids
used in each of the cases outlined above are defined in the following section.

6.1.2 Restriction operators

We first construct the restriction operators Slg : Rn → Rgn for any g where gn ∈ N, which
are used to restrict the high resolution VarDA components to the reduced resolution grid
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for use in the inner loop minimisation (Step 5 of Algorithm 3.4.1). The matrix form of the
restriction operators, Slg ∈ Rgn×n are defined as follows

Slg(i, j) =

{
1, j = g−1i for i = 1, . . ., gn

0, otherwise,
(6.2)

where g = 1/2, 1/4 and 1/8 correspond to Cases 2, 3 and 4 respectively. Case 5 uses Sl1/2,
Sl1/4 and Sl1/8.

6.1.3 Extension operators

We next construct the extension operators Shg : Rgn → Rn, which are used to map the
reduced resolution increment δx̂ ∈ Rgn back to full resolution space Rn at the end of each
inner loop minimisation (Step 6 of Algorithm 3.4.1). We outline three possible choices of
Shg, namely, the pseudoinverse of Slg, Sl

+
g , a linear interpolation matrix Sh

lin
g and a cubic

interpolation matrix Sh
cub
g .

As Slg defined in (6.2) are non-square matrices, their inverses cannot be calculated. How-
ever, we can calculate the Moore-Penrose pseudoinverse, as defined in Definition 2.1.10,
Sl

+
g ∈ Rn×gn as this always exists, but it is not necessarily unique.

We want to understand how the use of the matrix Sl
+
g affects the analysis in incremental

VarDA. Using (2.16), we show in the following lemma that S+
lg

= STlg which, when applied
to the reduced resolution vector δx̂, results in the entries at the full resolution grid points
that were omitted on the reduced grid being zero. This can be seen simply by looking at the
entries of STlg .

Lemma 6.1.1 (Pseudo-inverse of Slg). Let Slg ∈ Rgn×n be the restriction matrix defined in
(6.2). Then the pseudo-inverse of Slg, denoted by Sl

+
g , is given by

Slg
+ = STlg . (6.3)

Proof. The rows of matrix Slg are made up of the standard basis vectors denoted by ei/g.
From (2.16) we have that as r < n, the pseudo-inverse of Slg is given by

Sl
+
g = Slg

T (SlgSlg
T )−1. (6.4)

Let C = SlgSlg
T , then C has entries

cij = ei/ge
T
j/g

=

{
1, if i = j

0, otherwise.

(6.5)

Hence, C = I. Substituting this into (6.4), we have

Sl
+
g = Slg

TC−1

= Slg
T ,

(6.6)
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as required.

The implications of Lemma 6.1.1 is that, when mapping to the higher resolution using the
pseudoinverse S+

l in Step 6 of Algorithm 3.4.1, the terms that are neglected in δx̂ will be
set to zero. Therefore, assuming the same reduced resolution matrix is used for each inner
loop of incremental method, the corresponding values of x(k) will remain fixed throughout
the iteration process (for all k) as they are never updated. This result shows that the use of
the pseudoinverse (2.16) as the extension matrix is not a suitable choice. We instead focus
our efforts on the use of interpolation techniques in the remainder of this chapter. More
specifically, linear and cubic interpolation, both of which are common choices in practice
and work by approximating the higher resolution variables using nearby reduced resolution
variables.

To find the linearly interpolated value of a given variable, say x1, we find the two nearest
variables that are adjacent to it and weight them by how close they are to x1. The summation
of these two weighted components is the linearly interpolated value of x1. Note that there
must be at least two known data points in the reduced resolution space in order to use linear
interpolation. Therefore, we impose the following restriction on the choice of n when using
a linear interpolation extension matrix

n ≥ 2

g
. (6.7)

We now form a linear interpolation matrix, denoted by Sh
lin
g ∈ Rn×gn, to map the reduced

resolution inner loop increment to the high resolution, and subsequently update the outer
loop iterate in the incremental method. The jth column of the linear interpolation matrix
given any valid choice of g is given by

Sh
lin
g (j) =

g−1−1∑
l=1

{
(1− gl)(eg−1j−l + eg−1j+l)

}
+ eg−1j. (6.8)

For Case 2, the linear interpolation matrix is defined to be

Sh
lin
1/2(i, j) =



1, i = 2j for j ≤ n/2

1/2, i =


2j − 1, for j ≤ n/2

2j + 1, for j < n/2

1, for j = n/2

0, otherwise,

(6.9)

where j = 1, 2, . . . , n/2 and n ≥ 4.
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For Case 3, the extension matrix is defined to be

Sh
lin
1/4(i, j) =



1, i = 4j for j ≤ n/4

3/4, i =


4j − 1, for j ≤ n/4

4j + 1, for j < n/4

1, for j = n/4

1/2, i =


4j − 2, for j ≤ n/4

4j + 2, for j < n/4

2, for j = n/4

1/4, i =


4j − 3, for j ≤ n/4

4j + 3, for j < n/4

3, for j = n/4

0, otherwise,

(6.10)

where j = 1, 2, . . . , n/4 and n ≥ 8.
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For Case 4, the extension matrix is defined to be

Sh
lin
1/8(i, j) =



1, i = 2j for j ≤ n/8

7/8, i =


8j − 1, for j ≤ n/8

8j + 1, for j < n/8

1, for j = n/8

3/4, i =


8j − 2, for j ≤ n/8

8j + 2, for j < n/8

2, for j = n/8

5/8, i =


8j − 3, for j ≤ n/8

8j + 3, for j < n/8

3, for j = n/8

1/2, i =


8j − 4, for j ≤ n/8

8j + 4, for j < n/8

4, for j = n/8

3/8, i =


8j − 5, for j ≤ n/8

8j + 5, for j < n/8

5, for j = n/8

1/4, i =


8j − 6, for j ≤ n/8

8j + 6, for j < n/8

6, for j = n/8

1/8, i =


8j − 7, for j ≤ n/8

8j + 7, for j < n/8

7, for j = n/8

0, otherwise,

(6.11)

where j = 1, 2, . . . , n/8 and n ≥ 16.

Case 5 uses Sh
lin
1/2, Sh

lin
1/4 and Sh

lin
1/8.

Within our theoretical work in Section 6.2, we focus on the use of both the linear and cu-
bic interpolation matrices for a general g. In our experiments in Section 6.4, we use the
linear interpolation matrices for the specific cases of g. In both cases, we discuss how our
results hold for higher-order interpolation techniques. Next, we outline how cubic interpo-
lation works and define a cubic interpolation matrix for g = 1/2 to demonstrate the structure.

The idea of cubic interpolation is similar to that of linear interpolation, except it uses the
nearest four variables to estimate the value of a variable at a chosen grid-point. This means
that there must be at least four known data points at the reduced resolution in order to use
cubic interpolation. Therefore, we impose the following restriction on the choice of n when
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using a cubic interpolation extension operator,

n ≥ 4

g
. (6.12)

Again, the weightings of the four neighbouring variables are chosen according to their dis-
tance from the variable being interpolated. The jth column of a cubic interpolation matrix
given any valid choice of g is given as follows

Shg(j) =

g−1−1∑
l=1

{
wl(eg−1j−l+eg−1j+l)+w2g−1−l(eg−1j−(2g−1−l)+eg−1j+(2g−1−l))

}
+eg−1j, (6.13)

where wl are the associated weightings that satisfy wl > 0 and
∑

l 2wl + 1 = g−1. By setting
wl = (1−gl) and w2g−1−l = 0 for all l in (6.13), we are able to obtain the linear interpolation
matrix (6.8).

Using (6.13), we can form a half resolution cubic interpolation matrix, denoted by Sh
cub
1/2 ∈

Rn×r, to map the half resolution inner loop increment to the high resolution, and subsequently
update the outer loop iterate. For Case 2 the cubic interpolation matrix is defined to be

Sh
cub
1/2(i, j) =



1, i = 2j for j ≤ n/2

n1/n, i =



2j − 3, for 2 ≤ j ≤ n/2

2j + 3, for j ≤ n/2− 2

1, for j = n/2− 1

3, for j = n/2

n− 1, for j = 1

n2/n, i =


2j − 1, for j ≤ n/2

2j + 1, for j ≤ n/2− 1

1, for j = n/2

0, otherwise,

(6.14)

where j = 1, 2, . . . , n/2, n1 = n
4
− 1, n2 = n

4
+ 1 and n ≥ 8.

In our work, we focus on odd orders of interpolation only, i.e. where q = 1, 3, 5. . . . . This
is because, the use of odd orders of interpolation would result in the same number of neigh-
bouring low resolution grid-points from both sides of the full resolution grid-point being
interpolated to, with equal weightings either side. The use of even orders of interpolation in
this structure would mean that we would need to use more low resolution neighbouring grid-
points from one side of the full resolution grid-point than the other, with differing weights.

For a given choice of g, the number of nonzero entries in each column of a qth order interpo-
lation matrix Sqhg , denoted by nq, is dependent on the resolution parameter g and the order
of interpolation q. This relation is shown in the following

nq = (q + 1)g−1 − q. (6.15)
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We can form the columns of Sqhg using the standard basis column vectors ej, where j =

1, 2, . . . gn. Given any valid choice of g, the jth column of a qth (odd) order interpolation
matrix where q = 1, 3, 5, . . . is given as follows

Sqhg(j) = eg−1j +

g−1−1∑
l=1

{
wl(eg−1j−l + eg−1j+l) + w2g−1−l(eg−1j−(2g−1−l) + eg−1j+(2g−1−l))

+ w4g−1−l(eg−1j−(4g−1−l) + eg−1j+(4g−1−l)) + . . .

+ w(q−1)g−1−l(eg−1j−((q−1)g−1−l) + eg−1j+((q−1)g−1−l))

}
,

(6.16)

where wz(l) denotes the weighting parameters associated with eg−1j±z(l) and z : R→ R.

By definition, for any interpolation Shg, the row sum is always 1. Each row of Shg cor-
responds to a grid-point on the full resolution grid and the row entries correspond to the
weightings used in the interpolation of the full resolution grid-point.

Each column of Shg corresponds to a grid-point on the reduced resolution grid and the col-
umn entries are the weightings given to that grid-point. The size of the weightings wl of
each grid-point depends on its distance from the point being interpolated. These weightings
satisfy wl > 0 and

∑
i 2wl + 1 = g−1. So the column sums do not depend on the order of

interpolation used, they only depend on the resolution. However, the number of nonzero
entries in each column does depend on the order of interpolation and indicates how many
times each reduced resolution point is used for interpolation. The higher the order of inter-
polation, the more each reduced resolution variable is used, so the more nonzero entries of
that column. The number of nonzero entries in each column also depends on the resolution;
the lower the resolution, the more each low resolution point will be used as there are more
points that need interpolation, so again, the more nonzero entries of that column.

Now that we have outlined the reduced resolution framework used within this chapter, in
the following section, we use the properties of the resolution operators to derive a bound on
the condition number of the preconditioned 3D-Var Hessian (2.70) when using the reduced
resolution incremental method.

6.2 Theoretical bounds

We aim to understand how the use of a reduced resolution inner loop affects the convergence
of the incremental method. Within this section, we derive a bound on the condition number
of the preconditioned 3D-Var Hessian (2.70) and show its dependence on the level of reso-
lution used. We first derive bounds on the norm of the restriction and extension matrices,
outlined in Section 6.1, and the background error correlation matrix for use in the bound
on the condition number of the preconditioned 3D-Var Hessian. We later test these bounds
numerically in Section 6.4.
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We begin by deriving expressions for the norm of the restriction and extension matrices in
the following section.

6.2.1 Bounding the resolution matrices

We use the resolution matrices from Section 6.1 to map to and from the reduced resolution.
From Slg in (6.2), we have that SlgS

T
lg

= Ir, so λi(SlgS
T
lg

) = 1 for all l = 1, 2, . . . , r. Therefore,

λmax(SlgS
T
lg

) = λmax(S
T
lg
Slg) = 1, so for all valid choices of g, the 2-norm of Slg is given by

‖Slg‖ =
√
λmax(SlgS

T
lg

) = 1. (6.17)

For the extension operator, Shg is a real non-negative matrix. For any choice of n that
is compatible with the resolution choice, the matrix SThgShg is a non-negative, symmetric
positive semidefinite matrix, so the 2-norm of Shg is given by

‖Shg‖ =
√
λmax(Shg

TShg). (6.18)

To determine the expression for λmax(Shg
TShg), we first show that Shg

TShg is a circulant
matrix of the form (2.17).

Using the following theorem, we show that for the linear and cubic interpolation matrices
Shg ∈ Rn×gn, the structure of SThgShg ∈ Rgn×gn takes the form (2.17).

Theorem 6.2.1 (Shg
TShg is circulant). Let Shg ∈ Rn×gn be the g resolution linear or cubic

interpolation matrix whose columns are defined by Equation (6.13). Then Shg
TShg is a

circulant matrix.

Proof. Let
C = Shg

TShg ∈ Rgn×gn. (6.19)

To show that C is circulant, we split the proof as follows. We first show that the matrix C
is symmetric. We then show that all entries along a given diagonal of C are equal.

To prove that the matrix C is symmetric, we need to show that CT = C. We have that
C = Shg

TShg . Therefore we have

CT = (Shg
TShg)

T

= Shg
T (SThg)

T

= Shg
TShg ,

(6.20)

as required.

To prove that all entries along a given diagonal of C are equal, we need show that for
i = 1, 2, . . . , gn,

C(i, j) = C((i+ 1) (mod gn), (j + 1) (mod gn)), (6.21)
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where i, j = 1, 2, . . . , gn. We note that (mod gn) is used to account for the periodic domain.
This is omitted in the following for simplicity. Our expression for C(i, j) is

C(i, j) =

g−1−1∑
l=1

[
wl(eg−1i−l + eg−1i+l) + w2g−1−l(eg−1i−(2g−1−l) + eg−1i+(2g−1−l)) + eg−1i

]T

×

[
wl(eg−1j−l + eg−1j+l) + w2g−1−l(eg−1j−(2g−1−l) + eg−1j+(2g−1−l)) + eg−1j

]
,

(6.22)

where i, j = 1, 2, . . . , gn. Our expression for C(i+ 1, j + 1) is

C((i+ 1), (j + 1)) =

g−1−1∑
l=1

[
wl(eg−1(i+1)−l + eg−1(i+1)+l) + w2g−1−l(eg−1(i+1)−(2g−1−l)

+ eg−1(i+1)+(2g−1−l)) + eg−1(i+1)

]T
×

[
wl(eg−1(j+1)−l + eg−1(j+1)+l)

+ w2g−1−l(eg−1(j+1)−(2g−1−l) + eg−1(j+1)+(2g−1−l)) + eg−1(j+1)

]
,

(6.23)

where i, j = 1, 2, . . . , gn. When using the standard basis vectors, only those eTe terms with
matching indices will be non-zero. Quite obviously, if i = j then i + 1 = j + 1, so the
nonzero terms of Equation (6.22) are the same as those of Equation (6.23). Therefore, we
can conclude that C(i, j) = C((i+ 1), (j + 1)), as required.

As we have shown that C is symmetric and that C(i, j) = C((i+1), (j+1)), we can conclude
that C is circulant, as required.

To determine the expression for λmax(Shg
TShg), we use Theorem 2.1.5. Because of the

positive symmetric circulant nature of Shg
TShg , its distribution of eigenvalues is symmetric.

Therefore, using Corollary 2.1.6, the maximum eigenvalue of C is given by Equation (2.21)
which is the row/column sum of the circulant matrix. All interpolation matrices Shg have,
by definition, a row sum of 1 and a column sum of 1/g. We can use the following lemma to
show that SThgShg has a row sum of 1/g.

Lemma 6.2.2 (Relation between row sum of A and ATA). Let A ∈ Rn×r be a matrix with
non-negative entries, i.e. A = (aij) where aij ≥ 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ r. If for all i,∑

j aij = φ and for all j,
∑

i aij = 1, then ATA has row sum φ.

Proof. We define a column vector c ∈ Rr and a row vector b ∈ Rn where all the entries are
ones. Using these vectors, we are able to express the row and columns sums of A in vector
form as follows.

Ac =


1
1
...
1

 ∈ Rn and bA =


φ
φ
...
φ


T

∈ Rr. (6.24)
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From (6.24), we can see that we in fact have the following.

Ac = bT and bA = φcT (6.25)

We now use (6.25) and the vectors c and b to find the vector of row sums of ATA in the
following.

ATAc = ATbT

= (bA)T

= φc,

(6.26)

as required.

We next present the theorem for the 2-norm of the interpolation matrix Shg .

Theorem 6.2.3. Let Shg ∈ Rn×gn be the g resolution linear or cubic interpolation matrix
whose columns are defined by Equation (6.13). Then,

‖Shg‖ = g−1/2. (6.27)

Proof. From Theorem 6.2.1, we can conclude that for both linear and cubic interpolation
matrices Shg , C = Shg

TShg is circulant and thus takes the form (2.17). Now, C is a non-
negative matrix where the row and column sums of Shg are 1 and 1/g respectively. Therefore,
by Lemma 6.2.2, we have that the row sum of C is 1/g and by Theorem 2.1.5, we have that

λmax(C) = 1/g. (6.28)

Now, Shg is a real non-negative matrix, so for any choice of n that is compatible with the
resolution choice, the matrix C is a non-negative, symmetric positive semidefinite matrix.
Therefore, the 2-norm of Shg is given by

‖Shg‖ =
√
λmax(C). (6.29)

Substituting (6.28) into (6.29), we obtain

‖Shg‖ = g−1/2, (6.30)

as required.

In the following section, we derive a bound on the background error correlation matrices
used within our work.

6.2.2 Bounding the background error correlation matrix

Within the remainder of this chapter, we make the following assumption.

A14. The correlation matrix CB ∈ Rn×n is symmetric and circulant with entries cij that
satisfy

cij =

{
1, for i = j

cji, for i 6= j,
(6.31)

where i, j = 1, 2, . . . , n and cji ∈ [0, 1].
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Let CB ∈ Rn×n denote the full resolution background error correlation matrix. Following
from the definition of the reduced resolution background error covariance matrix (2.64), the
reduced resolution background error correlation matrix ĈB ∈ Rr×r is given as follows.

ĈB = SlCBSTl . (6.32)

Looking at (6.32), one can see that to obtain ĈB, the restriction operator Sl is applied to
CB, this results in the removal of the odd rows of CB. The resulting matrix is then applied
to STl , which results in the odd columns of SlCB being removed. Therefore, ĈB retains a
valid correlation structure that satisfies Assumption A14 at the reduced resolution as both
odd rows and columns of CB are being removed to form ĈB.

Using Assumption A14, we next present a result on the norm of the square-root of the back-
ground error correlation matrix. This is used later in our work to deduce a bound on the
condition number of the preconditioned 3D-Var Hessian (2.70).

Theorem 6.2.4. Let CB ∈ Rr×r be a correlation matrix that satisfies Assumption A14.
Then the following bound holds,

‖C1/2
B ‖ ≤

√
r. (6.33)

Proof. We first note that as CB is symmetric, its 2-norm is equal to its maximum eigen-
value. Furthermore, as it is positive symmetric circulant, we can calculate its maximum
eigenvalue using (2.21).

We define a correlation matrix CBmax with entries given in (6.31), where cij = 1 for all i, j.
So CBmax is an r× r matrix of ones. It follows from (2.21) that the 2-norm of CB is given by

‖CB‖ = max |λCB | = |λCB0 | =

∣∣∣∣∣
r∑
j=1

cBj

∣∣∣∣∣. (6.34)

It is easy to see from (6.34) that for any valid choice of CB, its row sum would be less than
or equal to r, the row sum of CBmax . Therefore, it follows that

‖CB‖ ≤ ‖CBmax‖, (6.35)

Now, the entries of the square root of CBmax are given by

c
1/2
ij = 1/

√
r, ∀i, j. (6.36)

Using that C
1/2
B is circulant given that CB is circulant, we have that

‖C1/2
Bmax
‖ = r × 1/

√
r

=
√
r.

(6.37)

Therefore, using (6.35) and (6.37), we have

‖C1/2
B ‖ ≤

√
r, (6.38)
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as required.

We note that if CB has no cross correlations, we have that ‖C1/2
B ‖ = ‖In‖ = 1, which is the

lower bound on ‖C1/2
B ‖. We next test the bound from Theorem 6.2.4 using a background

error correlation structure used in DA practice.

The UK Met Office system uses the SOAR (second-order auto-regressive) function to model
horizontal correlations [74]. Within our numerical experiments, the structure of the back-
ground correlations follow the SOAR distribution with the error correlation matrix defined
by

CB(i, j) =

(
1 +
|2a sin( θ|i−j|

2
)|

L

)
exp

{
−|2a sin( θ|i−j|

2
)|

L

}
, (6.39)

where i and j correspond to the rows and the columns of the correlation matrix respectively,
θ = 2π

n
is the angle between two points on the circle, a is the radius of the circle, L is the

correlation length-scale and the chordal distance is defined as d = 2a sin( θ|i−j|
2

). We choose
a = 1/2π such that the circumference of the circle is 1.

The length scale of the correlation matrix controls the spread of errors along the grid. Increas-
ing the correlation length scale results in an increase in the number of nearby background
errors that are correlated with each other [55].

Now, the values of the cross correlations increase as the correlation length scale increases.
This results in the off-diagonal entries of CB tending to 1, thus the upper bound derived
in Theorem 6.2.4 becoming tighter. This is visualised in Figure 6.2 where we choose CB to
be a SOAR correlation matrix and plot the results of ‖Ĉ1/2

B ‖ = ‖(SlCBSTl )1/2‖ at different
correlation length scales and resolutions.

As the entries of CB are positive and monotonically decreasing away from the diagonal, it
can be noted that increasing the correlation length scale results in an increase in the maxi-
mum eigenvalue [108, 112, 129], as illustrated for the SOAR matrix in Figure 2 of [42]. In our

work, Figure 6.2(a) shows the norm of C
1/2
B (/its maximum eigenvalue) tending to

√
gn as the

length scale increases, where r = gn in Theorem 6.2.4. Thus, the larger the length scale, the
more correlated the background errors are, the tighter the bound in Theorem 6.2.4 would be.

Figure 6.2(b) shows the values of ‖Ĉ1/2
B ‖ for more realistic choices of correlation length scale

where we assume that not all background variables are highly correlated with each other.
From this plot, we can see that the values of the norms for realistic choices of L are very
far from the upper bound in Theorem 6.2.4, something we should consider when deriving a
bound on the condition number of the preconditioned reduced resolution 3D-Var Hessian in
the following section.
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(a) Lmax = 40 (b) Lmax = 2

Figure 6.2: Plots of ‖Ĉ1/2
B ‖ at different length scales L within the range [0, Lmax] and reso-

lutions, where CB is a SOAR correlation matrix defined in (6.39) and n = 80.

6.2.3 Bounding the condition number of the Hessian

Recall from Section 2.3 that in VarDA practice, the variational problem is often precon-
ditioned using a variable transformation to simplify calculations and solve the problem in
real-time. Furthermore, recall from Section 2.2.1, the preconditioned 3D-Var Hessian is sym-
metric positive definite. Therefore, its condition number in the 2-norm, κ(∇2Ĵp), is the ratio
of its largest and smallest eigenvalues and is related to the number of iterations used for the
linear minimisation problems in VarDA and how sensitive the estimate of the initial state is
to perturbations of the data. We can use the condition number of the Hessian to indicate
how quickly and accurately the optimisation problem can be solved [47].

Bounds on the condition number of the preconditioned 3D-Var Hessian are derived in the
work of [56], [57] and [123]. However, these works only considered the full resolution Hes-
sian. In this chapter, our main result is the derivation of a bound on condition number of
the preconditioned 3D-Var Hessian in terms of the resolution parameter g, outlined in this
section.

The condition number of the reduced resolution preconditioned Hessian, κ(∇2Ĵp), is heavily
dependent on the structure of the observation operator. In VarDA practice, we have fewer
observations than state variables, even in reduced resolution space. Therefore, it is reasonable
to make the following assumption.

A15. The reduced resolution linearised observation operator Ĥ is low rank.

If A15 holds, we have that the minimum eigenvalue of the reduced resolution preconditioned
Hessian is 1, so the condition number of the preconditioned inner loop Hessian is equal to
its maximum eigenvalue [123]. In the following theorem, we derive a bound on the condition
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number of the reduced resolution preconditioned 3D-Var Hessian (2.70) in terms of the
resolution parameter g.

Theorem 6.2.5 (Upper bound on the condition number of the reduced resolution precondi-
tioned 3D-Var Hessian). Let ∇2Ĵp denote the preconditioned 3D-Var Hessian as defined in
(2.70) with B = σ2

bCB and R = σ2
oI, where σ2

b and σ2
o are the background and observation

error variances respectively and CB is a correlation matrix. Furthermore, assume A14 and
A15 hold. Then the condition number of the preconditioned 3D-Var Hessian satisfies,

κ(∇2Ĵp) ≤ 1 +
σ2
b

σ2
o

g−1‖Ĉ1/2
B ‖

2‖H‖2, (6.40)

where g is the resolution parameter and Ĉb is the reduced resolution background error corre-
lation matrix defined by (6.32).

Proof. As (2.70) is a symmetric positive definite matrix, it follows that,

κ(∇2Ĵp) =
λmax(∇2Ĵp)
λmin(∇2Ĵp)

. (6.41)

From A15, we have that λmin(∇2Ĵp) = 1. Therefore, the condition number of (2.70) for the
3D-Var problem is given by its 2-norm as follows

κ(∇2Ĵp) = ‖I + B̂1/2ĤTR−1ĤB̂1/2‖. (6.42)

Substituting B = σ2
bCB and R = σ2

oI into (6.42) and applying the triangle inequality (2.6),
we have

κ(∇2Ĵp) =
∥∥∥I +

σ2
b

σ2
o

Ĉ
1/2
B SThHTHShĈ

1/2
B

∥∥∥
≤ ‖I‖+

σ2
b

σ2
o

‖Ĉ1/2
B SThHTHShĈ

1/2
B ‖

≤ 1 +
σ2
b

σ2
o

‖Ĉ1/2
B SThHTHShĈ

1/2
B ‖.

(6.43)

Using the submultiplicative property (2.12) and our result from Theorem 6.2.3, (6.27), we
deduce a bound on (6.42) for the preconditioned 3D-Var problem in the following.

κ(∇2Ĵp) ≤ 1 +
σ2
b

σ2
o

‖Sh‖2‖Ĉ1/2
B ‖

2‖H‖2

≤ 1 +
σ2
b

σ2
o

g−1‖Ĉ1/2
B ‖

2‖H‖2,
(6.44)

as required.

In Theorem 6.2.5, we have theoretically derived a bound on the condition number of the
preconditioned inner loop Hessian of the incremental method (6.40) that depends on the
resolution parameter g. This bound indicates that as the inner loop resolution is reduced,
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the bound on the condition number of the preconditioned 3D-Var Hessian increases. In Sec-
tion 6.4, we use numerical experiments to understand if this relationship between the level
of resolution and the actual value of the condition number of the preconditioned 3D-Var
Hessian exists.

The bound in Theorem 6.2.5 holds for all CB that satisfy Assumption A14. Note that by
keeping the background error correlation matrix at the low resolution in (6.40), we impose a
tighter bound on the condition number of the preconditioned 3D-Var Hessian in the reduced
resolution. This can be shown using the submultiplicative property (2.12) and the expression
for ‖Sl‖ in (6.17) as follows.

‖ĈB‖ = ‖SlCBSTl ‖
≤ ‖Sl‖2‖CB‖
≤ ‖CB‖.

(6.45)

From our result in Theorem 6.2.4, (6.33) and Figure 6.2(a), we know that as the length scale

L of a SOAR correlation matrix is increased, ‖Ĉ1/2
B ‖ tends to the upper bound in (6.33) and

for relatively large choices of L, the upper bound is attained. Therefore, the dependence on
g in (6.40) is cancelled out, as shown in the following.

Substituting (6.33) into (6.40), we have

κ(∇̂2Jp) ≤ 1 +
σ2
b

σ2
o

g−1 × gn‖H‖2

≤ 1 +
σ2
b

σ2
o

n‖H‖2.
(6.46)

The bound in (6.46) shows that the presence of large background error correlations removes
the effect of g in our bound (6.40). In VarDA practice, the background variables are not
necessarily very strongly correlated. In Section 6.4, we assess the tightness of the bound
(6.40) when using realistic choices of correlation length scale. We then use assimilation
experiments to see if the behaviour we observe in the condition number is reflected in the
accuracy of the analysis obtained by the incremental method with different levels of inner
loop resolution. We first explain the experimental design used for these experiments in the
following section.

6.3 Experimental design

In this section, we construct six 3D-Var problems with linear and nonlinear observation
operators with the aim of understanding the effects of using a reduced resolution inner loop
on the convergence of the incremental 3D-Var method, Algorithm 3.4.1. The design of our
numerical experiments is chosen to align with what occurs in practical implementations of
the incremental method. That is, we consider

• the preconditioned problem (2.69).
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• observations with errors, where the observations are not at every grid-point.

• initialising with the background state vector.

• the use of linear and nonlinear observation operators.

• the use of interpolation matrices to map from the reduced resolution grid to the outer
loop resolution grid.

• the use of correlated background error by the use of a SOAR matrix.

• the frequencies resolved in the analysis.

Twin experiments are commonly used to test DA methods. They use synthetic observations
as well as error statistics that satisfy the DA assumptions. We next define the choices made
for the twin experimental design used, beginning with generating the reference state, xref ,
which is used as the basis of a twin experiment in the definition of the background state (the
initial guess for the optimisation algorithms) as well as to generate the observations.

Reference state We choose the reference state xref ∈ Rn to be the sine wave, with entries
given by

xrefi = sin

(
2π

n
(i− 1)

)
, (6.47)

where i = 1, 2, . . . , n and we choose n = 80 for all our experiments as this satisfies gn ∈ N
for all the resolution choices we consider. The background state vector is generated using
(6.47) and is defined in the following.

Background In VarDA, the initial guess for the optimisation algorithm is taken to be
the background state, xb, which incorporates information from previous forecasts. In our
experiments, the background state vector xb is generated by adding Gaussian noise

εb ∼ N (0,B), (6.48)

to the reference state, xref . In our experiments, we choose B to be of the form B = σ2
bCB,

where σ2
b is the background error variance. The standard deviations of the errors from the

reference solution are based on the average order of magnitude of the entries of xref . In our
work we choose σ2

b = 0.004, which represents a 10% SD of the error.

For the correlation structure, we choose CB = In or CB to be a SOAR correlation ma-
trix. For the correlation length-scales used in our work, we choose L1 = 0.5∆x, L2 = ∆x
and L3 = 1.5∆x, where ∆x = 1/n. The background error covariance matrix with associated
correlation length scale Li is denoted by Bi = σ2

bCB, where i = 1, 2, 3. We denote the case
where CB = In as CB0 .

As previously mentioned, we generate synthetic observations using the reference state, xref .
We next describe the choices we make when specifying these observations.
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Observations In order to test the bound (6.40), we need to choose observation operators
that are low rank (satisfying Assumption A15). Recall that the definition of the reduced
resolution linearised observation operator Ĥ is given in (2.65). By assuming Sh is a linear
(or cubic) interpolation operator, as outlined in Section 6.1, we are removing every 1/gth

column of H to obtain Ĥ. Therefore, if the full resolution linearised observation operator H
has observations at even grid-points, the use of g = 1/2 would result in the reduced resolu-
tion linearised observation operator being full rank. A similar problem occurs when every
4th point is observed with g = 1/4 and when every 8th point is observed with g = 1/8. This
is not realistic in DA problems as in the reduced resolution space, p < gn. Therefore, the
observation operators used in our work are designed to avoid this problem and are outlined
as follows.

We consider three linear and three nonlinear 3D-Var problems with different observation
operators, denoted by LinProbj and NonlinProbj, respectively, where j = 1, 2, 3. LinProbj
have single observations of xi of the first p = n/4, p = n/2 and p = 3n/4 variables for
j = 1, j = 2 and j = 3 respectively. NonlinProbj have single observations of x3i of the first
p = n/4, p = n/2 and p = 3n/4 variables for j = 1, j = 2 and j = 3 respectively. These
choices of observation operators of different structures satisfy Assumption A15 and allow us
to test if our results hold for different spatial locations of observations, and in the presence
of nonlinearities.

We assume that for all problems, H is the exact observation operator used to map to ob-
servation space. We use imperfect observations where the observations, y, are generated by
adding Gaussian noise

εo ∼ N (0,R), (6.49)

to H(xref ). For the observation error covariance matrix we choose R to be a diagonal matrix
of the form R = σ2

oIp, where σ2
o is the observation error variance. For all experiments, we set

the standard deviation of the observation error to be 5% of the average order of magnitude of
the entries of H(xref ). For LinProb1, LinProb2 and LinProb3 this is σ2

o = 9.342×10−4, 0.001
and 9.8583 × 10−4, respectively. For NonlinProb1, NonlinProb2 and NonlinProb3 this is
σ2
o = 3.9883× 10−4, 4.5032× 10−4 and 4.3281× 10−4, respectively.

Algorithmic choices To ensure the robustness of our results, we consider a series of nr
randomly generated problems, where the randomness occurs through the background and
observation error vectors, εb and εo. For each realisation, a new εb and εo are generated
from their respective distributions, (6.48) and (6.49). We choose nr = 100. For the linear
problems, LinProb1, LinProb2 and LinProb3, both sides of (6.40) are fixed across all real-
isations. This is not the case for the nonlinear problems, NonlinProb1, NonlinProb2 and
NonlinProb3, as there is a dependency of H on x. Therefore, in the result tables, we take
the average across all realisations for the nonlinear problems.

For our assimilation experiments, as the dimensions of the problems used within our work
are relatively small compared to DA systems in practice, the inner loop problem is solved
using MATLAB’s backslash operator where an appropriate solver is chosen according to the
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properties of the Hessian matrix ∇2Ĵp (see [86] for more details). The limit on the total
number of function and Jacobian evaluations is achieved by using the criterion (3.45), where
we set τe = 8 to mimic the number of evaluations used operationally in the ECMWF Inte-
grated Forecasting System [34]. Note that for the incremental method, the use of τe = 8 is
equivalent to kmax = 4 outer loop iterations.

One cannot simply rely on the numerical values in the analysis as these can on one hand
show that the analysis does not resemble the true solution whereas, if one takes the DFT
(see Definition 2.1.21) of the analysis vector, the power spectra of the DFT may suggest
otherwise. Within our work, we use the DFT to analyse the effect that the use of a reduced
resolution inner loop in the incremental method has on the frequencies resolved in the anal-
ysis. We next outline the choices we make in relation to the DFT.

DFT For one-dimensional grids, waves can only be represented using at least three grid-
points or two grid lengths. The choice of n = 80 is large enough so that we have enough
points to accurately represent the sine wave (our choice of reference state) in full resolution
space.

We use the inbuilt MATLAB function fft() to return the Fourier transform using a fast
Fourier transform (FFT); an algorithm that reduces the computational cost of the DFT by
reducing the number of computer operations required from O(n2) to O(nlogn).

Recall from Section 2.1.3, the power spectrum of a DFT output is able to tell us which
wavenumbers are present in the function being transformed and how important they are and
thus allow us to effectively analyse the frequencies of the 3D-Var output. We outline the
details of the power spectra in the following.

Power spectra We define the value of the function at n equally spaced points to be the
reference state used in our assimilation experiments, with entries given by

xrefi = sin

(
2π

n
(i− 1)

)
+

1

2
sin

(
20

2π

n
(i− 1)

)
+

1

4
sin

(
30

2π

n
(i− 1)

)
(6.50)

for i = 0, . . . , n − 1. The reference state (6.50) has higher frequencies compared to (6.47),
enabling us to study the effect that the use of a reduced resolution inner loop has on the
accuracy of both the large and small scales. A plot of the function (6.50) is given in 6.3(a)
with its corresponding power spectrum shown in Figure 6.3(b), with the wavenumber on the
x-axis and the corresponding power (2.49) on the y axis. From these plots, we can identify
the wavenumbers we would like to recover in our assimilation experiments.

By calculating the power of the DFT coefficients Fκ of the 3D-Var analysis and analysing
the power spectra, we are able to visualise which frequencies are resolved when using the
incremental method with different spatial resolutions for the inner loop.
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(a) (b)

Figure 6.3: Plot of function (6.50) in (a) and the power spectrum of its DFT in (b).

6.4 Numerical results

With the aim of developing an understanding about the effect of the use of the reduced res-
olution components in the incremental method have on the accuracy of the 3D-Var analysis,
in this section, we test the bound on the condition number of the preconditioned 3D-Var
Hessian (6.40) using the experimental design outlined in Section 6.4 and perform assimila-
tion experiments to see the implications of using a reduced resolution inner loop problem on
the accuracy of the 3D-Var analysis.

6.4.1 Condition number bound tests

Tables 6.1 and 6.2 show the results from the experiments where we test the bound on the con-
dition number of the preconditioned Hessian for each of the linear and nonlinear observation
operators outlined in Section 6.3 respectively. For each problem and choice of background
error correlation matrix within these tables, we include the value of the condition number
at the optimal solution, κ(∇2Ĵp), which is calculated using the built-in function cond() in
MATLAB. We also include the value of the bound (6.40) and the norm of the reduced res-
olution observation operator ‖Ĥ‖ for each choice of the resolution parameter g. Note that,
for the linear problems, H does not depend on the value of x. Therefore, ‖Ĥ‖ is fixed for
all choices of background error correlation matrix. Furthermore, for the linear problems,
the values in the tables are fixed for all realisations. However, this is not the case for the
nonlinear problems, for which we include the averaged values in the tables. We therefore also
include plots of the condition number for individual realisations of the nonlinear problems
later in this section.

We begin by discussing the quality of the bound (6.40) for different choices of the background
error correlation matrix. In both Tables 6.1 and 6.2, when g = 1 and CB0 is used, the bound
is exactly equal to the actual value of the condition number. This is because, when deriving
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Table 6.1: Table of values of the condition number of the preconditioned 3D-Var Hessian
(2.70), the bound (6.40) and ‖Ĥ‖ of LinProb1, LinProb2 and LinProb3, for different choices
of g and CB.

g = 1 g = 1/2 g = 1/4 g = 1/8

LinProb1

CB0

κ(∇2Ĵp) 5.33 9.57 17.52 30.62
(6.40) 5.33 9.67 18.34 35.67

CB1

κ(∇2Ĵp) 9.74 11.13 17.61 30.62
(6.40) 9.84 18.67 36.34 71.68

CB2

κ(∇2Ĵp) 17.75 17.91 20.27 30.75
(6.40) 18.41 35.83 70.65 140.30

CB3

κ(∇2Ĵp) 25.21 25.13 25.66 31.94
(6.40) 27.20 53.40 105.80 210.60

‖Ĥ‖ 1.00 1.41 1.95 2.61

LinProb2

CB0

κ(∇2Ĵp) 5.00 8.98 16.78 31.42
(6.40) 5.00 9.00 17.00 33.00

CB1

κ(∇2Ĵp) 9.13 10.48 16.88 31.42
(6.40) 9.15 17.31 33.62 66.24

CB2

κ(∇2Ĵp) 16.90 17.13 19.69 31.60
(6.40) 17.07 33.14 65.29 129.57

CB3

κ(∇2Ĵp) 24.61 24.65 25.57 33.19
(6.40) 25.18 49.36 97.73 194.46

‖Ĥ‖ 1.00 1.41 1.99 2.76

LinProb3

CB0

κ(∇2Ĵp) 5.11 9.20 17.32 33.07
(6.40) 5.11 9.21 17.43 33.85

CB1

κ(∇2Ĵp) 9.36 10.75 17.42 33.07
(6.40) 9.37 17.74 34.49 67.98

CB2

κ(∇2Ĵp) 17.42 17.68 20.40 33.28
(6.40) 17.50 34.00 67.00 133.01

CB3

κ(∇2Ĵp) 25.55 25.61 26.68 35.07
(6.40) 25.83 50.66 100.31 199.62

‖Ĥ‖ 1.00 1.41 1.99 2.79

the bound on the condition number of the preconditioned 3D-Var Hessian, the following
approximation is made

‖Ĉ1/2
B0

ĤTHĈ
1/2
B0
‖ ≤ g−1‖Ĉ1/2

B0
‖2‖H‖2. (6.51)

Now, when g = 1, g−1 = 1 and ĈB0 = CB0 = In. By substituting these quantities into
(6.51), it is clear to see that the equality holds, thus the equality holds for (6.40) when using
g = 1 and CB0 .

When using CB0 for any choice of g, the bounds are considerably close to the actual values
compared to when correlated background error is included. This is because ‖CB0‖ = 1,
thus, the influence of the term ‖CB0‖ is non-existent in the bound and the only influence
comes from the observation operator. Looking at the values of ‖Ĥ‖ in each of the tables,
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Table 6.2: Table of averaged values of the condition number of the preconditioned 3D-Var
Hessian (2.70), the bound (6.40) and ‖Ĥ‖ of NonlinProb1, NonlinProb2 and NonlinProb3
for different choices of g and CB, where nr = 100.

g = 1 g = 1/2 g = 1/4 g = 1/8

NonlinProb1

CB0

κ(∇2Ĵp) 91.49 145.91 229.14 346.22
(6.40) 91.49 181.99 362.98 724.95

‖Ĥ‖ 2.99 3.78 4.74 5.83

CB1

κ(∇2Ĵp) 151.60 165.15 229.97 346.17
(6.40) 185.45 369.90 738.80 1476.60

‖Ĥ‖ 2.99 3.78 4.74 5.83

CB2

κ(∇2Ĵp) 250.08 244.16 255.10 346.93
(6.40) 364.39 727.78 1454.56 2908.12

‖Ĥ‖ 2.98 3.78 4.74 5.83

CB3

κ(∇2Ĵp) 323.67 315.82 303.94 353.87
(6.40) 547.49 1093.97 2186.95 4372.90

‖Ĥ‖ 2.98 3.78 4.74 5.83

NonlinProb2

CB0

κ(∇2Ĵp) 83.50 151.01 272.82 449.51
(6.40) 83.50 166.01 331.01 661.02

‖Ĥ‖ 3.03 4.08 5.50 7.06

CB1

κ(∇2Ĵp) 154.14 175.35 274.08 449.50
(6.40) 169.19 337.38 673.76 1346.51

‖Ĥ‖ 3.03 4.08 5.50 7.06

CB2

κ(∇2Ĵp) 279.97 279.82 311.97 451.31
(6.40) 332.23 663.45 1325.90 2650.81

‖Ĥ‖ 3.03 4.08 5.50 7.06

CB3

κ(∇2Ĵp) 389.69 386.10 388.82 467.30
(6.40) 498.57 996.14 1991.29 3981.57

‖Ĥ‖ 3.03 4.08 5.50 7.06

NonlinProb3

CB0

κ(∇2Ĵp) 86.97 157.13 283.87 467.48
(6.40) 86.97 172.94 344.88 688.75

‖Ĥ‖ 3.03 4.09 5.50 7.06

CB1

κ(∇2Ĵp) 160.39 182.45 285.18 467.46
(6.40) 176.21 351.42 701.84 1402.68

‖Ĥ‖ 3.03 4.09 5.50 7.06

CB2

κ(∇2Ĵp) 291.28 291.12 324.57 469.34
(6.40) 345.87 690.74 1380.48 2759.96

‖Ĥ‖ 3.03 4.09 5.50 7.06

CB3

κ(∇2Ĵp) 405.40 401.65 404.48 485.97
(6.40) 519.02 1037.05 2073.09 4145.19

‖Ĥ‖ 3.03 4.09 5.50 7.06

one can see that the value grows as g increases. This is because, when deriving the bound
on the condition number of the preconditioned 3D-Var Hessian, the following approximation
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is made
‖Ĥ‖ ≤ g−1/2‖H‖. (6.52)

Looking at (6.52), one can see that reducing the resolution increases the upper bound on
‖Ĥ‖. In addition, our numerical results in both Tables 6.1 and 6.2 show the actual increase
in ‖Ĥ‖ (the LHS of (6.52)). The RHS of (6.52) can be easily derived by multiplying ‖Ĥ‖
in the tables where g = 1 (full resolution) by g−1/2 = 1.41, g−1/2 = 2 and g−1/2 = 2.83 for
the bound on ‖Ĥ‖ where a 1/2, 1/4 and 1/8 resolution is used, respectively.

For the linear problems, ‖H‖ = 1, so the RHS of (6.52) is g−1/2. For the results of LinProb1
in Table 6.1, the upper bound in (6.52), g−1/2, is very close to the actual value ‖Ĥ‖ for
all choices of g. As the number of observations are increased for LinProb2 and LinProb3,
Table 6.1 shows that the actual values of ‖Ĥ‖ for these problems are even closer to the
upper bound, g−1/2. This is because, when there are more observations distributed across
the spatial domain, there are more nonzero entries in H on the full resolution grid that need
to be interpolated to neighbouring grid-points on the reduced resolution grid. Therefore, the
role of the interpolation operator Shg is more prevalent as instead of interpolating columns

of zeros in H for the majority (three quarters) of the spatial domain to construct Ĥ for
LinProb1, more nonzero values are being interpolated for LinProb2 and LinProb3 that have
observations across 1/2 and 3/4 of the domain. Thus, in the presence of more observations in
space, our numerical results indicate that the quality of the approximation (6.52) improves,
thus the bound (6.40) improves. We see a similar result for the nonlinear observation oper-
ator results in Table 6.2.

Looking again at the values of ‖Ĥ‖ for each problem in both Tables 6.1 and 6.2, we see
that the quality of the approximation (6.52) deteriorates with g for all choices of observation
operator. This is because there is a greater mismatch between ‖HShg‖ and ‖H‖‖Shg‖ as
the spatial resolution decreases. The reason for this behaviour can be seen by considering
the structure of the interpolation matrices Shg . As g is reduced, the number of nonzero
column entries in the interpolation matrix increases. Thus, the number of nonzero cross
multiplications with the nonzero elements in H increases in HShg . Therefore, by using the

submultiplicative property of the norm to derive the bound on ‖Ĥ‖, we are splitting the
calculation HShg and essentially neglecting more and more of these cross multiplications as
the resolution is reduced. Furthermore, as the resolution is reduced, the correction to the
innovation vector using Ĥ, Ĥδx̂, is further away from the correction to the innovation vector
obtained by using the full resolution observation operator H, Hδx. This latter point also
corresponds with the findings of [127]. This behaviour is only natural as the ability for the
reduced grid to accurately represent the full resolution grid is limited as interpolation is not
exact. Therefore, if the grid-points on the low resolution grid are far apart, the inexactness
of the interpolation procedure can produce large errors. Interpolation techniques work by
giving a greater weighting to the nearby variables, but this does not avoid the issue of having
a large grid length.

Similar to what we see in the linear observation operator results, for the nonlinear observa-
tion operator results in Table 6.2, we see that the error between the bound (6.40) and the
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actual value of the condition number increases as g decreases. However, unlike in the linear
cases with uncorrelated background error, the increase in the bound as g decreases is not of
the same proportion as the actual value of the condition number, i.e. halving the resolution
does not result in doubling the condition number. So there is a greater difference between the
bound (6.52) and the actual value of ‖Ĥ‖ than there was for the linear problems. Looking at
the values of ‖Ĥ‖ in the tables, we can see why this is. The approximation g−1/2‖H‖ of ‖Ĥ‖
in (6.52) is much worse in the nonlinear observation operator case, which is consequently
causing the bound (6.40) to perform worse than it was in the linear observation operator case.

In both Tables 6.1 and 6.2, we see that as stronger background error correlations are intro-
duced, the tightness of the bound on the condition number deteriorates. Table 6.2 for the
nonlinear observation operator case shows the same relationship as in the linear problems,
except there is a much more drastic difference between the true values and the bound. This
again can be attributed to the approximation of ‖Ĥ‖.

Recall from Section 6.3, strengthening the background error correlations is achieved by in-
creasing the correlation length scale. From the work of [57] we know that the VarDA system
is sensitive to the choice of length scale L. Haben et al. showed that as the length scale of the
background error correlations increase, the condition number of the preconditioned VarDA
Hessian increases. This conclusion can be seen in our results in both Tables 6.1 and 6.2.
Looking at these numerical results, we find that the correlation length scale has a greater
effect on the condition number of the preconditioned 3D-Var Hessian than the reduced res-
olution does. In fact, we see the behaviour that we expect to see considering the larger
bound on the condition number (6.46). Recall that this bound showed that the presence of
large background error correlations removes the effect of g in our bound (6.40). We have
seen numerically that the difference between the values of the condition number reduces as
stronger background error correlations are introduced. So the resolution reduction does not
affect the condition number as much as the correlation length scale does.

This relationship between g, CB and the condition number of the preconditioned 3D-Var
Hessian (6.40) can be clearly visualised for the nonlinear problems in Figure 6.4. Within
each plot and for each Case 1-4, we calculate nr = 100 realisations of the actual value of the
condition number of the preconditioned 3D-Var Hessian and plot the proportion of the nr
realisations (y-axis) that lie below a given value of the condition number (x-axis).

From Figure 6.4, one can see that for the uncorrelated background error case, as the resolu-
tion is reduced, the condition number increases. Furthermore, as we include more background
error correlations, the differences between the four cases decrease, as we would expect from
(6.46), and the condition number worsens. A similar result can be seen from similar plots for
the linear problems. However, these are not included as for the linear problems, the values
are fixed across all realisations, thus the Table 6.1 suffices.

So far within these experiments we have tested the bound (6.40) in Theorem 6.2.5 on both
linear and nonlinear observation error operators, where we considered both correlated and
uncorrelated background error structures. We found that when background error correla-
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(a) NonlinProb1, CB0
(b) NonlinProb1, CB1

(c) NonlinProb1, CB2
(d) NonlinProb1, CB3

(e) NonlinProb2, CB0 (f) NonlinProb2, CB1 (g) NonlinProb2, CB2 (h) NonlinProb2, CB3

(i) NonlinProb3, CB0
(j) NonlinProb3, CB1

(k) NonlinProb3, CB2
(l) NonlinProb3, CB3

Figure 6.4: Plots of the condition number for the Case 1 (black), Case 2 (red), Case 3 (blue)
and Case 4 (magenta) of the incremental method for NonlinProb1 in (a)-(d) and NonlinProb2
in (e)-(h), where nr = 100 for different choices of CB indicated in the plot captions. The
observation error is 5% and the background error is 10%.

tions are included, the use of a reduced resolution grid has less of an effect on the condition
number. Therefore, the bound on the condition number (6.40) is closest to the actual value
of the condition number when there are no background error correlations. Furthermore, we
found that the bound performs best in the linear observation operator case as this resulted in
a more accurate approximation of the norm of the reduced resolution linearised observation
operator.

Although in our work we solve the 3D-Var inner loop problem exactly, recall from Section
2.2.1 that the condition number of the preconditioned VarDA Hessian (2.70) can be used
to indicate the accuracy we could be able to achieve when solving the linear minimisation
problems in VarDA. The values of (2.70) in both Tables 6.1 and 6.2 are reasonably small
indicating that for the linear problems, we can expect to lose 2 figures of accuracy and for
the nonlinear problems, we can expect to lose 3 figures of accuracy due to loss of arithmetic
precision. These figures indicate that a high accuracy is achievable for both the linear and
nonlinear problems. We next consider the effect of using a reduced resolution inner loop for
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the six problems on the accuracy of the analysis using assimilation experiments.

6.4.2 Accuracy of the analysis and frequencies resolved

We recall that the initial guess of the algorithms is the reference state xref perturbed by
the background error εb. In order to compare the quality of the estimate obtained by the
incremental method at different inner problem resolutions, we compare the estimate to the
reference state xref to understand how far the estimates obtained at different inner problem
resolutions have deviated from this. The analysis error for each state variable is given by
εai = xai − x

ref
i . For each realisation, we calculate the root mean square error (RMSE) of the

analysis error, which is the difference between the reference state and the estimate obtained
by each Case 1-5 of the incremental method,

RMSE =

√∑n
i=1(ε

a
i )

2

n
. (6.53)

We plot the percentage of problems solved by the incremental method within a specified
tolerance of the RMSE (6.53). We acknowledge in this work that the code for the RMSE
profiles has been adapted from the code for the data profiles used in [90].

The RMSE profiles for LinProb1, LinProb2 and LinProb3 and NonlinProb1, NonlinProb2
and NonlinProb3 for the case where τe = 8 are in Figures 6.5 and 6.6 respectively. These
results consider the four different background error correlation structures and inner loop
resolution Cases 1-5.

Recall from Section 6.1, Case 5 considers multi-incremental 3D-Var where g = 1/8 in the
first outer loop iteration, g = 1/4 in the second iteration, g = 1/2 for the third iteration and
g = 1 (full resolution) in the fourth and final iteration. We first focus on the RMSE results
for Cases 1-4, where the resolution is fixed throughout the iterations, before discussing the
results for Case 5.

From both Figures 6.5 and 6.6, we see that as stronger background error correlations are
introduced, the difference between the RMSEs of each of Cases 1-3 decreases. For example,
for LinProb1, Figure 6.5(d) shows that the lines for Case 1, 2 and 3 almost entirely overlap,
unlike in Figure 6.5(a), where there is a clear difference between the performance of Case
1 and the other two cases. This result links to what we saw in Tables 6.1 and 6.2 and the
theoretical results in Section 6.2, where we found that the stronger the background error
correlations are, the less of an effect the resolution change has on the conditioning of the
problem.

For Case 4, we do not see such an improvement. It appears that for any choice of CB that
we consider, the performance of Case 4 does not improve relative to the higher resolution
cases. As explained in our discussion on numerical results of Tables 6.1 and 6.2, the differ-
ence between the LHS and the RHS of (6.52) appears to increase as g is reduced and, from
our results in Figures 6.5 and 6.6, the effect of this overwrites the positive effect of using
stronger background error correlations. Thus, the results from the RMSE profiles show that
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(a) LinProb1, CB0
(b) LinProb1, CB1

(c) LinProb1, CB2
(d) LinProb1, CB3

(e) LinProb2, CB0 (f) LinProb2, CB1 (g) LinProb2, CB2 (h) LinProb2, CB3

(i) LinProb3, CB0
(j) LinProb3, CB1

(k) LinProb3, CB2
(l) LinProb3, CB3

Figure 6.5: RMSE profiles for the Case 1 (black), Case 2 (red), Case 3 (blue) and Case
4 (magenta) of the incremental method for LinProb1 in (a)-(d), LinProb2 in (e)-(h) and
LinProb3 in (i)-(l), where nr = 100 for different choices of CB indicated in the plot captions.
The observation error is 5% and the background error is 10%.

the stronger the background error correlations are, the less of an effect the resolution change
has on the convergence of the incremental method so long as g is above a certain threshold.

Our RMSE results for the full resolution case (Case 1) agree with the findings of [73], which
showed that in the case that the observation errors are uncorrelated, the use of more obser-
vations will always reduce the analysis error. For both the linear and nonlinear problems,
the difference between the RMSE of Cases 1-4 appears to increase as more observations are
included along the spatial domain. That is, the results for LinProb3 and NonlinProb3, where
there are observations at the first p = 3n/4 spatial grid-points appear to show that there is a
greater difference between the performance of Cases 1-4 compared to the other cases of ob-
servation operators, with LinProb1 and NonlinProb1 appearing to show the least difference
between the cases. This indicates that the effect of using a reduced resolution on the accu-
racy of the analysis is more prevalent in the presence of more observations. As discussed in
relation to the results of Tables 6.1 and 6.2, this is because when there are more observations
along the full resolution grid, more interpolation is performed for the reduced grid, which
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(a) NonlinProb1, CB0
(b) NonlinProb1, CB1

(c) NonlinProb1, CB2
(d) NonlinProb1, CB3

(e) NonlinProb2, CB0 (f) NonlinProb2, CB1 (g) NonlinProb2, CB2 (h) NonlinProb2, CB3

(i) NonlinProb3, CB0
(j) NonlinProb3, CB1

(k) NonlinProb3, CB2
(l) NonlinProb3, CB3

Figure 6.6: RMSE profiles for the Case 1 (black), Case 2 (red), Case 3 (blue) and Case
4 (magenta) of the incremental method for NonlinProb1 in (a)-(d), NonlinProb2 in (e)-(h)
and NonlinProb3 in (i)-(l), where nr = 100 for different choices of CB indicated in the plot
captions. The observation error is 5% and the background error is 10%.

is an inexact procedure that can produce large errors and more so as the resolution is reduced.

In both Figures 6.5 and 6.6 we see that as stronger background error correlations are intro-
duced, the RMSEs of the Case 5 realisations increase. For LinProb2 and LinProb3, there
are even cases where Case 5 is the worst performing case with respect to RMSE of the
analysis when using CB3 . As suggested by the plots in Figure 6.5, this may be because the
performance of Cases 1-4 differs more so as stronger background error correlations are intro-
duced. Therefore, as the multi-incremental method uses all four of these resolution choices,
the accumulation of the differences between their performances as stronger background error
correlations are introduced may result in the multi-incremental method performing worse
than when a fixed resolution is used across all inner loop minimisations. In such a case,
it appears to be preferential to use the lowest resolution case we consider, where g = 1/8
throughout all outer loop iterations, as opposed to increasing the spatial resolution at each
iteration as in Case 5, thus, saving both computational storage and time.
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So far in this chapter, we have seen both theoretically and numerically the effect that the use
of a reduced resolution inner loop may have on the conditioning of the inner loop problem.
Furthermore, the results from the error profiles suggested that the accuracy of precondi-
tioned 3D-Var analysis is also affected by the level of resolution reduction used in the inner
loop. We next focus on studying the effect on the frequencies resolved in the algorithmic
output of the incremental method when using a reduced resolution inner loop to solve the
preconditioned 3D-Var problem (2.70). We use the error in the power spectra of the DFT
output to determine this effect.

We aim to understand what effect the use of a reduced resolution inner loop has on the fre-
quencies resolved in the analysis of the preconditioned 3D-Var problem by the incremental
method at different spatial resolutions. We present our results when applying Algorithm
3.4.1 to linear problems LinProb1, LinProb2 and LinProb3 and nonlinear problems Non-
linProb1, NonlinProb2, and NonlinProb3, noting that in the remainder of this section, the
reference state vector is instead given by (6.50) so that there are more non-zero frequencies
than in (6.47).

To gain an understanding of how the restriction and interpolation matrices defined in Section
6.1 behave at different resolutions, we first consider the power spectra of the DFT of the
reduced resolution reference state Slgx

ref and the interpolated reduced resolution reference
state ShgSlgx

ref . We can use these basic results about our problem to explain the behaviour
later in this section, where we consider the effect this has on the wavenumbers recovered
after τe = 8 evaluations (kmax = 4 iterations) of the incremental method by examining the
absolute analysis error in the nonzero wavenumbers.

Using power spectra may help us to understand how using a reduced resolution inner loop in
the incremental method affects the analysis. In each outer loop iteration, we are restricting
the resolution of the increment to be either a half, a quarter or an eighth of the resolution
of the state vector, and then using an extension operator to map back to the original reso-
lution using either linear or cubic interpolation at the end of the inner loop minimisation.
Therefore, we expect there to be an error in the way the waves are represented. However,
it is not clear how much of an effect this may have on which waves are recovered. We can
demonstrate the effects of the use of the restriction and extension matrices on the waves
resolved of the reference state vector xref ∈ Rn. The n elements of x are equally spaced
along the one-dimensional grid (see Figure 6.1) and are defined by (6.50).

As outlined in Section 2.2, we use the restriction operator defined to be (6.2) to map the
3D-Var increments to the reduced resolution and solve a reduced resolution inner problem.
In doing so, we lose some information about the problem as reducing the spatial resolution
of a grid results in a limit on the number of full resolution grid frequencies that can be
resolved. By using the DFT scaling factor 2/n on the reduced resolution DFT output, we
are able to compare the amplitude of the powers for the reduced resolution increments to
that of the full resolution increment. Figure 6.7 shows the power spectra of the reduced
resolution reference state Slgx

ref at different spatial resolutions. From this figure, we can
see the change in the frequencies resolved as the frequency of samples of the function (6.50)
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along the grid is reduced, as expected. Furthermore, the change in the power of wavenumber
κ = 0 (2.45) away from zero in Figures 6.7(c) and 6.7(d) indicates that there has been a shift
in the wave along the y-axis of the plot of the reduced resolution reference state Slgx

ref , for
g = 1/4 and g = 1/8. Therefore, not only has smaller scale information been lost, but the
wave is no longer centred around zero.

(a) g = 1 (b) g = 1/2 (c) g = 1/4 (d) g = 1/8

Figure 6.7: Power spectra of the DFT of Slgx
ref , where Slg and xref are defined in (6.2) and

(6.50), respectively, for different choices of g.

As expected, we see that as the inner loop resolution is reduced, the more difficult it is
to accurately represent (6.50), thus the number of wavenumbers with non-zero amplitudes
correctly resolved in the power spectra reduces. The implication this has on the reduced
resolution increments in incremental VarDA is that the lower the resolution, the more diffi-
cult it is to recover the larger wavenumbers (smaller scales). This is a known result and in
VarDA practice, where we rely on the use of the relatively few nonlinear outer loop iterations
to help recover some of the information lost in the reduced resolution inner loop.

We have seen the effect that the use of the restriction operators has on the ability to rep-
resent a wave on the reduced resolution grid for our specific problems. By looking at the
power spectra after the linear and cubic interpolation matrices have been applied to the
reduced resolution reference state Slgx

ref at different spatial resolutions, we may be able to
understand the effect these extension matrices have on the quality of the update (3.37) and
subsequently, the quality of the 3D-Var analysis when using the incremental method with a
reduced resolution inner loop.

From the DFT reciprocity relations property (2.47), we know that the low resolution grid
is only able to recover the first and last r/2 wavenumbers. By interpolating from the low
resolution to the full resolution, we are unable to recover the information lost when restrict-
ing the resolution. This is the implication of the use of a reduced grid and subsequently
interpolating, which causes a loss of information.

We use the reference state (6.50) to see whether all three waves are resolved after restricting
xref by applying Sl and then applying the interpolation operator Sh. Figure 6.8 contains
plots of Slinhg Slx

ref and the power spectra of their DFTs at different spatial resolutions.
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Figure 6.8(a) is a plot of the original full resolution discrete sample (6.50). We see that
as the resolution is reduced in subsequent plots in Figures 6.8(b), 6.8(c) and 6.8(d), there
occurs some form of smoothing due to the averaging that occurs when using linear inter-
polation. Linear interpolation works with the information from the reduced resolution grid
only. When interpolating to the full resolution grid, it is not possible to recover the finer
details of the full resolution grid that were not present in the reduced resolution, it is only
possible to use the information known at the reduced resolution grid to estimate the values at
the full resolution grid-points. When interpolating, the intermediate points between the re-
duced resolution grid-points are generated using the neighbouring grid-points at the reduced
resolution. Therefore, the general shape of the wave at the reduced resolution grid is retained.

The corresponding power spectra in Figures 6.8(e), 6.8(f), 6.8(g) and 6.8(h) show the effect
of applying the restriction and extension matrices to xref has on resolving the original waves
of xref . The wavenumber with the smallest non-zero power (wavenumber 30) is not resolved
when using any of the three linear interpolation matrices. Some power is incorrectly allo-
cated to other wavenumbers in Figures 6.8(f), 6.8(g) and 6.8(h). Although all three of these
cases recover wavenumber 1, the case where the eighth resolution linear interpolation matrix
is used incorrectly allocates more power to it. This is because, when reducing the number
of grid-points to an eighth of the original grid, there may be too little information available
to correctly represent the waves, even after interpolation. This is an example of aliasing, as
discussed in Section 2.1.3. The high frequency waves are aliased as lower frequency waves as
there are not enough grid-points to represent the structure of a wave. The ability to solve
the 3D-Var problem in the limited time and computational cost available comes at a cost of
aliasing.

From Figures 6.8(g) and 6.8(h), we see that unlike in Figures 6.8(e) and 6.8(f), wavenumber
0 has a non-zero magnitude. This is because of the special case we saw in (2.45). From
Figures 6.8(a) and 6.8(b), we see that the mean of the values is 0, corresponding to a mag-
nitude of 0 in the power spectra. From Figures 6.8(c) and 6.8(d), we see that the mean has
shifted, resulting in a non-zero magnitude at wavenumber 0 in the power spectra. This is
an interesting result as it shows that by reducing the resolution of the grid used in the inner
loop of the incremental method, the extension matrices are not able to retrieve the original
wave pattern of the full resolution grid, resulting in an incorrect representation of the waves
on the power spectra. This result stresses the importance of three elements of incremental
VarDA in practice. The first is to avoid this issue happening in the first place by using
an appropriate sampling rate. The ECMWF moved from using a linear grid, where 2 grid
points are used to model the smallest wavelength, to a cubic grid, where 4 grid points are
used in their IFS update cycle 41r2 and have since moved to using a more efficient octahe-
dral grid [81]. The second element is the use of more high resolution outer loop iterations to
incorporate more high resolution information and thus improve the analysis. The ECMWF
have continued to increase the number of outer loop iterations of the incremental method
performed over the years, with the latest IFS update (47r1) using four outer loop iterations.
The third and final element is the use of an accurate background state vector such that the
initial guess for the minimisation is already at a high accuracy, resulting in less reliance on
the inner loop updates. Improvements to the background are made in the latest IFS update
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(47r1) through the use of continuous DA, which delays the cut-off period for observations to
be included in the assimilation [34].

(a) g = 1 (b) g = 1/2 (c) g = 1/4 (d) g = 1/8

(e) g = 1 (f) g = 1/2 (g) g = 1/4 (h) g = 1/8

Figure 6.8: Plot of Sh
lin
g Slgx

ref in (a)-(d) and the power spectra of its DFT in (e)-(h), where

Sh
lin
g , Slg and xref are defined in (6.8), (6.2) and (6.50), respectively, for different choices of

g.

Figure 6.9 contains similar plots where the cubic interpolation matrix for the half resolution
Sh

cub
1/2 is used. We see that Figure 6.9(a) is closer to Figure 6.8(a) than Figure 6.8(b) was.

This result means that the cubic interpolation matrix in this case is better at reducing the
error between that original vector (6.50) and the interpolated vector Sh1/2Slgx

ref than the
linear interpolation matrix was. Furthermore, from Figure 6.9(b), we can see that when
cubic interpolation is used, wavenumber 30 is recovered. However, the power is smaller than
that of the original wave shown in Figure 6.8(e) and some power is still incorrectly allocated
to wavenumber 10. This is an improvement on when linear interpolation was used in Figure
6.8(f) where wavenumber 30 was not recovered and more power was incorrectly attributed
to wavenumber 10.

We now ask ourselves, after reducing the resolution, is there enough information (the right
kind of sample) to interpolate back to the higher resolution and resolve the small scales?
This depends on whether the values kept after reducing the resolution give us enough infor-
mation about the shape of the waves. We saw in Figures 6.8 and 6.9 that by reducing the
resolution and then interpolating back to the higher resolution, we were not able to accu-
rately recover the larger wavenumbers present in Figure 6.8(a). This is because by reducing
the resolution in grid-point space using Sl defined in (6.2), we are essentially taking a less
frequent sample. By interpolating back to the higher resolution, we are only using infor-
mation from this reduced sample and if the reduced sampling rate falls below the Nyquist
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(a) g = 1/2 (b) g = 1/2

Figure 6.9: Plot of Sh
cub
1/2Sl1/2x

ref in (a) and the power spectrum of its DFT in (b) at different
resolutions using cubic interpolation matrices.

rate (2.48), it would not be possible to recover the highest frequencies (largest wavenumbers).

However, in VarDA, we are using high resolution outer loops and high resolution observation
information when solving the inner loop. This may mean that during the inner loop minimi-
sation, the reduced resolution update takes into account some small scale (high frequency)
information, which is then interpolated to the high resolution fields on the outer loop. In
order to test if this is the case, in the remainder of this chapter, we use our understanding
from this section so far to study the error in the frequencies of the algorithmic output of the
incremental method when applied to the preconditioned 3D-Var problem (2.69).

For each of the linear and nonlinear problems, we apply the incremental method, Algorithm
3.4.1, where the reference state is generated as in (6.50) until the maximum number of outer
loop iterations kmax = 4 is achieved. Recall from Section 6.3, εb is chosen to be small rel-
ative to the average magnitude of the entries of xref , and as the background state vector
is used as the initial guess for Algorithm 3.4.1, we are starting the algorithm close to the
reference solution. Therefore, the inner loop updates do not need to be very significant in
order to achieve convergence on the outer loop level and we expect the standard deviation
of the analysis error to be bounded above by the background and observation error standard
deviations. For this reason, we expect all non-zero frequencies to be present in the analysis
found using Algorithm 3.4.1 in Cases 1-5 with relatively smaller error in the wave amplitudes
of the analysis. However, due to the use of a reduced spatial grid to represent the inner loop
problem, we do expect there to be some error between Cases 1-5 as there is a limit on which
wavenumbers can be represented by each grid. We use error profiles to quantify these errors,
as explained in the following.

From Sections 6.2 and 6.4, we saw how the condition number of the preconditioned 3D-Var
Hessian and the accuracy of the analysis are affected not only by the resolution of the inner
loop, but also the strength of the background error correlations and the number of observa-
tions in space. Therefore, within the results of this section, we also consider the effect of the
use of different inner loop resolutions, background correlation structures and increasing the
number of observations along the spatial grid to see how these choices affect the quality of
the frequencies resolved.
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In order to compare the accuracy of the non-zero wavenumbers of the estimate obtained by
the incremental method at different inner problem resolutions, for each Case 1-5 and for
a given wavenumber, we take the difference between the power of the DFT output of the
estimate and the power of the DFT output of xref . The error in the power of wavenumber
κ after kmax iterations is given by∣∣∣ρκ( 2

n
DFT (x(kmax))

)
− ρκ

( 2

n
DFT (xref )

)∣∣∣. (6.54)

To understand what is happening with the wavenumbers as the resolution is reduced, we
plot the error in the power of the DFT of each wavenumber κ at the end of the minimisation,
where kmax = 4.

We plot the percentage of problems solved by the incremental method within a specified
tolerance of the error (6.54). For the linear problems LinProb1, LinProb2 and LinProb3,
Figures 6.10, 6.12 and 6.14 show the profiles for the error in the power of the wavenum-
bers recovered using the incremental method for Cases 1-5 and wavenumbers 1, 20 and 30
respectively. Similar figures for the nonlinear problems NonlinProb1, NonlinProb2 and Non-
linProb3 are shown in Figures 6.11, 6.13 and 6.15.

As we set n = 80, for Cases 1 and 5 we expect to have updates for the first 40 wavenumbers of
xb, for Case 2 the first 20, for Case 3 the first 10 and for Case 4 the first 5 wavenumbers. We
define xref using (6.50), so the wavenumbers with a non-zero amplitude for their power are
κ = 1, 20 and 30. Therefore, wavenumber 1 should be recovered to a high level of accuracy
by all Cases 1-5, wavenumber 20 should be recovered to a high level of accuracy by Cases 1,
2 and 5 and wavenumber 30 should be recovered to a high level of accuracy by Cases 1 and
5 only.

For wavenumber κ = 1, the results for the linear and nonlinear problems are given in Fig-
ures 6.10 and 6.11 respectively. For the linear problems, Figure 6.10 shows that the error
in the power for Cases 1, 2 and 3 are very similar in all choices of observation operator
choices. However, for LinProb1, LinProb3, NonlinProb1 and NonlinProb3, the error in Case
4 is considerably worse. From Figure 6.8, we can see why this is the case. When g = 1/8
in Figures 6.8(d) and 6.8(h) show a stark difference in numerical values and frequencies
resolved between the original full resolution wave in Figures 6.8(a) and 6.8(e). In particu-
lar, wavenumber κ = 1 has a smaller amplitude than in the other wavenumber cases. The
structure of the observation operators of LinProb2 and NonlinProb2 appear to allow for an
improvement in resolving the first wavenumber in the analysis. This is due to the role of
Ĥ in (3.37). Having too few observations in Case 4 such as in LinProb1 and NonlinProb1
where p = n/4 results in there not being enough high resolution information to correctly
represent the problem in the reduced resolution inner loop. Furthermore, having too many
observations in Case 4 such as in LinProb3 and NonlinProb3 where p = 3n/4 results in
more interpolation from the full resolution grid to the reduced resolution grid, resulting in
increased errors from interpolation. The choice of p = n/2 in LinProb2 and NonlinProb2
appears to create a balance between the amount of high resolution information in the inner
loop and the number interpolated increments required, resulting in better convergence of
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wavenumber κ = 1.

(a) LinProb1, CB0
(b) LinProb1, CB1

(c) LinProb1, CB2
(d) LinProb1, CB3

(e) LinProb2, CB0 (f) LinProb2, CB1 (g) LinProb2, CB2 (h) LinProb2, CB3

(i) LinProb3, CB0 (j) LinProb3, CB1 (k) LinProb3, CB2 (l) LinProb3, CB3

Figure 6.10: Error profiles of wavenumber κ = 1 for Case 1 (black), Case 2 (red), Case 3
(blue) and Case 4 (magenta) of the incremental method for LinProb1 in (a)-(d), LinProb2
in (e)-(h) and LinProb3 in (i)-(l), where nr = 100 for different choices of CB indicated in
the plot captions. The observation error is 5% and the background error is 10%.

For wavenumber κ = 20, the results for the linear and nonlinear problems are given in
Figures 6.12 and 6.13 respectively. From these, we see the two behaviours that we saw the-
oretically in Section 6.2 and numerically in Section 6.4.1 for the condition number of the
preconditioned Hessian. That is, as we strengthen the background error correlations, Cases
1-4 behave more similarly. Furthermore, as the number of observations increase along the
grid, the greater the difference between Cases 1-4. We see similar results for wavenumber
κ = 30, where the results for the linear and nonlinear problems are given in Figures 6.14
and 6.15 respectively.

Due to the use of an accurate initial guess for the minimisations, we expect that wavenumber
κ = 20 is present in all the analyses of each of Cases 1-5, but only in Cases 1 and 2 do we
expect to recover wavenumber κ = 20 to a high accuracy. We see that for the linear prob-
lems in Figure 6.12, Cases 1 and 2 recover wavenumber κ = 20 with the highest accuracy
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(a) NonlinProb1, CB0
(b) NonlinProb1, CB1

(c) NonlinProb1, CB2
(d) NonlinProb1, CB3

(e) NonlinProb2, CB0 (f) NonlinProb2, CB1 (g) NonlinProb2, CB2 (h) NonlinProb2, CB3

(i) NonlinProb3, CB0
(j) NonlinProb3, CB1

(k) NonlinProb3, CB2
(l) NonlinProb3, CB3

Figure 6.11: Error profiles of wavenumber κ = 1 for Case 1 (black), Case 2 (red), Case 3
(blue) and Case 4 (magenta) of the incremental method for NonlinProb1 in (a)-(d), Non-
linProb2 in (e)-(h) and NonlinProb3 in (i)-(l), where nr = 100 for different choices of CB

indicated in the plot captions. The observation error is 5% and the background error is 10%.

and perform almost identically. Cases 3 and 4 also perform almost identically to each other
and are the worst cases in terms of accuracy, but are only marginally worse than Cases
1 and 2, especially when stronger background error correlations are included. The overall
high accuracy of all 5 cases is attributed to the accurate initial guess used, which results in
wavenumber κ = 20 being present in the background. The results differ for the nonlinear
problems in Figure 6.13. In Figures 6.13(e) 6.13(i) and 6.13(j) we see that Case 2 is the
worst choice. The updates generated by Case 2 of the incremental method are resulting
in worse convergence results on the outer loop level than if a lower resolution case is used.
These results show that the level of resolution is not necessarily the dominating factor in the
accuracy of the analysis, the nonlinearity of the observation operator also plays a role.

We expect that wavenumber κ = 30 is present in all the analyses of each of Cases 1-5 as an
accurate initial guess for the minimisations is used, but that only Case 1 is able to recover
wavenumber κ = 30 to a high accuracy. This is reflected in the results for both the linear and
nonlinear problems in Figures 6.14 and 6.15. We see that Case 1 is the best choice across all
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(a) LinProb1, CB0
(b) LinProb1, CB1

(c) LinProb1, CB2
(d) LinProb1, CB3

(e) LinProb2, CB0 (f) LinProb2, CB1 (g) LinProb2, CB2 (h) LinProb2, CB3

(i) LinProb3, CB0
(j) LinProb3, CB1

(k) LinProb3, CB2
(l) LinProb3, CB3

Figure 6.12: Error profiles of wavenumber κ = 20 for Case 1 (black), Case 2 (red), Case 3
(blue) and Case 4 (magenta) of the incremental method for LinProb1 in (a)-(d), LinProb2
in (e)-(h) and LinProb3 in (i)-(l), where nr = 100 for different choices of CB indicated in
the plot captions. The observation error is 5% and the background error is 10%.

observation structures and background error structures, with Cases 2-4 performing almost
identically in all cases. We notice that Case 5 does particularly well in recovering the small
scales despite only using one full resolution outer loop iteration out of the four outer loop
iterations. This aligns with the findings of ECMWF when using multi-incremental 4D-Var -
that the increased resolution of the analysis increments enables updates at the smaller scales
[58].

Regarding the effect of the strength of the background error correlations on the convergence
of the incremental method, in Figures 6.10-6.15 we see that as stronger background error
correlations are introduced, the difference between the error in the power for Cases 1-4
reduces. This is similar to what we saw theoretically in Section 6.2 and numerically in
Section 6.4.1 for the condition number of the preconditioned Hessian. By increasing the
correlation length scale, we are increasing the strength of the background error correlations
and thus the entries of the background error covariance matrix. Recall from Section 6.3 that
the background (initial guess for the minimisation) is generated by adding noise (6.48) to
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(a) NonlinProb1, CB0
(b) NonlinProb1, CB1

(c) NonlinProb1, CB2
(d) NonlinProb1, CB3

(e) NonlinProb2, CB0 (f) NonlinProb2, CB1 (g) NonlinProb2, CB2 (h) NonlinProb2, CB3

(i) NonlinProb3, CB0
(j) NonlinProb3, CB1

(k) NonlinProb3, CB2
(l) NonlinProb3, CB3

Figure 6.13: Error profiles of wavenumber κ = 20 for Case 1 (black), Case 2 (red), Case 3
(blue) and Case 4 (magenta) of the incremental method for NonlinProb1 in (a)-(d), Non-
linProb2 in (e)-(h) and NonlinProb3 in (i)-(l), where nr = 100 for different choices of CB

indicated in the plot captions. The observation error is 5% and the background error is 10%.

the reference state as follows
xb = xref + σ2

bC
1/2
B εb. (6.55)

Now, increasing more of the off diagonal entries in CB results in more off diagonal entries of
C

1/2
B , resulting in the term σ2

bC
1/2
B εb in (6.55) having larger entries. Considering what this

means in spectral space, the length scale of the background error correlation matrix con-
trols the spread of the background errors along the grid and subsequently, the wavenumbers.
This can be visualised in Figure 6.16, which shows the power spectra of the background
errors of a typical realisation for each case of CB that we consider. From this figure, we see
that increasing the strength of the background error correlations results in a shift from hav-
ing amplitudes in the powers spread across all wavenumbers, to having considerably larger
amplitudes at the smaller wavenumbers. The sensitivity of the scales of the analysis to ob-
servations has been noted by both [30] and [42]. When the correlation length scale for the
observation error correlations is smaller (larger) than that of the background error correla-
tions, the analysis will be less (more) sensitive to observations at the small scales compared
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(a) LinProb1, CB0
(b) LinProb1, CB1

(c) LinProb1, CB2
(d) LinProb1, CB3

(e) LinProb2, CB0 (f) LinProb2, CB1 (g) LinProb2, CB2 (h) LinProb2, CB3

(i) LinProb3, CB0
(j) LinProb3, CB1

(k) LinProb3, CB2
(l) LinProb3, CB3

Figure 6.14: Error profiles of wavenumber κ = 30 for Case 1 (black), Case 2 (red), Case 3
(blue) and Case 4 (magenta) of the incremental method for LinProb1 in (a)-(d), LinProb2
in (e)-(h) and LinProb3 in (i)-(l), where nr = 100 for different choices of CB indicated in
the plot captions. The observation error is 5% and the background error is 10%.

to the large scales and when the length scales are equal, the sensitivity is fixed across all
scales. In our work, we consider the use of uncorrelated observation errors only, where the
background error correlation length scale is varied. Our findings coincide exactly with the
findings of [42] in the case of positive monotonic decreasing correlation functions: increasing
the correlation length scale results in an increase in uncertainty for the large scales of the
analysis and a decrease in uncertainty for the small scales.

In our results, we expect all Cases 1-5 are able to update the smallest wavenumber κ = 1.
But it is the larger wavenumbers κ = 20 and κ = 30 that we expect some of the cases not
to update. Therefore, when there are weaker background error correlations, the background
errors are distributed across all wavenumbers, so the lower resolution cases will be unable to
improve the accuracy of the smaller wavenumbers. When the background error correlations
are increased, the errors are focused more so on the smaller wavenumbers, which all the
resolutions we consider are able to update, and the larger wavenumbers are less erroneous.
Therefore, the performance of all the cases is expected to improve.
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(a) NonlinProb1, CB0
(b) NonlinProb1, CB1

(c) NonlinProb1, CB2
(d) NonlinProb1, CB3

(e) NonlinProb2, CB0 (f) NonlinProb2, CB1 (g) NonlinProb2, CB2 (h) NonlinProb2, CB3

(i) NonlinProb3, CB0
(j) NonlinProb3, CB1

(k) NonlinProb3, CB2
(l) NonlinProb3, CB3

Figure 6.15: Error profiles of wavenumber κ = 30 for Case 1 (black), Case 2 (red), Case 3
(blue) and Case 4 (magenta) of the incremental method for NonlinProb1 in (a)-(d), Non-
linProb2 in (e)-(h) and NonlinProb3 in (i)-(l), where nr = 100 for different choices of CB

indicated in the plot captions. The observation error is 5% and the background error is 10%.

(a) CB0
(b) CB1

(c) CB2
(d) CB3

Figure 6.16: Power spectra of the DFT of σ2
bC

1/2
B εb in (6.55) for different choices of CB as

indicated by the plot captions.

We conclude from these results that a reduction in the inner loop resolution using the linear
interpolation extension matrices negatively affects the convergence of the outer loop in the
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3D-Var incremental method, both in terms of the numerical accuracy of the analysis and the
accuracy of the frequencies of the analysis resolved. However, we know that using a reduced
resolution inner loop has a clear computational time and cost benefit, especially considering
the dimension of the variational problem in practice (of order 108 − 109). Therefore, it is
important to consider this saving in practical implementations to achieve a balance.

6.5 Conclusion

Within this chapter, we address research question RQ2 where we study the effect that the
use of a reduced resolution inner loop has on the convergence of the incremental method.

We begin by outlining the reduced resolution framework in Section 6.1 where we define a
simple restriction operator to map to the reduced grids we consider. We then show that the
pseudo-inverse of the restriction matrix is not a good choice and introduce the linear and
cubic interpolation extension matrices used to map to the original grid from the reduced
resolution grids.

To understand the effect of using a linear and cubic interpolation matrix as the extension
operator on different components of the incremental method and its convergence (address-
ing RQ2(b)), in Section 6.2 we analyse the structure of the interpolation matrices and show
that we can exploit their structure in order to bound various quantities in the incremental
method. We prove that the 2-norm of the linear and cubic interpolation matrices are equal
to the square root of the inverse of the resolution parameter g and discuss how this result
applies to higher orders of interpolation. We also derive a theoretical bound on the norm
of the square-root of the background error correlation matrix (used in the preconditioner)
in terms of g and use this, along with the bound on the 2-norm of the interpolation matrix
to derive an upper bound on the condition number of the preconditioned 3D-Var Hessian
for different inner loop resolutions. In doing so, we are also addressing RQ2(c). We use the
latter bound to understand the effect that the use of reduced resolution operators have on
the accuracy to which we could be able to solve the inner loop problem in practice. We
find that this bound indicates that as the inner loop resolution is reduced, the bound on the
condition number of the preconditioned 3D-Var Hessian increases. Furthermore, we find the
use of the bound on the norm of the square-root of the background error correlation matrix
suggests that as the correlation length scale increases, the influence of the resolution param-
eter g in the bound on the condition number (6.40) decreases. These findings are supported
by our numerical experiments in Section 6.4.1 where we use the incremental method to solve
the preconditioned 3D-Var problem using different inner loop resolutions. We find that the
effect of the resolution change does not have as great an impact on the conditioning of the
inner loop problem as the presence of background error correlations has.

To understand how the reduced resolution algorithmic output compares to the full resolu-
tion algorithmic output (addressing RQ2(d)), in Section 6.4.2 we consider the analysis error,
which is of interest to the DA community. We use assimilation experiments using six pre-
conditioned 3D-Var problems with linear and nonlinear observation operators to compare
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the analysis error generated by the incremental method using different inner loop resolutions
and within a limited number of iterations, similar to what is used in practice. We find that
the accuracy with which the preconditioned 3D-Var problem is solved is more so affected
by the level of resolution in the presence of more observations along the spatial domain.
Furthermore, we find that the stronger the background error correlations are, the less of
an effect the resolution change has on the convergence of the incremental method. This
latter finding coincided with both our theoretical and experimental work on the condition
number in Sections 6.2 and 6.4.1 respectively. The implication that these results have on
operational VarDA settings is that they highlight the importance of correctly prescribing
background errors, especially when using a reduced resolution inner loop problem, as we
have found that the strength of background error correlations has a greater impact on the
conditioning of the inner loop than the effect of the use of a reduced resolution inner problem.

To understand how the use of restriction/extension matrices affects the convergence of the
wavenumbers in the analysis (addressing RQ2(e)), we use the power spectra of the discrete
Fourier transform of the 3D-Var analysis and analyse the error in the amplitudes of the non-
zero wavenumbers of the reference state for different resolution choices. We find that the
influence of the nonlinear observation operator and the background error covariance matrix,
again, play a key role in the effect that the use of a reduced resolution inner loop has on
the accuracy of the frequencies resolved in the analysis and that the level of resolution is
not necessarily the dominating factor in the accuracy of the analysis. In particular, we find
that the weaker the background error correlations are, the stronger the errors across the
higher frequencies are, thus the more difficult it is for the reduced resolution incremental
method to accurately resolve the higher frequencies of the reference state. Furthermore, we
identified cases where the nonlinearity of the observation operator had a negative effect on
the accuracy of the wavenumbers resolved by the reduced resolution incremental method.

As mentioned in Section 6.4.2, our RMSE results for the full resolution case agree with the
findings of [73], which showed that in the case that the observation errors are uncorrelated,
the use of more observations will always improve the analysis error. However, the authors
show that this is not necessarily the case if correlated observation errors are included. The
work of [42] studied the relationship between the use of background and observation error
statistics and the observation operator, and showed that spatially dense observations can
be made the most out of if they are able to resolve more small scale information than the
background. This is an extension to the work of [73], [108] and [118] that focused on the
effect of observation error correlations on the scales of the analysis alone, and not on the
interaction with the background error statistics and the observation operator. In particular,
[42] found that if both the background and observation error correlations are modelled using
the SOAR matrix and the state variables are directly observed, the use of dense observa-
tions is most beneficial when the observation error correlation’s length scale is larger than
that of the background error correlation’s. Within our work, we only consider the use of
uncorrelated observation error covariance matrices. The first operational implementation of
horizontal correlation observation errors in a DA system for NWP was documented in [116].
This work used the Met Office system to show that within the computational limits of DA
in NWP, the introduction of the correlated observation error allows the assimilation to make
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better use of more observations. Thus, repeating our experiments where observation error
correlations are accounted for may be of interest in future work.

Our main result of this chapter, the bound on the condition number of the reduced resolution
preconditioned 3D-Var Hessian, gives the DA community an understanding of how the inner
loop interacts with the background error covariance matrix and the observation operator and
influences the convergence of an inner loop method. In our work, we solve the inner loop
exactly. In future work, this bound can be used to give an indication of how an iterative
inner loop method (such as CG) may perform given a level of resolution.

In the following chapter, we discuss the main conclusions of this thesis.
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Chapter 7

Conclusion

Within this thesis, we aimed to address the following research questions.

RQ1. Is the use of globally convergent strategies within GN beneficial in varia-
tional data assimilation?

(a) How can the GN method benefit from the use of globally convergent strategies?

(b) How do the globally convergent method parameters interact with the variational
problem?

(c) How do GN, LS and REG behave if the initial guess of the minimisation (the
background) is highly inaccurate compared to the observations?

(d) In what situations are the globally convergent methods a better option then GN
in the presence of a long assimilation time-window?

RQ2. What is the effect of using a reduced resolution inner loop on the conver-
gence of the incremental method?

(a) How does the level of resolution reduction affect the convergence of the incre-
mental method?

(b) What is the effect of using a linear and cubic interpolation matrix as the extension
operator on the different components of the incremental method?

(c) What effect does the use of reduced resolution operators have on the accuracy to
which we could be able to solve the inner loop problem in practice?

(d) How does the reduced resolution algorithmic output compare to the full resolution
algorithmic output?

(e) How does the use of restriction/extension matrices affect the convergence of the
wavenumbers in the analysis?
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In Chapters 2 and 3, we outlined the background behind our research questions. More
specifically, in Chapter 2, we introduced the mathematical preliminaries used throughout
this thesis. We then outlined both the standard and incremental formulations of the VarDA
method. We introduced the preconditioned formulation using the square-root of the back-
ground error covariance matrix; a preconditioner commonly used in practice for the VarDA
inner loop. Finally, we outlined the numerical models used in the 4D-Var experimental work
of this thesis.

In Chapter 3, we outlined the theory of nonlinear least-squares problems and outlined and
discussed three fundamental unconstrained optimisation methods for nonlinear least-squares
problems, namely, Steepest Descent, Newton’s method and Gauss-Newton (GN). We out-
lined two local convergence results for the GN method before discussing two methods that use
safeguards within GN to make GN globally convergent, namely, Gauss-Newton with back-
tracking Armijo line search (LS) and Gauss-Newton with quadratic regularisation (REG).
We then reviewed relevant optimisation methods that have been applied to the variational
problem and discussed what is sought from an optimisation method in VarDA. Finally, we
outlined various stopping criteria used to terminate optimisation methods and discussed how
to compare the performance of optimisation methods.

In the following section we consider how our research questions have been addressed within
this thesis. We then highlight our main contributions in Section 7.2. Finally, in Section 7.3
we reflect on our research findings and discuss some ideas for future research.

7.1 Conclusion of Research

In this section, we outline the contributions of our research.

In Chapter 4, we address research questions RQ1(a), RQ1(b) and part of RQ1(c).

• (Addressing RQ1(a)) In Sections 4.2 and 4.3, we outline and prove the global con-
vergence theorems of LS and REG when applied to a general nonlinear least-squares
problem. We discuss how the assumptions made in these convergence proofs are sat-
isfied in DA in Section 4.1, concluding that LS and REG are theoretically practical
methods for application to VarDA.

• (Addressing RQ1(b)) In Section 4.5, we use the variational problem to propose a way
to choose an initial REG parameter to speed up convergence of the REG method.
We propose that the standard choice of initial REG parameter of 1 is suitable for
the preconditioned VarDA problem, but the standard VarDA problem benefits from
choosing the initial REG parameter based on the background error covariance matrix.
Using numerical experiments on nonlinear 3D-Var test problems, we show that for both
uncorrelated and correlated background error matrices, the convergence of the REG
method is improved if the initial REG parameter is chosen according to the background
error covariance matrix and the method appears to be better than GN, LS and REG
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for solving the standard 3D-Var problem, both in terms of minimising the 3D-Var cost
function and in terms of the accuracy of the analysis.

• (Addressing RQ1(c)) In Section 4.7, we use numerical experiments where we apply GN
and the three globally convergent methods to nonlinear 3D-Var problems to show that
in the limited computational cost available in NWP and when there is more uncer-
tainty in the background information (initial guess for the minimisation) compared to
the observations, the GN method fails to obtain an estimate of the initial state that is
as accurate as the globally convergent methods’ estimates.

In Chapter 5, we address research questions RQ1(c) and RQ1(d).

• (Addressing RQ1(c)) Using two test models within the preconditioned 4D-Var frame-
work, we show that when there is more uncertainty in the background information
compared to the observations, the GN method may diverge in the long time-window
case, yet the globally convergent methods, LS and REG, are able to improve the esti-
mate of the analysis. We consider the case where the background information is highly
inaccurate compared to the observations in the 4D-Var framework and find that the
convergence of all three methods is improved when more observations are included
along the time-window.

• (Addressing RQ1(d)) We study the effect of the assimilation time-window length on
the convergence of GN, LS and REG. We find that in the short time-window case, there
is no benefit in using a globally convergent method as GN is able to solve the majority
of problems, even for larger values of the ratio of the background and observation error
standard deviations. In the long time-window case, when the ratio of the background
and observation error standard deviations is small, we find that GN is able to solve the
majority of problems; it is able to obtain the same solution as the LS and REG method
and does not require the use of parameter updating strategies. We use accuracy pro-
files to show numerically that in the long time-window case and when there is higher
uncertainty in the background information versus the observations, the globally con-
vergent methods are able to solve more problems than GN in the limited cost available.

In Chapter 6, we address research question RQ2.

• (Addressing RQ2(a)) In Section 6.2, we consider the use of linear and cubic interpo-
lation extension matrices at different resolutions and use these matrices to derive a
theoretical bound on the condition number of 3D-Var Hessian. This bound suggests
that as the correlation length scale increases, the influence of the resolution parameter
g in the bound on the condition number decreases. Our numerical experiments in Sec-
tion 6.4.1 showed that this relationship between g and the background error covariance
matrix existed in the actual condition number of the 3D-Var Hessian. We found that
the effect of the resolution change does not have as great an impact on the conditioning
of the inner loop problem as the presence of background error correlations has.
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• (Addressing RQ2(b)) In Section 6.2, we analyse the structure of the interpolation ma-
trices and show that we can exploit their structure in order to bound various quantities
in the incremental method. We prove that the 2-norm of the linear and cubic interpo-
lation matrices are equal to the square root of the inverse of the resolution parameter
g and discuss how this result applies to higher orders of interpolation. We also derive
a theoretical bound on the norm of the square-root of the background error correlation
matrix (used in the preconditioner) in terms of g and use this, along with the bound on
the 2-norm of the interpolation matrix to derive an upper bound on the condition num-
ber of the preconditioned 3D-Var Hessian for different inner loop resolutions. We find
that the latter bound indicates that as the inner loop resolution is reduced, the bound
on the condition number of the preconditioned 3D-Var Hessian increases. Furthermore,
we find the use of the bound on the norm of the square-root of the background error
correlation matrix suggests that as the correlation length scale increases, the influence
of the resolution parameter in the bound on the condition number decreases. These
findings are supported by our numerical experiments where we find that the effect of
the resolution change does not have as great an impact on the conditioning of the inner
loop problem as the presence of background error correlations has.

• (Addressing RQ2(c)) As discussed in relation to RQ2(a), in Section 6.2, we derive a
theoretical bound on the condition number of 3D-Var Hessian. From our assimilation
experiments in Section 6.4.2, we find that the accuracy with which the preconditioned
3D-Var problem is solved is more so affected by the level of resolution in the presence of
more observations along the spatial domain. We also find that as stronger background
error correlations are introduced, the difference between the analysis errors of each
resolution Case 1-4 decreases. This latter finding coincided with both our theoretical
and experimental work on the condition number in Sections 6.2 and 6.4.1 respectively.

• (Addressing RQ2(d)) In Section 6.4.2, we use assimilation experiments to compare the
analysis error generated by the incremental method using different inner loop resolu-
tions and within a limited number of iterations, similar to what is used in practice. We
focus on the convergence of the outer loop of the preconditioned incremental 3D-Var
problem and consider when the inner loop is solved directly. We conduct experiments
using six 3D-Var problems with linear and nonlinear observation operators and com-
pare the error in the analysis when using a full, half, quarter and eighth resolution
inner loop problem. We also consider the use of both (SOAR) correlated background
error, as in practice, and uncorrelated background error. We produce error profiles to
represent our results and find that the stronger the background error correlations are,
the less of an effect the resolution change has on the convergence of the incremental
method. We find that the effect of reducing the resolution of the inner loop problem
on the accuracy of the analysis is more prevalent in the presence of more observations.

• (Addressing RQ2(e)) In Section 6.4.2, we use the power spectra of the discrete Fourier
transform of the 3D-Var analysis to understand how accurately the non-zero wavenum-
bers of the reference state can be resolved. We generate error profiles for the error in
the amplitudes of the non-zero wavenumbers for different resolution choices and find
that, as we saw in our results on the condition number of the Hessian, the level of
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resolution is not necessarily the dominating factor in the accuracy of the analysis. In
particular, we find that the weaker the background error correlations are, the stronger
the errors across the higher frequencies are, thus the more difficult it is for the reduced
resolution incremental method to accurately resolve the higher frequencies of the refer-
ence state. Furthermore, we identified cases where the nonlinearity of the observation
operator had a negative effect on the accuracy of the wavenumbers resolved by the
reduced resolution incremental method.

In the following section, we highlight the main contributions of our research.

7.2 Main contributions

• We show how the convergence of the method used operationally in VarDA (GN) can
be improved through the use of globally convergent strategies while considering the
limited time and cost available in DA. We prove global convergence of these methods
(LS and REG) and show that they are able to improve the current estimate of the
DA analysis even if the initial estimate of the solution is poor and a long assimilation
time-window is used.

• We show ways that the convergence of REG can be improved by choosing the initial
REG parameter according to components of the VarDA problem. We find that choosing
the initial REG parameter according to the background error covariance matrix results
in REG locating a more accurate DA analysis than that obtained by GN, LS or the
standard REG method.

• We derive an upper bound on the condition number of the preconditioned 3D-Var
Hessian that accounts for different inner loop resolutions of the incremental method.
This bound provides an insight into how the level of resolution interacts with the
correlated background errors and the observation operator to influence the convergence
of the incremental method.

We next reflect on our research findings and suggest future research areas.

7.3 Reflections and future research

Our findings for the first major research question RQ1 provide an insight into the perfor-
mance of globally convergent methods (LS and REG) when applied to both 3D-Var and
4D-Var problems under the computational constraints available in NWP practice. We con-
sider characteristics of the variational problems that occur in practice, such as the use of
a long assimilation time-window, inaccurate background information and nonlinear obser-
vation operators. We show cases where the method used operationally (GN) fails to solve
the variational problem as accurately as the globally convergent methods. To improve the
performance of the globally convergent methods, we consider alternative choices of their
globalisation parameters. We focus on the REG parameter and derive a way of choosing an
initial REG parameter for the variational problem that solves the variational problem to a
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higher accuracy compared to GN, LS and the standard REG in the limited computational
cost available in NWP.

We have seen how the initial choice of the regularisation parameter impacts the solution
obtained by the REG method. Research into further ways of choosing the REG parameter
and updating strategies would be key in improving the performance of the REG method for
use in NWP where there is limited time and computational cost available. The alternative
choices of the initial REG parameter that we consider show that if we know enough about
the structure of the background error covariance matrix, we are able to improve the REG
method. We have also discussed how the REG parameter interacts with the 4D-Var Hessian.
For future work, an investigation into the use of second-order information in VarDA may be
of interest. Knowing more information about the second-order terms of the Hessian of the
VarDA cost function will enable us to understand more about the curvature of the function
and which choices of method/parameters to make.

Our findings for the second main research question RQ2 provide an insight into the use of
reduced resolution inner loop methods in incremental VarDA. The bound that we derived on
the condition number of the reduced resolution preconditioned 3D-Var Hessian provides the
DA community with an understanding of how the inner loop interacts with the background
error covariance matrix and the observation operator and influences the convergence of an
inner loop method. In operational VarDA settings, correctly prescribing background errors
is of utmost importance, especially when using a reduced resolution inner loop problem, as
we have found that the strength of background error correlations has a greater impact on the
conditioning of the inner loop than the effect of the use of a reduced resolution inner problem.

We conclude from these results that a reduction in the inner loop resolution using the linear
interpolation extension matrices negatively affects the convergence of the outer loop in the
3D-Var incremental method, both in terms of the numerical accuracy of the analysis and the
accuracy of the frequencies of the analysis resolved. However, we know that using a reduced
resolution inner loop has a clear computational time and cost benefit, especially considering
the dimension of the variational problem in practice (of order 108 − 109) [27]. Therefore, it
is important to consider this saving in practical implementations to achieve a balance.

In future work, we may consider VarDA settings that align more closely with what occurs in
practical implementations of VarDA. When addressing RQ2, we only considered the 3D-Var
problem. In future work, it would be appropriate to check whether our conclusions hold for
the 4D-Var problem.

To strengthen the results of this thesis, three more general directions for future work would
be to consider

1. the use of an inexact solver. Within our work, we only consider when the VarDA inner
loop is solved exactly. In practice, the inner loop problem is solved inexactly through
the use of an iterative linear solver [52]. Future work into the effect of the use of an
inexact solver on the performance of LS and REG and how an iterative inner loop
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method may perform at different resolutions would be of interest.

2. the use of correlated observation error. Within our work, we only consider the use of
uncorrelated observation error covariance matrices. The use of correlated observation
error covariance matrices has been shown to improve the accuracy of numerical weather
forecasting [21]. If we instead consider using a correlation matrix when defining the
observation error covariance matrix, we expect the structure of this matrix to have
an impact on both the bound derived on the condition number of the preconditioned
Hessian, as well as on the convergence of LS and REG.

3. the use of operational models. Within our work, we use two Lorenz models that repli-
cate atmospheric processes. Testing to see if our results hold when applied to the
4D-Var problem with a realistic model used in NWP practice would provide further
insight into whether our conclusions hold in VarDA practice.

Data assimilation of the future is being built to make use of the newest computer architec-
tures, where parallel processes are key in reducing computational time and costs. Incremental
VarDA as it is cannot be parallelised as it requires the time integration of the linear and ad-
joint models. Hybrid methods that combine VarDA and ensemble techniques are becoming
increasingly popular in light of the latest computer architectures (see Section 5 of [3] for a
detailed review). Studying the convergence of such methods is a key idea for future research.
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