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Abstract
Tropical cyclones tend to result in distinctive spatial and temporal characteristics in the upper ocean, which suggests that traditional, parametrisation-based background-error covariances in oceanic data assimilation (DA) may not be suitable. Using the case study of Cyclone Titli, which affected the Bay of Bengal in October 2018, we explore hybrid methods that combine the traditional covariance modelling strategy used in variational methods with flow-dependent estimates of the ocean’s error covariance structures based on a short-range ensemble forecast. This hybrid approach is investigated in the UK Met Office’s state-of-the-art system. Single-observation experiments in the ocean reveal that the hybrid approach is capable of producing analysis increments that are time-varying, more anisotropic and vertically less uniform. When the hybrid oceanic covariances are incorporated into a weakly coupled DA system, the sea-surface temperature (SST) in the path of the cyclone is changed, not only through the different specifications of background-error covariances used in the SST assimilation, but also through the propagation of subsurface temperature differences to the surface as a result of vertical mixing associated with the cyclone’s strong winds. The coupling with the atmosphere then leads to a discrepancy in the cyclone’s central pressure, which brings forth further SST differences due to the different representations of the cyclone’s emerging cold wake.
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1 INTRODUCTION

Skilful numerical weather prediction (NWP) relies on a good data assimilation (DA) scheme that combines prior information of the forecast model with new observations (Daley, 1991; Kalnay, 2003). Since both the prior information—often known as “background”—and the observations contain errors, some knowledge of these errors needs to be specified for the DA scheme to work well. This article focuses on the former category of errors,
that is, background errors. The covariance structure of such errors is an important topic in DA, because it is crucial in determining how information from observations is spread to the unobserved parts of the system (Bannister, 2008a). This means that the accuracy of such covariances is crucial to the success of DA schemes (Cardinali et al., 2004) and therefore of forecasts that their outputs initiate.

How background-error covariances are specified traditionally depends on the assimilation scheme. In variational DA methods such as the three- and four-dimensional variational (3DVar/4DVar) schemes (Courtier et al., 1998; Rabier, 2005), which are used by many NWP centres across the world, they are typically modelled under the assumption that background errors follow a multivariate Gaussian distribution (Bannister, 2008a). This Gaussian distribution is centred at zero, since model biases are often treated separately (see, e.g., Dee, 2005). In terms of its covariances, balance relationships inherent to the fluid (Bannister, 2008b; Weaver et al., 2005) are exploited. Such relationships decompose the fluid flow into several dynamical components that are assumed to be mutually uncorrelated (Bannister, 2008b). Within each component, variances and spatial correlations are parametrised (Bannister, 2008b), using techniques that vary across NWP and ocean forecasting centres and models (e.g., Weaver and Courtier, 2001; Purser et al., 2003; Deckmyn and Berre, 2005). The fact that physical balances are preserved by variational DA schemes makes these schemes a popular choice among NWP and ocean forecasting centres. Traditionally, the parametrisations of error variances and correlations are based largely on crude climatological estimates. While they can be improved by being allowed to vary with the local flow, it is unlikely that covariances modelled in this way can fully capture the complex nature of inhomogeneity and anisotropy of the fluid (Bannister, 2008b). This could result in suboptimal analyses in regions where the dynamics is substantially different from the climatology, such as tropical cyclones, although the implicit propagation of background-error covariances by the tangent-linear model in 4DVar could help alleviate the problem.

On the other hand, ensemble DA methods such as the ensemble Kalman filter (Evensen, 1994) estimate background-error covariances based on a short-range forecast ensemble. Unlike variational methods, ensemble methods are by their very nature flow-dependent. However, the limited ensemble size (typically $O(10)$ to $O(100)$) in comparison with the high dimensionality of NWP and ocean forecasting models (typically $O(10^5)$ to $O(10^6)$ degrees of freedom) means that analysis increments would only be able to explore a very limited part of the state space if the empirical covariances were not processed further. This is because the theory of linear algebra dictates that the rank of a raw ensemble-estimated covariance matrix must be limited by the ensemble size (Evensen and van Leeuwen, 1996). Moreover, the undersampling could lead to “filter divergence”—the eventual collapse of the ensemble into a single trajectory (Jazwinski, 1970). In view of these shortcomings, localisation (Houtekamer and Mitchell, 2001; Hamill et al., 2001) is applied to the empirically estimated covariance matrix to taper spurious long-distance correlations to zero and improve the matrix rank. Additionally, the ensemble is inflated at every assimilation cycle through an ad hoc procedure that injects variance (Anderson and Anderson, 1999; Houtekamer and Zhang, 2016).

There has been a growing interest over the past couple of decades in DA methods that combine features of both ensemble and variational methods (e.g., Hamill and Snyder, 2000; Lorenc, 2003). Indeed, it has been shown in the NWP context that a hybrid between the two could draw on the strengths of both and produce better analyses than either of them on its own (Clayton et al., 2013; Kuhl et al., 2013; Wang et al., 2013). Bannister (2017) provides a review of the many hybrid formulations proposed to date. Following the nomenclature of Lorenc (2013), here we consider hybrid-3DEnVar, a variational-based scheme that is the same as 3DVar except that it allows modelled background-error covariances to be combined with localised, empirical estimates from a short-range forecast ensemble. At the UK Met Office, a four-dimensional version of this (hybrid-4DVar) has already been running operationally in the atmospheric DA system (Clayton et al., 2013). Pre-operational trials of the ocean system with hybrid-3DEnVar show promising results, including a substantial improvement in global background innovation statistics compared with standard 3DVar or 3DEnVar (Lea et al., 2022).

As the Met Office and other NWP centres move towards an Earth-system modelling and DA approach where the coupling between model components is expected to enable a more consistent exchange of information across interfaces (Williams et al., 2017; Brown et al., 2019), it is worth considering the impact of hybrid oceanic background-error covariances in a coupled framework. Coupled modelling is known to benefit the prediction of tropical cyclones (Magnusson et al., 2019), since air–sea interaction is crucial to their development (Chen and Zhang, 2019; Ch et al., 2021). Recent work has also shown that initialising coupled systems with coupled DA methods has the potential to improve tropical cyclone analyses and forecasts further (Chen and Zhang, 2019). Using coupled DA, therefore, it can be expected that the benefits, felt in the ocean, of introducing hybrid background-error covariances in an oceanic DA system
could also lead to better tropical cyclone predictions and hence potentially could save many lives.

To highlight the physical mechanisms through which the improved ocean state can benefit the atmosphere, a pilot case study is carried out during the active period of a tropical cyclone. This will be the focus of our article, which is structured as follows. Section 2 introduces Cyclone Titli (RSMC-Tropical Cyclones New Delhi, 2019), the subject of this case study. Section 3 provides a few details of the Met Office’s coupled DA system, which is a weakly coupled system according to the definition of Penny et al. (2017). Attention is given to its oceanic component, where hybrid background-error covariances are introduced. In Section 4, results of a series of single-observation experiments within the uncoupled ocean model are presented. This enables assessment of background-error covariance structures under a range of hybrid combinations and demonstrates the time-varying nature of the hybrid covariances. Returning to the coupled model in Section 5, differences in physical features of the cyclone seen in cycled DA experiments with and without hybrid oceanic covariances are discussed, in light of the covariance structures revealed in the previous section. Finally, Section 6 summarises the article and draws a few conclusions.

2 | SYNOPSIS OF THE TROPICAL CYCLONE

The tropical cyclone chosen for this study is Cyclone Titli, which led to tens of deaths and brought significant damage to eastern India in October 2018. The track of Titli is shown in Figure 1. It formed at 0300 UTC on October 8 in the middle of the Bay of Bengal and gradually crossed the Bay on a northwesterly track over the following three days. It exhibited rapid intensification during October 10 and reached the classification of Very Severe Cyclonic Storm (118–165 km · hr⁻¹ sustained winds) by the time of its landfall at approximately 0000 UTC on October 11, at 18.8° North, 84.5° East, near the border between the Indian states of Andhra Pradesh and Odisha. Following its landfall, the storm quickly weakened and later changed its course to northeasterly while crossing Odisha. It eventually dissipated over the Indian state of West Bengal at 0000 UTC on October 13.

Figure 2 shows various atmospheric and oceanic analysis fields in the run-up to Titli’s landfall. The mean sea-level pressure and wind fields in Figure 2a indicate that the cyclone was highly organised and symmetric. The sea-surface temperature (SST), which had been at least
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**FIGURE 1** The track of Cyclone Titli (courtesy of the India Meteorological Department). The intensity categories are defined by maximum three-minute sustained surface winds: Depression (31–50 km·hr⁻¹), Deep Depression (51–62 km·hr⁻¹), Cyclonic Storm (63–88 km·hr⁻¹), Severe Cyclonic Storm (89–117 km·hr⁻¹), Very Severe Cyclonic Storm (118–165 km·hr⁻¹), Extremely Severe Cyclonic Storm (166–220 km·hr⁻¹), and Super Cyclonic Storm (≥ 221 km·hr⁻¹) [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 2  (a) Mean sea-level pressure (colours) and surface wind (arrows) analyses at 0600 UTC on October 10, 2018. An arrow of unit length on this latitude–longitude grid represents a wind speed of 10 m s\(^{-1}\). (b, c) SST analyses (°C) averaged over the 3-hr periods ending at (b) 0600 UTC on October 10, 2018 and (c) 0000 UTC on October 11, 2018, respectively. (d) Temperature anomaly analysis (°C) along a meridional cross-section at 86.0°E averaged over the 3-hr period ending at 0000 UTC on October 11, 2018. The horizontal extent of the cross-section is marked by the black line in panel (b). The anomaly is relative to the 2011–2015 climatology of October. (e) SLA analysis (metres) averaged over the 3-hr period ending at 0000 UTC on October 11, 2018. All panels of this figure are taken from the Control coupled experiment described in Section 5. The black crosses in panels (b), (c), and (e) indicate the positions of the centre of the cyclone in the middle of the respective 3-hr periods [Colour figure can be viewed at wileyonlinelibrary.com]
28°C throughout the Bay of Bengal (Figure 2b), decreased as the cyclone intensified (Figure 2c). This is associated with the cyclone’s dynamical entrainment and air–sea heat exchange (Price, 1981). Beneath the ocean mixed layer resided a mesoscale cold-core eddy (Figure 2d), which had been a persistent feature in the region for about two weeks (not shown). The cooling of the sea surface in Figure 2c can therefore be seen as a temporary extension of the cold-core eddy to the surface. The increased seawater density associated with the lower temperatures of the eddy is manifest in the negative sea-level anomaly1 (SLA) shown in Figure 2e.

3 | THE COUPLED NWP SYSTEM

A development version of the Met Office’s coupled NWP system is used in this study. This development version is the Global Coupled 3 (GC3) configuration of the Unified Model (Williams et al., 2017), which consists of an atmospheric component (Walters et al., 2019), a land-surface component (Walters et al., 2019), an oceanic component (Storkey et al., 2018), and a sea-ice component (Ridley et al., 2019). The atmospheric and land-surface components are considered to be “tightly coupled” in the sense that they run on the same model grid and share the same executable files; likewise, the oceanic and sea-ice components are tightly coupled. Across the air–sea interface, fields such as heat and momentum fluxes are exchanged on an hourly basis using the Ocean Atmosphere Sea Ice Soil (OASIS) coupler (Craig et al., 2017). DA for this development version is weakly coupled (according to the definition of Penny et al., 2017), which means that the components share the same background trajectory from an integration of the coupled model but compute analyses from the background innovations independently.

As this article is focused on the impact of a development in the oceanic DA part of the system, its incorporation into the coupled model, and the introduction of air–sea coupled DA, only these aspects of the coupled NWP system are elaborated in the following subsections. The reader is advised to consult the references provided above for a description of the other components of the system.

3.1 | NEMO–CICE and NEMOVAR

The global Forecasting Ocean Assimilation Model (FOAM: Blockley et al., 2014) is the operational short-range ocean forecasting system at the Met Office. It consists of the ocean model Nucleus for European Modelling of the Ocean (NEMO: Madec and NEMO Team, 2016) and the Los Alamos sea-ice model (CICE: Hunke et al., 2015), which are tightly coupled together, as well as the variational DA system NEMOVAR (Waters et al., 2015).

The current configuration of NEMO–CICE, known as ORCA025, runs on a tripolar grid with an equivalent horizontal resolution of 0.25° latitude and longitude. This translates to about 25 km in the Bay of Bengal. For the oceanic component NEMO, the state variables are potential temperature (T; hereafter “temperature”), practical salinity (S; hereafter “salinity”), sea-surface height (SSH), and zonal and meridional currents. Of these, SSH is a two-dimensional field, whereas the rest are three-dimensional with 75 levels resolved in the vertical. The top level is approximately 1 m thick and the vertical resolution decreases with depth. An ensemble version of FOAM has recently been developed (Lea et al., 2022), consisting of 37 ensemble members. To account for model uncertainty, stochastic parametrisation is applied on all ensemble members except one (the control member). A mix of stochastic parametrisation schemes are used, and the strengths of these schemes are tuned so that the ensemble is reliable in most regions (based on our assumptions about the observation-error statistics). Details of the stochastic parametrisation are described in Storto and Andriopoulos (2021) and Lea et al. (2022).

The ocean surface is forced by an atmospheric and land-surface ensemble (the global version of the Met Office Global and Regional Ensemble Prediction System, MOGREPS-G: Bowler et al., 2008), which itself features stochastic model perturbations and an ensemble of data assimilations with perturbed observations. Further details of the ocean model configuration used in this study can be found in Storkey et al. (2018).

NEMOVAR takes a background ensemble forecast generated by NEMO–CICE and runs a corresponding 37-member ensemble of DAs using the incremental formulation (cf. Courtier et al., 1994) of 3DVar with first guess at appropriate time (FGAT: Fisher and Andersson, 2001). Apart from the control ensemble member described above, each ensemble member generates perturbed initial conditions for the model by assimilating perturbed observation values and locations to account for observational uncertainty. The control member assimilates the same observations, but without perturbations. The assimilation cycle is 24 hr, running from 0000 UTC to 0000 UTC of the following day. Analysis increments are added to the background fields incrementally over this 24-hr window, using the incremental analysis updating (IAU) procedure of Bloom et al. (1996).
The standard 3DVar background-error covariance matrix used in NEMOVAR, \( \mathbf{B}_{\text{mod}} \), is modelled through a balance transformation that maps the state variables to several control variables that are assumed to be uncorrelated. For the oceanic component, these control variables are temperature, unbalanced salinity, and unbalanced SSH. The general formulation of NEMOVAR also includes unbalanced horizontal currents as an additional oceanic control variable, but this is not currently used, as no velocity data are assimilated at present. Details of the balance relationships are given in Weaver et al. (2005). A notable change in the Met Office implementation is that the 3DVar scheme described above corresponds to the special case where \( \alpha = 0 \). The matrix \( \mathbf{B}_{\text{ens}} \), Here, \( \alpha \) is a number between 0 and 1 that defines the weighting between the two matrices. It should be noted that the 3DVar scheme described above corresponds to the special case where \( \alpha = 0 \). The matrix \( \mathbf{B}_{\text{ens}} \) is computed by taking the elementwise product between a localisation matrix and the empirical covariance matrix, but in practice this is achieved through an equivalent sequence of matrix–vector multiplications (Weaver et al., 2018).

As in Lea et al. (2022), univariate localisation is used in this study, meaning that localisation is only applied to individual control variables and does not change the prescribed balance relationships. The ensemble correlation information between different control variables is therefore discarded, and the localisation matrix becomes block-diagonal. Each block of the localisation matrix is defined through the same family of approximately Gaussian diffusion operators as the one used to construct spatial correlations in \( \mathbf{B}_{\text{mod}} \). However, there is no localisation in the vertical. The horizontal localisation length-scale is set to be twice the Rossby radius of deformation, which is about 175 km (equivalent to 1.58° latitude) at the point in the Bay of Bengal chosen for the single-observation experiments in Section 4. This is between the short and long length-scales of \( \mathbf{B}_{\text{mod}} \) at that location (87.5 and 444 km, respectively).

Observations used by the oceanic component of NEMOVAR include remotely sensed SST and SLA, as well as in situ temperature and salinity profiles such as those from Argo floats. SST data from buoys, surface drifters, and ships are also used. In terms of observational coverage, since most of the SST measurements come from infrared satellite instruments (Lea et al., 2014), the availability of observed SST data is linked to the cloudiness of the region: SST observations are often spatially dense in clear-sky regions, whereas cloudier regions, relying on other SST data sources, are less observed. On the other hand, SLA can only be measured directly beneath the tracks of satellite altimeters, so observations follow satellite trajectories. Profile observations measure temperature and salinity beneath the ocean surface, usually to 2000 m depth, but are horizontally very sparse. On an average day, only two to three observation profiles are available across the Bay of Bengal. Lea et al. (2014) demonstrated the complementarity of these different observation types. Broadly speaking, temperature and salinity profiles set the large-scale ocean density structure, whereas SLA observations constrain the mesoscale and SST observations constrain the temperature within the mixed layer.

---

\[ \delta \eta_b = - \int_{-z_{\text{ref}}}^{-z_0} \frac{\delta \rho}{\rho_0} \, dz, \quad (1) \]

defines \( z_0 \) to be the mixed-layer depth instead of \( z_{\text{ref}} = 0 \). (Here, \( z \) is the vertical coordinate, \( z_{\text{ref}} \) is a reference depth, \( \rho_0 \) is a reference density, and \( \delta \rho \) and \( \delta \eta_b \) are analysis increments for the density and balanced SSH, respectively.) This change effectively prevents SSH and mixed-layer variables from influencing each other through the balance relationship.

Waters et al. (2015) describe the parametrisations used to model the standard deviations and correlation length-scales of \( \mathbf{B}_{\text{mod}} \) for each control variable. Generally speaking, these parametrisations are rather crude and are largely based on seasonally varying climatological estimates, though they also depend on the local mixed-layer depth, as the dynamics within the mixed layer are very different from the dynamics in the deeper ocean (Schiller and Ridgway, 2013). The correlation length-scales are used to define approximately Gaussian spatial correlations through an implicit diffusion operator (Weaver and Courtier, 2001; Weaver and Mirozoue, 2013; Weaver et al., 2016), which now allows multiple length-scales to be specified (Mirozoue et al., 2016). For temperature and unbalanced salinity, two length-scales are used in the horizontal direction: a length-scale based on the Rossby radius of deformation (about 87.5 km, or equivalently 0.79° latitude, at the point in the Bay of Bengal chosen for the single-observation experiments in Section 4), and a fixed scale of 444 km (equivalent to 4° latitude). As for SSH, the length-scales for the balanced part of its increments are associated with baroclinic errors and are determined by the temperature and salinity length-scales just described. The unbalanced part of the SSH increments is associated with barotropic errors (Waters et al., 2015), which propagate very quickly and therefore have a long scale of 444 km.

Density is a diagnostic variable derived from temperature and salinity through the ocean’s equation of state (see Equation 2 in Section 4.2.2).
3.2 Incorporation of NEMOVAR into the coupled data assimilation system

At the Met Office, the oceanic and sea-ice model NEMO–CICE described in Section 3.1 is coupled to the atmospheric and land-surface model UM–JULES (which is named after the respective component models, the Unified Model (Cullen, 1993; Brown et al., 2012) and the Joint UK Land Environment Simulator (Best et al., 2011; Clark et al., 2011)). UM–JULES runs on a latitude–longitude grid. For this study, a lower-resolution version of UM–JULES than operational forecasts is used, namely N320, which has approximate zonal and meridional resolutions of 60 and 40 km respectively in the Bay of Bengal. The OASIS coupler (Craig et al., 2017) is responsible for the hourly exchange of information across the air–sea interface.

In light of the faster time-scales of physical processes in the atmosphere than in the ocean (Bauer et al., 2015), the coupled model runs on the same assimilation cycles as UM–JULES. These cycles are six-hourly: the nominal analysis times are 0000, 0600, 1200, and 1800 UTC each day, and are therefore more frequent than the assimilation cycles of FOAM by a factor of four. Each cycle assimilates observations over the 6-hr period centred at the nominal analysis time. Because of the reduction in cycle length of the oceanic and sea-ice components, the background-error covariance matrix of NEMOVAR is due to be remodelled to represent six-hourly forecast errors instead of daily ones. However, since oceanic and sea-ice fields vary slowly, the background-error covariance matrix based on daily forecast errors described in Section 3.1 is considered to be a reasonable approximation for the purposes of this study.

DA for the atmospheric component uses an ensemble of hybrid-4DVars, that is, an ensemble of four-dimensional variational assimilations with hybrid background-error covariances (Clayton et al., 2013). For the land-surface component, the simplified extended Kalman filter is used (Gómez et al., 2020). A weakly coupled DA system using NEMOVAR and the atmospheric and land-surface DA systems will be used in the experiments in Section 5. The weak coupling means that NEMOVAR and the atmospheric and land-surface DA systems share the same background information generated by the coupled model, but run the assimilations independently. The analyses for different components are then combined to initialise the coupled forecast, and this forecast provides the background information for the next assimilation cycle. The IAU time period for the oceanic and sea-ice components of the coupled model is set to be the first half of the 6-hr assimilation window, so that the analysis increments are added fully by the nominal analysis time.

4 SINGLE-OBSERVATION EXPERIMENTS IN THE OCEAN

We first seek to understand how hybrid background-error covariances can change analysed ocean fields, by means of single-observation experiments within the context of FOAM. Assimilating a single direct synthetic observation of a state variable allows the underlying background-error covariance structure to be revealed, since the analysis increment field is proportional to the field of background-error covariances between the observed state variable and all state variables (Lawless, 2013). By comparing covariance structures directly across various hybrid weightings $\alpha$, we will examine in what ways flow dependence can be incorporated into the DA system through hybridising the background-error covariance matrix. The methodology of the experiments will be discussed in greater detail in Section 4.1, and Section 4.2 will report on the results.

4.1 Experimental design

To illustrate the time-varying nature of the ensemble-based covariances, we perform two sets of single-observation experiments: (a) the observation being assimilated before the passing of the cyclone, and (b) the observation being located near the centre of $\text{Titli}$’s cold wake. The point 86.7°E, 16.2°N and the date October 11, 2018 are chosen for the second set of experiments, as the cold wake is strongest there (see Figure 2c). For fair comparison, the first set of experiments assimilate observations at the same location but on an earlier date of October 9, 2018. The centre of the cyclone is at about 170 km south of this point at the beginning of that day when the ensemble covariances for $\mathbf{B}_{\text{Ens}}$ are computed.

Each set of experiments consists of 12 separate assimilation runs, a combination of four values of the hybrid weight $\alpha$ (0.0, 0.2, 0.8, and 1.0) and three types of observation (SST, SLA, and temperature at a depth of 100 m). The runs are performed under identical settings except for $\alpha$ and/or the observation. A separate 37-member ensemble of NEMO–CICE that runs cycled assimilations using the standard 3DVar–FGAT scheme is used to determine the parameterisations for $\mathbf{B}_{\text{mod}}$ and to construct $\mathbf{B}_{\text{Ens}}$. This ensemble has been running for more than seven months before the date of Cyclone $\text{Titli}$ and is fully spun up when the cyclone hits. A selection of this ensemble’s statistics for temperature on both October 9 and 11 is shown in Figure 3.

It is evident that the presence of the cold wake on October 11 changes the ensemble’s temperature spread substantially, which, as we shall see, has a significant impact on how the analysis responds to observations when $\mathbf{B}_{\text{Ens}}$ is
(a,b) Ensemble standard deviation of SST, (c,d) ensemble standard deviation of temperature along a meridional cross-section at 86.7°E, and (e,f) ensemble mean of temperature anomaly along the same cross-section, on (a,c,e) October 9, 2018 and (b,d,f) October 11, 2018. The surface fields (a,b) are temporally averaged over 0000–0300 UTC of the respective day, whereas the cross-sectional fields (c–f) are temporally averaged over the whole UTC day. The anomaly is relative to the 2011–2015 climatology of October. The positions of the centre of Cyclone Titli at 0130 UTC on the respective day (the centre of the averaging window) are marked by the red crosses in panels (a) and (b). The horizontal position of the observation for the single-observation experiments (86.7°E, 16.2°N) is marked by the black crosses in panels (a) and (b), and by the black vertical lines in panels (c–f) [Colour figure can be viewed at wileyonlinelibrary.com]

given a heavy weight. Moreover, a comparison between Figure 3c,e (or Figure 3d,f) shows that local maxima of the ensemble spread are generally associated with not the centres but the edges of oceanic eddies. The larger spread is therefore a result of the ensemble members disagreeing on eddy positioning.

The background innovations are 0.5°C for the SST observation, 0.08 m for the SLA observation, and 1.0°C for the temperature observation 100 m below the surface, which are of the same order as the global root-mean-square values of the innovations for the respective variables. The choice of 100-m depth is motivated by
the fact that it usually falls within the thermocline and, since the parametrisations for $B_{\text{mod}}$ depend greatly on the mixed-layer and thermocline depths, one may expect that the assimilation increments will be sensitive to $\alpha$ when the observation is placed there.

### 4.2 Results

#### 4.2.1 An SST observation

The balance relationships of $B_{\text{mod}}$ assume that the effect of assimilating SST observation(s) is limited to modulating near-surface temperatures. This is because the design of its vertical correlation length-scales effectively disables propagation of surface information into the deeper ocean (Waters et al., 2015), and the temperature–salinity balance is turned off within the mixed layer (Weaver et al., 2005). For this reason we shall restrict our discussion to the SST increment, which is shown in Figure 4 for both dates and the various values of $\alpha$.

It is clear from the figure that the magnitude of the increment decreases as the weight given to $B_{\text{ens}}$ increases. This is because of a large discrepancy between the standard deviations in $B_{\text{mod}}$ and $B_{\text{ens}}$. At the grid point closest to the observation location, the SST background-error standard deviation in $B_{\text{mod}}$ is approximately $0.8^\circ \text{C}$ (not shown), compared with just about $0.1^\circ \text{C}$ in $B_{\text{ens}}$ (Figure 3a) on October 9, which is significantly smaller than the observation-error standard deviation (about $0.6^\circ \text{C}$). This leads to the lack of any substantial SST increment in Figure 4g when $B_{\text{ens}}$ is given full weight. The discrepancy is considerably smaller on October 11, with the standard deviation being close to $0.5^\circ \text{C}$ in $B_{\text{ens}}$. The larger ensemble spread is due to the effect of the cyclone’s passing, as Figure 3b suggests. The fact that the background- and observation-error standard deviations have comparable magnitudes on October 11 prevents the apparent vanishing of the SST increment in the $\alpha = 1.0$ experiment that day (Figure 4h).

Figure 4 also demonstrates the effect of using a dual correlation length-scale in $B_{\text{mod}}$ and a separate localisation length-scale in $B_{\text{ens}}$. In Figure 4a,b, the closely packed contours near the point of observation suggest a decorrelation of modelled background errors over short distances associated with the length-scale equal to the Rossby deformation radius, which is about $87.5 \text{ km}$ (equivalent to $0.79^\circ \text{ latitude}$) at that location. On the other hand, the more separated contours further afield show the effect of the longer, $444-\text{km}$ (equivalent to $4^\circ \text{ latitude}$) length-scale. Since $B_{\text{ens}}$ has only one localisation length-scale, which is twice the Rossby radius, it is no surprise that the increment for the $\alpha = 1.0$ experiment on October 11 is concentrated within about $2^\circ \text{ latitude}$ and longitude of the observation location (Figure 4h), although the structure of ensemble correlations and the spatial variation of the $B_{\text{ens}}$ standard deviations (Figure 3b) also contribute to this. The fact that such a localisation length-scale is shorter than the $444-\text{km}$ length-scale of $B_{\text{mod}}$ provides another explanation for the reduction of the increment’s spatial extent as $\alpha$ increases.

The spatial structure of the increment remains more or less isotropic as $\alpha$ is varied. This is due to the relative uniformity of $B_{\text{ens}}$ standard deviations within the immediate vicinity of the observation location, within the localisation radius. However, the flow dependence and anisotropy associated with $B_{\text{ens}}$ are not obscured completely. For example, the southern half of the outermost contour in Figure 4f bears some resemblance to the contours of the ensemble standard deviation plot in Figure 3b.

#### 4.2.2 An SLA observation

The assimilation of SLA observations is associated with the lifting and lowering of water columns (Cooper and Haines, 1996). This causes the density to change in a way described by the linearised balance given in Equation 1. Since the $z_0$ in that equation is set to be the mixed-layer depth, SLA observations can have an impact on the density in the deeper ocean only, but not within the mixed layer. Density increments can then be related to temperature and salinity increments ($\delta T$ and $\delta S$ respectively) through the linearised equation of state (Weaver et al., 2005):

$$\delta \rho = -f(T,S) \delta T + g(T,S) \delta S, \quad (2)$$

where $f(T,S)$ and $g(T,S)$ are non-negative linearisation coefficients. From Equations 1 and 2, it can be deduced that an increase in SSH is associated with an increase in subsurface temperature and a decrease in subsurface salinity, and vice versa.

Figure 5 shows the temperature increment along a meridional cross-section through the location of the observation, for the different values of the weighting coefficient $\alpha$. For the October 9 experiments, it can be seen that the overall magnitude of the increment decreases as $\alpha$ increases. This can again be attributed to a discrepancy in the standard deviations of $B_{\text{mod}}$ and $B_{\text{ens}}$. It is also interesting to see in the $\alpha = 0.8$ and 1.0 experiments (Figure 5e,g), where the ensemble is given more weight in the background-error covariance matrix, that the subsurface temperature increments are tilted and the maximum temperature increment does not fall directly beneath the observation point. The increments are more concentrated to the south of the observation than to the north. This can be related to the fact that the ensemble has a larger spread...
to the south of the observation (Figure 3c). However, the latitude of the maximum increment (about 15.7°N) does not coincide with the latitude of the local maximum of the ensemble spread (about 15.2°N), despite there being some resemblance between the contours of these fields. This is because the magnitude of the increment associated with $B_{\text{ens}}$ is not only determined by the ensemble’s standard deviation, but also influenced by the structure of ensemble correlations, as well as the horizontal localisation that makes the correlations decay away from the observation point.

On October 11, the magnitude of the temperature increment is larger when $B_{\text{ens}}$ is given more weight (Figure 5b,d,f,h). This shows that the temperature variances in $B_{\text{ens}}$ are likely to be larger than those in $B_{\text{mod}}$ somewhere along the water column in the vicinity of the
Figure 5 Temperature increments along a meridional cross-section at 86.7°E in response to an SLA observation at 86.7°E, 16.2°N on (a,c,e,g) October 9, 2018 and (b,d,f,h) October 11, 2018, for \( \alpha = (a,b) 0.0, (c,d) 0.2, (e,f) 0.8, \) and \( (g,h) 1.0 \). The latitude of the observation is marked by the black vertical lines [Colour figure can be viewed at wileyonlinelibrary.com]

As in the example, the magnitude of the increment associated with \( \mathbf{B}_{ens} \) is larger on October 11 than on October 9 (Figure 5g,h), due to the larger ensemble spread in the region (Figure 3c,d). The large spread, together with the ensemble correlations and lack of vertical localisation, allows the increment to propagate to the ocean surface, even in experiments where \( \mathbf{B}_{ens} \) is given a weight as small as 0.2 (Figure 5d). The separation between the mixed layer and the deeper ocean, assumed in the design of \( \mathbf{B}_{mod} \), no longer holds in these experiments when a tropical cyclone has just induced a cold wake in the region.

In Figure 5g,h, negative increments appear in regions beyond the localisation radius in the \( \alpha = 1.0 \) experiment on both dates. This indicates that negative temperature
correlations exist between those regions and parts of the water column beneath the point of the SLA observation. While these negative correlations could simply be an artefact of sampling error, Figure 3e,f suggests that the local peak of temperature spread at 12°–14°N, 100–200 m depth in Figure 3c,d is associated with the edge of a secondary cold-core eddy extended southwards from the main one centred at about 16°E. It is likely that the negative ensemble correlations and increments arise from a disagreement among ensemble members over the positioning of either or both of these eddies.

The contrasting behaviour of \( B_{\text{ens}} \) between the October 9 and 11 cases can be seen better in Figure 6, which shows the surface temperature increment when \( a = 1.0 \). On October 9 before the cyclone passes, this increment is very weak and is probably no more than noise arising from the lack of vertical localisation. However, with the presence of the cold wake on October 11, the surface increment becomes substantial. The horizontal structure of the surface increment can be associated with the structure of the ensemble variance in Figure 3b.

Figure 7 shows the corresponding SSH increments. It is clear that the increment is increasingly anisotropic as \( B_{\text{ens}} \) is given more weight, on both October 9 and 11. However, unlike the case of temperature increments, the shape of the \( B_{\text{ens}} \)-based SSH increment does not seem to bear any resemblance to the ensemble’s SSH spread (not shown). This is because temperature, and not SSH, is the lead variable in the balance relationships (which are used in both \( B_{\text{mod}} \) and \( B_{\text{ens}} \)). The SSH increment is the aggregated effect of the density increment across many vertical levels (Equation 1), plus a contribution associated with the unbalanced component of SSH.

4.2.3 | A subsurface temperature observation

Finally, we consider the effect of assimilating a single temperature observation 100 m below the surface. Information from observations below the mixed layer such as this cannot propagate into the mixed layer and the ocean surface by virtue of \( B_{\text{mod}} \) alone, because of the mixed-layer dependence of the parametrisation of vertical correlation length-scales (Waters et al., 2015). Indeed, the cross-sectional temperature increments in Figure 8 show that \( B_{\text{ens}} \) can also capture robustly the separation between the mixed layer and the waters beneath it on October 9. Since there is no vertical localisation in \( B_{\text{ens}} \), the lack of increment in the mixed layer can most likely be explained by the smallness of ensemble spread in that part of the ocean (Figure 3c), together with the structure of ensemble correlations. On the other hand, the increment on October 11 associated with \( B_{\text{ens}} \) reaches to the surface, thanks to the large ensemble spread associated with the cold wake. Indeed, the point of largest increment in the \( a = 1.0 \) experiment on October 11 (Figure 8h) is not anywhere close to the point of the observation, but instead in a region of large temperature variance in the ensemble (Figure 3d).

It is striking to see a significant variation in the horizontal and vertical extents of the increments as \( a \) is varied. Vertically, the impact of the observation can be felt further away in experiments where \( B_{\text{ens}} \) is given more weight, because of the absence of vertical localisation in \( B_{\text{ens}} \) and the short vertical correlation length-scales implied by \( B_{\text{mod}} \). However, the latter should be interpreted with some caution, since in practice profiles of observations are assimilated throughout a water column, rather than single isolated observations, which could mean that the vertical correlation model of \( B_{\text{mod}} \) might not be well-tuned.

One can see the effect of the different horizontal correlation/localisation length-scales in \( B_{\text{mod}} \) and \( B_{\text{ens}} \) in Figure 8. The Rossby-radius-dependent correlation length-scale of \( B_{\text{mod}} \) (about 87.5 km, or equivalently 0.79° latitude) is reflected in the closely packed contour lines in Figure 8a,b close to the point of observation. The longer length-scale of \( B_{\text{mod}} \) (444 km, or equivalently 4° latitude) enables a response at locations further away, beyond the region of influence of \( B_{\text{ens}} \) which has a localisation length-scale of about 175 km (equivalent to 1.58° latitude).
The subsurface temperature increments in large-\(\alpha\) experiments (Figure 8e–h) are tilted, with similar characteristics to the corresponding increments in response to an SLA observation (Figure 5c,d). Like Figure 7, the SSH response to the subsurface temperature observation (not shown) is also anisotropic in these experiments, although the magnitudes are smaller here.

5 | IMPACTS OF HYBRID OCEANIC COVARIANCES IN THE COUPLED SYSTEM

5.1 | Experimental design

Having examined the structures of hybrid background-error covariances, we turn our attention to the coupled
DA system and investigate how such hybridisation in the ocean changes the representation of Tropical Cyclone Titli through cycling of the DA system. Two cycled assimilation experiments are considered. They are run under identical settings, except that the weight $\alpha$ given to $B_{\text{ens}}$ in the oceanic component is 0.0 in one of the experiments (“Control”) and 0.8 in the other (“Hybrid”). Hence, only the impact of oceanic DA changes is assessed here; the hybrid DA weight in the atmosphere is the same. As a simplification, the experiments are run for a single deterministic member instead of a full ensemble, and the matrices $B_{\text{ens}}$ for the atmosphere and ocean are derived from offline ensembles. The atmospheric ensemble is taken from an operational run of MOGREPS-G, for which DA is performed using the ensemble transform Kalman filter (which was the operational ensemble DA scheme used at the time of the cyclone). On the other hand, the oceanic $B_{\text{ens}}$ is derived from a FOAM research ensemble that features hybrid-3DEnVar with FGAT, $\alpha = 0.8$, and ensemble inflation (note that this ensemble is not the same as the one used for the construction of $B_{\text{ens}}$ in the single-observation experiments of Section 4). The inflation scheme is return-to-prior-spread (RTPS: Whitaker and Hamill, 2012) and the inflation factor is 0.8. Lea et al. (2022) show that this particular combination of $\alpha$ and the inflation factor produces the best results globally, and it is
on this basis that an oceanic ensemble with these parameters is chosen to construct $B_{\text{sal}}$ for the oceanic component of the coupled DA system used here. It should be noted that this offline ensemble runs on daily assimilation cycles and is thus only available to be incorporated into the coupled DA system once a day. As a result, the ensemble information at 0000 UTC each day is re-used for the 0600, 1200, and 1800 UTC cycles later that day. This can be justified by the slow evolution of oceanic fields and ensemble statistics compared with the cycle length of the DA system (6 hr).

The two experiments are run for a 19-day period, from the 0600 UTC cycle on September 25, 2018 to the 0000 UTC cycle on October 14, 2018 inclusive. The initial conditions for the atmospheric and land-surface components are from a separate coupled run, whereas the initial conditions for the oceanic and sea-ice components are from the unperturbed member of the above-mentioned FOAM ensemble. The start date of the coupled experiments is selected in such a way that both the Control and Hybrid experiments are given nearly two weeks to adjust before Cyclone Titli becomes active on October 8, 2018. Both experiments assimilate the full set of observations available operationally at the time.3

Since a low-resolution atmospheric model component is used, the detailed structure of Cyclone Titli is not expected to be resolved fully in this experiment. In particular, one may expect the intensity of the cyclone to be substantially underestimated (Davis, 2018). Hence, rather than verifying the Control and Hybrid runs against independent data and determining which run is better, we shall focus on explaining how the analyses produced by the two runs can be qualitatively different from each other. In this way, we may understand better the physical mechanisms by which hybrid DA in the ocean can influence tropical cyclone development. A few interesting features seen in this case study are presented in the following subsections.

### 5.2 Impacts within the ocean

Figure 9 shows the temperature difference between the Hybrid and Control analyses along a meridional cross-section at 86°E (the same cross-section as Figure 2d) at various times throughout the experiment. A subsurface dipole of temperature difference can be found during and after the passage of Cyclone Titli (Figure 9c,d), thus indicating that the analysis temperatures in the Hybrid run are warmer than the Control run at 15°–16°N, but cooler at 17.5°–19°N. The positioning of this dipole means that the Hybrid run has a larger northward extent of the cold-core eddy shown in Figure 2d. We are interested in this dipole because the subsurface temperature difference is brought to the ocean surface as the cyclone passes through the region (Figure 9d). The propagation of subsurface (hence cooler) waters to the surface during the passage of tropical cyclones is a well-known phenomenon resulting from vertical mixing associated with the cyclone’s strong winds (Price, 1981). It leads to a cold wake of surface waters behind the cyclone centre, as Figure 2c illustrates for the case of Cyclone Titli.

The origin of this dipole of temperature difference can be traced back to October 3, 2018, well before the formation of the cyclone. The part of the dipole with positive values of Hybrid-minus-Control temperature difference (at approximately 16°N and near the surface at that time) first started to develop during the 1200 UTC assimilation cycle that day, whereas the development of the negative part (at 18°–19°N at that time) began one cycle later, during the 1800 UTC cycle (Figure 9a,b). Further investigation indicates that the formation of the dipole is linked to a couple of altimeter tracks measuring SLA that day. These are shown in Figure 10. During the 1200 UTC cycle, data from an altimeter track in the region 85°–87°E, 16°–18°N are assimilated with substantially negative innovation values in the Control experiment. The innovation values in this region are very similar in the Hybrid experiment (not shown). In light of the different analysis increment structures seen in the single-observation experiments (e.g., Figure 5), the formation of the positive part of the dipole can be attributed to the relevant portion of the altimeter track where the innovations are far from zero. Similarly, the formation of the negative part can be attributed to the large SLA innovations at approximately 86°E, 18.5°N during the 1800 UTC cycle the same day.

The discussion here about the temperature dipole highlights the fact that the impact of using different assimilation schemes can be long-lasting. In this case, the description of vertical mixing in the upper ocean caused by a tropical cyclone, and therefore of the SST in the cyclone’s wake, can be influenced by different treatments of SLA observations that pre-date even the formation of the cyclone. The present discussion also highlights that the role of the ocean in representing tropical cyclones in coupled models is not limited to SST or heat content in the mixed layer. Instead, subsurface oceanic fields can also contribute.

The evolution of SST difference between the two runs in the run up to Titli’s landfall is shown in Figure 11. It can be seen that, at the time of landfall, a characteristically

3The only exception is that clear-sky radiance data from the GOES-16 satellite, which the Met Office operational system only began assimilating during our experimental period, are not used in our experiments. This should not concern us, as GOES-16 is a geostationary satellite far away from the Bay of Bengal.
FIGURE 9  Hybrid-minus-Control differences of temperature analyses (°C) along a meridional cross-section at 86.0°E averaged over the 3-hr periods ending at (a) 1200 UTC on October 3, 2018, (b) 1800 UTC on October 3, 2018, (c) 0600 UTC on October 10, 2018, and (d) 0000 UTC on October 11, 2018, respectively [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 10  Background innovations of SLA observations (m) in the Bay of Bengal assimilated in the Control experiment during the (a) 1200 UTC and (b) 1800 UTC cycles on October 3, 2018 [Colour figure can be viewed at wileyonlinelibrary.com]

larger-scale dipole of SST difference compared with the surroundings (indicated by the black box in Figure 11d) sits at a location consistent with the subsurface temperature difference dipole shown in Figure 9. Moreover, the timing of formation of the surface dipole is consistent with the known phenomenon that vertical mixing associated with the cyclone brings subsurface temperature differences to the surface. That being said, a couple of other factors may also contribute to the resulting spatial pattern of SST difference (although it is not straightforward to untangle them). It could be a direct result of the different ways that SST observations are assimilated in the Control and Hybrid runs. On the other hand, it may also be explained by interaction between the atmosphere and the ocean, as will be discussed in the next subsection.
5.3 Impacts on the atmosphere and follow-on impacts on the SST

While the Control and Hybrid analyses agree on *Titli*’s track in the run-up to the cyclone’s landfall (not shown), the analysed central pressures are found to be quite different at 0600 UTC on October 10, which is 18 hr before the landfall. The discrepancy is shown in Figure 12a. (Due to the low resolution of the atmospheric component, both runs significantly underestimate the strength of the cyclone in terms of central pressure. The minimum central pressure achieved by *Titli*, according to an independent source, is 972 hPa (RSMC-Tropical Cyclones New Delhi, 2019).) Figure 12b confirms that, at this time, the mean sea-level pressure analysis of the Hybrid run is higher not only at the cyclone’s centre but also throughout the core of the cyclone (the blue region in Figure 2a). Moreover, Figure 12a reveals that the difference in central pressure is absent in earlier analyses and is much smaller in later analyses. Hence it could be deduced that during the period 0000–0600 UTC on October 10 the cyclone intensifies faster in the Control run than in the Hybrid run, yet by the time of the landfall the cyclones in the two runs have similar strength. Further investigation (not shown) confirms that the intensification during 0000–0600 UTC is not seen in the background pressure field in either run. Since atmospheric observations are assimilated in the same way, it is the coupling with the ocean during the oceanic IAU period that leads to the different descriptions of the cyclone’s intensification.

The fact that Cyclone *Titli* is stronger in the Control run on October 10 can have a further impact on the Hybrid-minus-Control SST difference. The stronger winds associated with the Control-run cyclone enhance mixing in the upper ocean, thus bringing cooler subsurface waters to the surface (Price, 1981). This leads to lower SSTs in the Control run than in the Hybrid run in the region where such mixing occurs, and therefore contributes towards the positive part of the Hybrid-minus-Control temperature difference dipole in Figure 11d. This might explain why the positive part of that dipole is of a larger magnitude than its negative part.

6 DISCUSSION AND CONCLUSIONS

In variational DA, background-error covariance structures determine how information from observations is spread to the unobserved parts of the system. In oceanic models, these covariances have traditionally been modelled by parametrisations that depend mainly on macroscopic properties of the ocean and have limited dependence on local conditions. As such, these parametrisations may be unable to represent the ocean’s mesoscale error structure accurately. Moreover, they may not be suitable in the region of tropical cyclones, because of the cyclones’ effect on the spatial and temporal characteristics in the upper ocean. In this work, we have illustrated how incorporating ensemble information of flow dependence
into the modelling of oceanic background-error covariances in a coupled DA system changes the way that the atmosphere and ocean interact in the context of a case study of a tropical cyclone.

We have systematically carried out single-observation experiments to examine the structure of background-error covariances for the ocean. The analysis increment in response to assimilating a single direct observation of a model variable is proportional to a column of the background-error covariance matrix, $B$. Here, $B$ is a weighted combination between $B_{\text{mod}}$, which consists of traditional parametrisations of error covariances used in standard 3DVar, and $B_{\text{ens}}$, a matrix of localised covariances estimated by the ensemble of the day. Hybrid weights of $\alpha = 0.0, 0.2, 0.8$, and $1.0$ are considered, where $\alpha$ is the relative weight given to $B_{\text{ens}}$. The higher $\alpha$ is, the more flow-dependent information is included in the estimation of background-error covariances.

The single-observation experiments are performed using the Met Office’s FOAM system during the passage of Tropical Cyclone Titli across the Bay of Bengal. Three types of observation, namely an SST observation, an SLA observation, and a temperature observation at a depth of 100 m, are tested at a point near the centre of the cyclone’s cold wake, both before and after its formation. A variety of structures are seen in the increments corresponding to different observation types as well as different values of $\alpha$. The matrices $B_{\text{mod}}$ and $B_{\text{ens}}$ play their roles in controlling the shape and spatial extent of the increments, through their correlation and localisation length-scales respectively. In addition, the overall magnitude of the increment can be quite sensitive to the background-error standard deviation. Such sensitivity is seen particularly in the single-SST-observation experiments, when the SST spread is very small compared with the observation-error standard deviation, thereby highlighting the particular importance of modelling SST ensemble spread accurately when hybrid DA is used in coupled models. The increments are generally more anisotropic and vertically less uniform, as more weight is given to $B_{\text{ens}}$. Moreover, their spatial structures can be quite different before and after the cold wake forms, although the shapes of these irregular and time-varying structures can always be attributed to the ensemble spread of the day. Compared with $B_{\text{mod}}$, which is used in standard 3DVar and has only limited dependence on the local flow, incorporating $B_{\text{ens}}$ into the assimilation system allows a response to observations that is more strongly linked to the local flow.

These single-observation experiments provide valuable insights into understanding how hybridisation of background-error covariances in the ocean might change the analysed representation of Titli in the Met Office’s coupled model. We have seen qualitatively that the SST field, which is often crucial to the accurate modelling of tropical cyclones, can be affected through several intertwining mechanisms. Most notably, subsurface temperature differences can propagate to the ocean surface through vertical mixing associated with the cyclone’s strong winds. The long memory of the subsurface ocean means that the origins of such subsurface differences can even pre-date (and therefore be unrelated to) the cyclone. Apart from the role

**FIGURE 12** (a) Evolution of Titli’s central pressure analysis in the 48 hr before landfall, with a temporal resolution of 6 hr. The darker shade is for the Hybrid run and the lighter shade is for the Control run. (b) Hybrid-minus-Control difference of mean sea-level pressure analyses at 0600 UTC on October 10, 2018 (marked by the arrow in panel a). The black cross indicates the position of the centre of the cyclone, which, in this case, is the same for the Hybrid and Control runs [Colour figure can be viewed at wileyonlinelibrary.com]
of the different representations of the subsurface ocean, hybrid covariances can also change the assimilation of SST observations directly. The relatively few SST observations constraining the assimilation systems (due to the presence of clouds near the cyclone’s centre) make it easy for SST analyses to diverge from each other. Moreover, air–sea interaction means that the different SST fields can lead to a discrepancy in the simulated central pressure of the cyclone. The fact that the cyclone is stronger in one simulation than in the other can then contribute to further differences in the SST field, due to the different representations of the cyclone’s cold wake. All in all, these illustrations suggest that the effects of hybrid oceanic covariances on SST can be very complex when tropical cyclones are modelled in a coupled DA framework.

In light of the low resolution of the atmospheric model component, we have not attempted to investigate whether the hybridisation of oceanic covariances improves analyses and forecasts of the cyclone’s track and strength when compared against independent data. Changes in background innovation statistics for our study period and region are too small to be statistically significant. In order to understand whether hybrid covariances in the ocean generally improve tropical cyclone analyses and forecasts, a comprehensive assessment involving more cyclones and a higher-resolution model is required. We hope to carry out such a study in the future and report its results in a separate article.

Further developments to the weakly coupled NWP system with hybrid atmospheric and oceanic DA are underway at the Met Office. The new system will enable the running of an ensemble that produces flow-dependent background-error covariances online, which are to be used in the next assimilation cycle. This ensemble system will be useful for understanding further the characteristics of background-error covariances in tropical cyclones. In particular, cross-fluid error covariances produced by this weakly coupled system will be examined in order to assess whether a future upgrade to more strongly coupled DA methods can be justified.
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