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Abstract

With the proliferation of wearable and garment-based electronics, there is growing

need to develop suitable solutions to power these devices. Wireless power transfer is a

prime candidate to achieve this as it does not require any physical wires or connections.

However, research in this field has historically focused on creating solid and bulky coil

resonators to facilitate wireless transfer of energy and these solutions do not translate

well into textile applications.

The aim of this thesis was to demonstrate the technical and commercial viability

of a novel textile printed resonator structure to enable wireless power transfer in

smart garments. The solution needed to be light weight, easy and cost-effective

to manufacture, and robust enough to withstand garment wash cycles all while

maintaining the comfort and flexibility expected of everyday clothing. This research

delved into how such textile resonators functioned and how they could be manufactured

to achieve these requirements. Computer simulation tools employing finite element

analysis were used to develop an accurate approach to modelling the proposed

structures and refined models were constructed and tested in order to verify theoretical

models. The results showed that the proposed approach was indeed viable for the

target application. Furthermore, experiments demonstrated an incredibly versatile

design approach, allowing for multiple resonant frequencies to exist within the same

2D structure predicated on the size, shape and number of geometric patterns in a

design. Successfully demonstrating this novel approach has opened up a new avenue

for wireless power transfer research, not only limited to textile surfaces and smart

garments, but transferable to other applications due to its ease of construction and

flexibility in operational parameter design.
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Chapter 1

Introduction

Electronic textiles, or e-textiles are anticipated to be the next paradigm in personal

electronic devices. With that, new challenges in the design, manufacture, and

integration of traditional technologies emerge. The electronics industry is quickly

adapting to these new requirements, fully aware of the enormous commercial potential

that lies before them.

KYMIRA Ltd., a smart garment company and relatively new player in this field, is

currently developing the manufacturing methods to produce such e-textile solutions at

commercial scale. They are the corporate sponsors of this thesis, whereby a new type

of textile-printed electromagnetic resonator structure is proposed seeking to challenge

the traditional idea of coil resonators for wireless power transfer (WPT).

The viability of such an approach is explored in this thesis from a technical,

commercial, and end-user perspective within e-textile charging applications comparing

the proposed system’s performance and operation to existing and pervading resonator

designs.

1.1 Motivation

Traditional methods of printed circuit board production are starting to give way to novel

additive manufacturing techniques, using silver inks and conductive adhesives rather

than etched copper tracks and solder. Box-shaped, rigid and bulky electronic devices

are being replaced by conformal, flexible, and miniature systems. Moreover, the use of
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long cables terminated with cumbersome connectors are being phased out from most

consumer devices. These changes have been driven predominantly by the smartphone

and tablet industries, offering ever more portability and user-friendliness in a more

concise, sustainable, and cost-effective manner [1]. These new innovations have allowed

the concept of body worn electronics, and particularly smart garments, to enter into

the realm of possibility for product designers. Already there are commercial products

entering the market with some form of biomonitoring, as such Hexoskin, Catapult,

Athos, Firstbeat, and Xsens. This enables some form of rudimentary analysis, mostly

targeting the sports or wellness markets. Although these are exciting developments,

they are only the earliest examples of what may come in the next few years.

The apparel industry servicing professional sports, healthcare telemonitoring,

security, and defence, as well as personal protective equipment, will experience drastic

changes with the advent of cost-effective e-textile solutions. Within this new wave

of innovation and product development, practical challenges have started to emerge,

particularly in the powering and recharging of future devices. Well-established

electrochemical batteries found in most of today’s laptops, smartphones and more

recently, vehicles, are excellent high-energy-density storage devices, but could inevitably

prove unsuitable for fully integrated e-textiles. Besides inherent degradation with

increasing charging cycles, the need to either detach from clothing or face the challenges

of washability quickly discourages their use for any competitive product.

While capacitive yarns and printed flexible batteries are active areas of research

promising increasingly better energy storage densities, they are still far from being able

to even match electrochemical batteries in terms of energy storage density. On the

other hand, coupling these technologies with some form of seamless power generation

and/or recharging does in fact make them a viable energy storage solution, and herein

lies the key motivation for this thesis.

WPT and in particular the application of near-field magnetic induction is a reliable

method of delivering a substantial amount of power without the need to physically

tether devices to power sources. Some would argue that charging pads and surfaces,

while convenient, still impose strict limits on portability; however, a growing field of

research, focusing on mid-range power transfer through Strongly Coupled Magnetic
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Resonance (SCMR) [2], has demonstrated that even across several meters significant

power transmission can be achieved safely and conveniently. Moreover, recent

advancements in semiconductor technologies have enabled energy efficient switching

necessary to achieve the frequencies used in power transmission. With the growing need

for such a solution, mid-range WPT is poised to become a new standard in charging

portable systems from smartphones and smart garments to flying drones and electric

vehicles.

Since its popularisation by MIT researchers in 2007 [2], SCMR as a means of

delivering useful power at a distance has received much attention. It has quickly become

a broad topic, rooted in the general physics of electromagnetic fields, but focused

predominantly on electronic system design principles and different coil architectures

in order to achieve the precise conditions necessary for practical SCMR. While the

fundamentals for this type of mid-range power transfer have become well-established,

there are still open questions surrounding practical implementation.

Many key works have successfully demonstrated aspects of this technology’s

capability, but they have cautiously achieved this with devices of an impractical size for

human wearable applications. Moreover, many recent works have focused too heavily

on achieving quite generic marginal gains in both transmission power and distance,

often at the cost of practicality of implementation in real-world scenarios (for example,

see work by Melki and Moslem in section 2.3.2 on differences between pairs of coil

radii).

As it is often the case, the application dictates the approach required, and so far,

there has been little work around this method of power delivery within e-textiles.

Although there have been efforts whereby wire or conductive yarn has been stitched

into rudimentary coil shapes directly onto a textile surface to showcase possibilities (as

explored in section 3.2), one can hardly call this a deep exploration into textile-based

resonant structures.

Given the increase in smart garment products entering the market, the real and

practical implementation of mid-range power transfer mitigated via e-textiles must

now be considered, and this context helps set this work apart from many others. In

fact, this thesis boldly diverges from the classical coil architectures typified by wireless
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power research in favour of something more akin to metamaterials; a loosely related

but distinct field of research in its own right. Taking inspiration from both areas of

knowledge has enabled a new way of thinking about electronic resonators, with the aim

of demonstrating a more versatile design approach tailored to the target application

which can match and at times even surpass the performance of conventional solutions.

1.2 Commercial requirements

The proposed technical approach has been selected with professional sports and

healthcare end-user requirements in mind, particularly,

• creating an inexpensive and discrete charging solution, minimising system

maintenance;

• minimising adoption to a new technology, ensuring ease-of-use across many types

of users;

• allowing for standard washability and product longevity, ensuring ease-of-

deployment.

Achieving the above goals thus increases the changes of product success as users

are much quicker to accept and adopt the solution.

Furthermore, enabling a solution that is easy to manufacture and does not require

new or specialist equipment, opens up broader opportunities for cost savings, thus

increasing potential profit margins for the supplier. The proposed resonator structure

explored in this thesis takes into account the aforementioned factors with the aim of

delivering a solution that,

• maximises wireless power delivery at variable distances, allowing a degree of user

freedom;

• provides a discrete, 2D solution that exists only on the surface of the garment,

without restricting fabric properties (i.e bendability, flexibility, washability, etc.);

• uses low quantities of material, thus is relatively inexpensive, as well as an

ubiquitous production method employed in standard garment graphics printing
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industries.

1.3 Methodology

Having proposed a new approach to electronic resonators, the aim of this thesis is to

assess the real-world viability of this approach within a textile for the capture and

transmission of WPT. Therefore, the main research activities undertaken were:

• Examining the frequency behaviour of different metamaterial inspired geometries

to determine design strategies and effective ways to achieve a desired performance

outcome.

• Implementing CAD optimised designs using up-to-date additive manufacturing

techniques in order to realise the solution in a commercially relevant process and

product.

• Exploring efficient power amplifier transmitter design with low switching losses

to test the solution, as well as showcase recent advancements with the proposed

design.

In order to perform the above tasks in a timely and cost-effective manner, physics

simulation software was employed in the design stages of the resonator, followed by

physical testing using screen printed techniques to compare results. The transmitter

was designed using known amplifier principles, following an established circuit design

approach, mathematical modelling with software, and eventual construction and

benchtop functional testing.

1.4 Contributions

The main contributions of this work are as follows:

• A novel electromagnetic resonator structure comprised of segmented and

overlapping elements, offering design and performance flexibility over standard

resonator geometries.
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• A yarn level design of the proposed resonator structure for wireless power and

data transfer1.

• A surface level design of the proposed resonator structure (or planar resonator)

for wireless power and data transfer2.

• A detailed examination and modelling of the multi-modal behaviour of these

proposed planar resonator structures, aimed at WPT.

• A method of manufacturing the proposed planar structure for commercial

production.

• An examination of a highly efficient transmitter design for the electronic

resonator.

It is well worth noting that while the focus of this work has been towards applications

involving garments, the principle behind these structures is transferable to any

thin and/or flexible material surface or substrate including general textiles, such as

upholstery, carpeting, and curtains, as well as building infrastructure, including walls,

ceilings and flooring – thereby demonstrating the potential applicability of this work

beyond its initial ideation.

1.5 Organisation of Thesis

This report is organised as follows: Chapter 2 discusses WPT, tracing its roots with

a brief history of electromagnetism through to an examination of the fundamental

principles and practical considerations of the state of the art. It covers different

design approaches, popular system architectures and prominent works, concluding

with some notes on industry standards and safety considerations. Chapter 3 is an

introduction to the proposed novel resonator design, briefly touching on the expected

application requirements. Chapter 4 delves into specific details with regards to the

yarn-level and surface-level embodiments proposed for the new resonator concept

unique to this work. Chapter 5 examines and validates the experimental approach

1UK Patent GB2562548 (Status: Granted), PCT Application No. WO2019058123A1
2UK Patent GB1914854.3 (Status: Pending).
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undertaken, as well as verifies the simulation tools employed using known models.

Chapter 6 reports and discusses the behaviours and characteristics developed through

simulations of the various resonator geometries in addition to detailing the selected

manufacturing technique, before concluding on the development of the test rig for

physical experiments. Chapter 7 reports on the physical testing and insights garnered,

comparing the simulated and experimental results. Chapter 8 presents the scope for

future research and finally, chapter 9 summarises the work presented in this thesis.

The appendices thereafter give additional details on the transmitter side electronics

development with related code for software modelling and signal generation.
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Chapter 2

Literature Review

2.1 A Brief History of WPT

Since methods for WPT centre on electricity and magnetism, it is pertinent to begin

any background discussion at the point where the unique relationship between these

two phenomena was first observed.

In 1820, Hans Christian Ørsted [3] noticed that a compass needle was deflected

when an electric current flowed in a nearby cable, thus confirming that electric currents

create magnetic fields. He later published his findings [4] which showed that the

magnetic field produced forms a circular pattern around a charge-carrying wire. This

profound discovery inspired André-Marie Ampère to develop a mathematical model to

understand this relationship [5]. During the next few years, Ampère’s experiments

demonstrated several important phenomena and led to his famous force law and

circuital law. Through his works and publications, Ampère became a prominent figure

in the establishment of this new science called electrodynamics, coined in his 1827

memoirs.

During a similar period, Michael Faraday [6] was also exploring electromagnetic

properties of materials and discovered electromagnetism in 1831. With his experiments

he demonstrated that an electromotive force could be induced in a conductor by a

time-varying magnetic field. This phenomenon was modelled mathematically by James

Clerk Maxwell [7], and in 1862, Maxwell incorporated Faraday and Ampère’s works

to formulate the classical theory of electromagnetic radiation [8]. This was the most
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important achievement in the field so far. His equations elegantly unified the concepts of

electricity, magnetism and light into one mathematical model. The conclusions drawn

from his equations had profound implications throughout many emerging fields at the

time, but of particular importance for WPT, his equations predicted the existence

of electromagnetic waves forming from oscillating electric and magnetic fields. The

theory also predicted that these electromagnetic waves could propagate with a speed

approximating the then-known speed of light. This led Maxwell in 1865 to propose

that light itself was indeed an electromagnetic wave [9].

Heinrich Rudolf Hertz [10] later confirmed the existence of electromagnetic radiation

as predicted by Maxwell. He did this in 1888 by experimentally producing and receiving

radio waves, to transmit electricity over a tiny air gap. In 1891, Nikola Tesla [11]

conducted the first experiments exploring WPT, and over the next 10 years focused on

developing ways to send power across great distances using microwave technology.

Though there were many pioneers during the early 20th century, it was Tesla

himself who made the most profound impact to the field of WPT with his many

notable experiments [12]. The rest of the 20th century saw tremendous technological

achievements, many of which were underpinned by the knowledge and understanding

that came from these early discoveries. The technology back then had advanced based

on the needs at the time, and recently, due to the increased use of portable electronic

devices, a new need for mid-range WPT has emerged.

2.2 Fundamentals of WPT

In order to effectively tackle the challenges of the future, there is a need to understand

the physical laws that govern WPT. This section presents these principles in relation

to current literature and establishes the rationale behind this thesis.

2.2.1 Methods of WPT

WPT can be generally classified as far-field or near-field transmission based on the

dominant mode of energy transfer.

In far-field or radiative transmission, energy propagates outward from an electrical
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source in the form of electromagnetic waves. Typical systems normally operate at

microwave frequencies and could have transfer distances spanning many kilometres,

given a direct line-of-sight between the transmitter and receiver. These systems have

long been used for communications and broadcast applications; however, they suffer

from poor transmission efficiency as power density decreases with distance r by a factor

of 1/r, as r tends towards infinity [13]. The transmission efficiency can be increased

significantly if the system is made more directional [14], usually achieved by focusing the

propagating waves into narrower beams. In fact, the use of focused microwave beams

to effectively transfer energy between two distant points was proposed as early as 1964

by Brown [15]. During this period, the idea of microwave beaming sparked tremendous

interest in the Solar-Power Satellite concept, proposing the capture of solar energy from

satellites in orbit, which could effectively beam energy back to earth to be converted

and used for electrical power. Today, research into this idea is still ongoing due to the

clear benefits it could bring to humanity’s growing energy needs. However, there are

still enormous technical challenges to be overcome before this becomes a reality.

For consumer devices, the use of millimetre beaming (such as with mmWave 5G

wireless [16]) for WPT poses a whole set of challenges: besides the obvious safety issues,

in real-world scenarios devices would likely move unpredictably and, at times, be totally

obscured from view of any transmitter. Transmission systems would therefore need

to employ complex tracking systems which would only increase system costs without

significantly improving reliability of supply.

In near-field transmission, energy does not primarily propagate in the form of

electromagnetic waves; rather, it is spatially concentrated in the vicinity of the source

(i.e. smaller than one wavelength), forming an evanescent field [17]. This field is the

medium for energy transfer, which occurs through an electric and/or magnetic field

produced at a source coupling to some nearby receiver. Within half a wavelength, this

is mainly non-radiative transmission as energy is constantly being exchanged between

the field and the source as charges oscillate [18]. Thus, unlike in far-field transmission,

very little energy is actually radiated to the surroundings in the absence of a receiving

conductor [2]. This makes the near-field more suitable for device applications whose

receiver’s position and presence in the vicinity of transmission may be unpredictable.
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The transmission efficiency could theoretically be very high for this method of energy

transfer when the distance r is only a few millimetres, but will tend to reduce drastically

with increasing r as the power density within half a wavelength will drop off by a factor

of 1/r3 [19] and by a factor of 1/r2 when the distance is greater than one wavelength

[20].

The main challenges discussed in the literature are normally centred around ways to

increase this transmission efficiency as well as effective transmission distance, both of

which are crucial if any wireless power system is to be adopted as a viable commercial

technology [21]. Other system considerations will become apparent over the course

of this chapter; however, it is worth noting that the near-field method of using time-

varying magnetic fields in order to transmit power is the focus of this work.

For a long time this method did not attract much attention due to the inherent

weaknesses of magnetic induction for larger transmission distances. In 2007, this

changed dramatically when Kurs et al. [22] re-introduced the potential use of this

method through SCMR. There is some debate on whether this approach was truly

novel: Tesla made use of magnetic resonance in many experiments dating as early as

1893 and the importance of High-Q coils for magnetic resonance was known as early as

1955 [23]. What is certain, however, is that this work radically changed the research

focus for mid-range WPT. It is therefore appropriate to briefly identify the differences

between the classical magnetic induction method and SCMR.

2.2.2 Magnetic Induction vs. SCMR

Consider the set up in Figure 2.1, where two identical coils are positioned a distance d

away from one another. Each coil has an inductance L1,2 and is connected to a series

capacitor with capacitance C1,2. R1,2 represents the ohmic resistance in the real coils,

RS represents the internal resistance of a source VS and RL represents a simple load.

If one were to drive the primary coil with an oscillating current, this would give

rise to an oscillating magnetic field B, whose strength at every position r could be

determined by applying Biot-Savert’s Law as presented in equation (2.2.1),
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Figure 2.1: 2-coil system with series-series capacitor compensation.

B =
µ0
4π

∮
IdI × r

|r|3
(2.2.1)

where µ0 is the permeability of free space and Idl is the current distribution in the

primary coil. If the secondary coil is brought sufficiently close to the primary coil, then

the oscillating magnetic field in the primary coil would induce an electromotive force

in the secondary coil according to Faraday’s Law, thus energy transfer would occur

wirelessly.

In a typical non-resonant set-up, any practical energy transfer between these two

coils could only take place at a very close range (several millimetres up to a few

centimetres) and would likely make use of ferromagnetic cores. As with typical

transformer set-ups, these cores would help confine and concentrate the magnetic

fields produced in order to increase the efficiency and rate of energy transfer. These

merits would decrease dramatically if coils are instead separated by air (due to its poor

magnetic permeability) or with increasing physical separation d.

To counteract this weakness, Tesla introduced magnetic resonance and famously

applied it to several of his experiments [23]. In a 1893 lecture [24], Tesla discussed the

importance of creating the conditions for resonance in AC circuits by tuning the self-

inductance of a coil with a series connected capacitor so that these reactive components

would cancel each other out at a particular resonant frequency. The principle behind

this thinking was to reduce the impedance in the coils, thus minimising significant losses
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overall. Many of today’s technologies apply this principle still, however, operating at

resonance alone does not ensure the high efficiencies nor high power transfer rates

desired for practical mid-range WPT.

Kurs argued that operating in the Strongly Coupled region, for which resonance is

a precondition, is what makes SCMR suitable for mid-range WPT and distinguishes

it from short-range magnetic induction [2]. This region is a parameter space whereby

resonant objects couple more strongly to one another, facilitating high power transfer

rates [22]. By operating in this region, it is postulated that the WPT system becomes

more independent to changes in relative coil orientations and alignment; that there

is significantly reduced interference with non-resonating extraneous objects such as

wood, metals or any other electronics; and furthermore, that there would be a very

low coupling with the human body, thereby making these systems safer for future

commercial use. Kurs had further shown that this method of WPT would be able to

cope better with obstructions to line-of-sight, as shown in Figure 2.2.

In many works, coupled mode theory (CMT) is used to analyse the WPT system,

and it has been identified that the condition for strong coupling is met when

K√
ΓtΓr

� 1 (2.2.2)

Figure 2.2: System able to cope with obstructions to line-of-sight [2].
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where K is the coupling coefficient and Γt,r are the intrinsic decay rates of the

transmitting and receiving coils respectively. These decay rates encapsulate all losses

suffered by the coils from absorption, radiation and heat dissipation [25]. What this

ratio illustrates is that by minimising the energy loss per cycle in relation to the coupling

coefficient, more energy can be transferred between the coils.

While CMT is suitable for describing the propagation of energy, it is not so familiar

to electronic engineers [26]. It has been demonstrated by subsequent works that

any SCMR WPT system can equally be represented by lumped values of R, L, C,

and standard formulations from circuit theory (CT). The differences and similarities

between the two are expanded further in Section 2.2.4, but for the remainder of this

discussion the more intuitive CT will be used.

In CT, the expression in (2.2.2) is equivalent to

κ
√
QtQr � 1 (2.2.3)

where κ is the coupling coefficient and Qt,r are the quality(Q)-factors of the transmitter

and receiver coils respectively. The Q-factor is an important metric frequently used in

microwave engineering as an indication of how much energy loss a device suffers per

cycle as given by

Q = ω
Energy Stored

Energy Dissipated
(2.2.4)

Furthermore, it gives an indication of the system’s bandwidth or the effective

range of frequencies over which an external signal can be received. In typical RFID

applications, the Q-factor is normally limited to around 10-20 in order to allow a broad

enough channel to support high communication data transfer rates [27]. However, to

realise the conditions of strong, or in other words, efficient coupling within mid-range

WPT systems, coils would require a much higher Q-factor (typically in the 100s or

1000s) [21]. This is demonstrated by equation (2.2.5) where the maximum efficiency of

a system ηmax is given in terms of κ and the coil Q-factors.

14



ηmax =
κ2QtQr(

1 +
√

1 + κ2QtQr

)2 (2.2.5)

High Q-factors essentially counteract the sharp decline in the coupling co-efficient at

increased distances, thereby maintaining a strong coupling between coils over a greater

range [28]. Figure 2.3 aptly illustrates how power transfer efficiency dramatically

changes with relative distance, coupling, and Q-factor.

Considering the system presented in Figure 2.1, the series RLC coils would have a

Q-factor defined by

Q =
1

R

√
L

C
(2.2.6)

At resonance, the reactances will equal one another, whereby

ωL =
1

ωC
(2.2.7)

hence, the resonant frequency ω0 is

ω0 =
1√
LC

(2.2.8)

Substituting equation (2.2.8) into (2.2.6), the Q-factor becomes

(a) (b)

Figure 2.3: Plot of power transfer efficiency η a) vs normalised distances d/r for different Q-factors [29]
and b) vs Q-factors for different coupling coefficients κ [30].
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Q =
ω0L

R
(2.2.9)

It is apparent that to create high-Q coils, the resistanceR and the inductance Lmust

be decreased and increased respectively. This is practically achieved by a combination

of different coil materials, thicker wires, increased coil windings, and a larger coil loop

area. Clearly, these parameters will be highly constrained by the application and thus

not always adaptable. Therefore, creating coils with higher resonant frequencies is the

most suitable option, and this explains why typical operating frequencies for SCMR

WPT systems are in the megahertz range (MHz).

Operating in the Strongly Coupled region by using high-Q coils is not without its

challenges, and much of the literature over the last decade has attempted to address

these challenges by analysing and constructing different system architectures, circuit

topologies, coil designs and control systems in order to push the limits of what can be

achieved in terms of transfer distance, power and efficiency. How these challenges arise

will be explored in the following sections.

2.2.3 Power Transfer Principles

One of the first decisions to be taken in the design of WPT system is whether to aim for

maximum possible power to the receiving load or to maintain maximum link efficiency.

In this section, the principles of maximum power transfer (MPT) and maximum energy

efficiency (MEE) will be briefly explored.

Maximum Power Transfer

MPT follows the concept of impedance matching in power electronics, whereby a source

impedance is matched to a connected load impedance in order to facilitate maximum

power transfer between the source and load. An analysis that elaborates on the

mechanism of power propagation in this fashion can be found under Circuit Theory

in Section 2.2.4.

Assuming a WPT with complex impedances, if the source impedance is RS + jXS

and the load impedance is RS + jXS , then maximum power will be delivered to the
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load if RS = RL and XS = −XL [31]. This is another way of saying that the source

and load impedances must be complex conjugates of one another in order to minimise

reflections and maximise power transfer. At resonance, the reactances will cancel out

and the power transfer efficiency ητ will depend on just RS and RL,

ητ =
OutputPower

TotalPower
=

i2RL
i2RS + i2RL

=
RL

RS +RL
(2.2.10)

From equation (2.2.10) one can see the main limitation of the MPT principle: the

maximum efficiency at RS = RL has a theoretical limit of 50%. Plotting OutputPower

and ητ against RL/RS , as shown in Figure 2.4, clearly illustrates this point.

Maximum Energy Efficiency

Unlike MPT, the MEE principle examines general design considerations to transmit

power at the highest possible efficiency. The most common design choice is to select

a power source with as low an impedance as possible in order to reduce the energy

dissipation in RS and transfer more energy overall to the load RL.

Other significant system losses are attributed to the skin effect and the proximity

effect [33]. The skin effect is a phenomenon whereby charge carriers in a conductor tend

Figure 2.4: Plot of Energy Efficiency and Output Power with respect to RL/RS [32].
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to concentrate towards the outer surface of the conductor as frequency increases. This

variation in the current distribution effectively increases the ohmic loses in conductors

at higher frequencies [34]. The proximity effect will occur most commonly in tight coil

windings whereby alternating current flowing in one wire will induce eddy currents in

adjacent wires (and vice versa) changing the current distribution of the overall current

flow. As with the skin effect, this causes the effective resistance in the coil to increase

[35]. It is difficult to calculate this overall resistance increase caused by these effects,

although it is well-known (and often cited in the literature) that using Litz wire instead

of solid conductors can significantly reduce these effects. It is worth noting, however,

that using copper Litz wire alone would only increase the effective resistance caused by

the proximity effect [36, 37]. Instead, the use of various layers of magnetoplated Litz

wire has been proposed; the principle being that an alternating magnetic flux would

flow more easily through these magnetic thin films, thereby increasing inductance and

reducing the proximity effect induced resistance. In doing so, efficiency improvements

of around 6% over copper Litz wire for a 1 W transmission at 13.56 MHz have been

reported [37]. Nevertheless, reducing the operating frequency of the system may also

be desirable for MEE, as not only does this naturally reduce skin and proximity effects,

but it also minimises switching losses from voltage regulators and power amplifiers,

commonly present in WPT system realisations [38].

Systems designed under the MEE principle would ultimately deliver lower system

power transmission; however, it would be theoretically possible to achieve system

efficiencies much greater than 50% [39]. The main restriction with these systems is

that they require much closer transmission distances for successful operation [40]. One

way researchers have attempted to counter this is by using high-Q coils in order to

increase the coupling coefficient and extend transmission distances [23], or by using

relay coils as illustrated in Figure 2.5 [41].

Both MEE and MPT aptly demonstrate the usual dilemma researchers and

engineers are faced with when initially constructing a WPT system: that of

concentrating efforts towards maximising power or transmission efficiency. As with

most systems, it will depend heavily on the application: in high-energy applications,

such as in Electric Vehicle charging [42], improved efficiency will most certainly be
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Figure 2.5: Wireless domino-resonator system powering a 14 W fluorescent bulb [41].

favoured over energy transmission rates. However, in low-energy wearable applications,

maximising power is required over transmission efficiency, as the energy lost would

be inconsequential compared to the consequences of device off-time. Realistically, a

compromise between the two principles will almost certainly be selected which will be

dictated by the application’s specific needs.

2.2.4 Coupled Mode vs. Circuit Theory

Researchers in the field of SCMR will normally analyse their systems using either CMT

or CT, therefore it is worth understanding these different approaches.

Coupled Mode Theory

CMT was originally formulated in the 1950s and was primarily concerned with

electromagnetic mode propagation in microwave transmission lines [43]. The theory

was applied to SCMR by Kurs [2] and Karalis et al. [44]. In essence, the theory

modelled how energy could be efficiently passed between a pair of coupled systems,
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and in its simplest form, is described by the following equations [45]

da1
dt

= jω1a1 + jK12a2 (2.2.11)

da2
dt

= jω2a2 + jK21a1 (2.2.12)

where a1,2 are the mode amplitudes, ω1,2 are the natural resonant frequencies and K12

and K21 are the coupling coefficients between the two systems. In a lossless system

set into oscillation, energy would be exchanged between these two systems in time t.

The energy at any point is given by |a1,2|2. Considering a real WTP system using two

identical resonators with equal coupling coefficients, the equations now become

dat
dt

= j(ωo − Γt)at + jKar + V ejwt (2.2.13)

dar
dt

= j(ωo − Γr − ΓL)ar + jKat (2.2.14)

where Γt,r represent the intrinsic decay rates for the transmitter and receiver

respectively, ωo is the resonant frequency of the WTP system, V ejwt is the driving

voltage signal in the transmitter and ΓL represents the additional energy decay from a

load in the secondary.

The intrinsic decay rates are largely due to ohmic losses in the wires and coils of

the circuit. A small portion of Γ is also caused by electromagnetic radiation, however

this is often ignored during analysis. Expressions for the transfer efficiency η and the

transferred power to the load PL are given by

η =
ΓL|ar|2

Γt|at|2 + (Γr + ΓL)|ar|2
(2.2.15)

PL = 2ΓL|ar|2 (2.2.16)

It is often the case that one wants to determine what values of ΓL or coupling K

would maximise η and PL. This is done by substituting the values for |at,r|2 from

the equations (2.2.13) and (2.2.14) into equations (2.2.15) and (2.2.16), calculating the

derivative with respect to ΓL and K, and setting this to zero. This gives
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ΓLηmax = Γr

√
1 +

K2

ΓtΓr
(2.2.17)

ΓLPLmax
=
K2 + ΓtΓr

Γt
(2.2.18)

KPLmax
=
√

ΓtΓr + ΓtΓL (2.2.19)

However,

dη

dK
=

2ΓLΓtK

(K2 + ΓtΓr + ΓLΓt)2
6= 0 (2.2.20)

as the intrinsic decay rate cannot be zero, implying that there is no optimum K that

maximises η. Note, these expressions are valid for a system that is being driven at

resonance.

Circuit Theory

It is often more intuitive to use Circuit Theory (CT) based on the models for mutual

inductance between coils. Consider a 2-coil arrangement where each coil is compensated

by a series capacitor as shown in Figure 2.6a.

RS , R1, R2 and RL represent the internal resistance of the source VS , resistances of

the primary and secondary coils and the load; C1 and C2 represent the compensated

capacitors connected in series with L1 and L2 which are the inductances of the primary

and secondary coils, respectively. When an oscillatory magnetic field arises in the

primary coil, a portion of the energy from the field will couple with, and hence, transfer

to the secondary coil with the mutual coupling between these coils being represented

by M . This extraction of energy from the primary circuit can be viewed as an extra

impedance Zsref in series with the primary coil, as shown in Figure 2.6b, and is

dependent on the impedance characteristics Z2 of the secondary circuit. Likewise,

the transferred power can be viewed as a new source Vpref in series with the primary

side reflected impedance Z1 and the Secondary coil.

As in the previous instance, it is often desired to find the values of load resistance

RL and coupling M that will either maximise the power or transfer efficiency of the

system and these are given by equations (2.2.21) to (2.2.23) [46],
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(a)

(b)

Figure 2.6: a) Coupled WTP system with identical transmitter and receiver, and b) the equivalent
impedance as seen from the Primary and Secondary circuits [46].

RLηmax =

√
ω2
0M

2R2
2

R1 +RS
+R2

2 (2.2.21)

RLPLmax
=

ω2
0M

2

R1 +RS
+R2

2 (2.2.22)

MPLmax
=

√
(R2 +RL)(R1 +RS)

ω0
(2.2.23)

Note that as in the previous analysis, there is no value for M that maximises η.

Hence, from equations (2.2.17) to (2.2.19) and (2.2.21) to (2.2.23), one can clearly see

the similarities between CMT and CT. The following relationships should also be noted

in order to conveniently switch between the two methods,

ΓL =
RL
2L2

, Γ2 =
R2

2L2
, Γ1 =

R1

2L1
, K =

ω0

2
κ =

ω0M

2
√
L1L2

(2.2.24)
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The analysis and subsequent conculsion presented in this section recurs throughout

the literature. Of note, Kiani et al. [47] presented a very detailed and noteworthy

mathematical proof of this relationship. Their work explained that the two approaches

are equivalent particularly for near-field non-radiating conditions for short and mid-

range transmission distances, and that beyond these conditions, CT should be used to

further the analysis. They further concluded that CMT is only accurate for coils with

both small coupling coefficients and large Q-factors.

2.2.5 S-Parameters and Impedance Matching

When developing a WPT system, it is important to be able to predict the system’s

behaviour and measure the power gain on the receiver side. At increasing frequencies,

it becomes more difficult to accurately measure voltage and current using probes due

primarily to the probe’s own impedance [48]. Furthermore, it is difficult to create short

and open circuits for AC signals over a wide bandwidth as there is an inherent risk of

damaging active components [49]. Instead, many researchers incorporate scattering(S)-

parameter analysis: these S-parameters are defined in terms of incident and reflected

travelling waves and accurately quantify how energy propagates through the system

without the need to analyse the system structure. Consider a 2-port WPT system

which can be represented by Figure 2.7.

a1 and a2 are incident waves, and b1 and b2 are reflected waves on ports 1 and

2 respectively. The S-parameters represent the ratio of power gain from one port to

another and are represented by equation (2.2.25).

Figure 2.7: 2-port network S-parameter representation of a WTP system [50].
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 b1

b2

 =

 S11 S12

S21 S22


 a1

a2

 (2.2.25)

In practice, a Network Analyser can be used to measure the corresponding S-

parameters of any system and, more specifically, a Vector Network Analyser is often

employed as to preserve both phase and magnitude data [51].

It is often the case in many low-power WTP systems that MPT is desired, and

hence impedance matching is used as described in section 2.2.3. In order to fully

understand how energy propagates from the source to the load, it is necessary that the

entire system is analysed. This not only makes the analysis more accurate but also

allows for targeted optimisation during system design. While S-parameters have been

demonstrated to be useful when performing an impedance matching analysis, their

employment has often not been used to obtain the full picture. Most prior art tends to

isolate the impedance matching and corresponding analysis to just the transmitter and

receiving coils, and while it is clear that this common practice simplifies the solution, it

does mean that results, and hence, conclusions drawn about the system’s performance

can be misleading. For example, in the well-known MIT experiments of 2007, the

authors reported a transfer efficiency of 45% for a system that powered a 60 W bulb at

a distance of two metres. While this seems very promising due to the increased transfer

range, the whole system transmission efficiency was only about 15% at this distance,

implying around 400 W was actually needed at the input to power the light-bulb [2].

Note that low system efficiency is the primary reason why many SCMR WPT systems

based on the MPT principle are seldom employed in high-power applications such as

electric vehicle charging [28].

When performing S-parameter analysis over a wide band of frequencies, the

condition of impedance matching is met by maximising the forward gain S21 (which is

often referred to as the transmission coefficient [32]). Given by equation 2.2.26, this

parameter is defined as the ratio of the forward wave b2 to the reflected wave a1 when

an input signal is present at Port 1.
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S21 =
b2
a1

(2.2.26)

Note that the power transfer efficiency ητ in terms of S-parameters is given by [52]

ητ =
|S21|2

1− |S11|2
(2.2.27)

where |S21|2 represents the power delivered to the load and |S11|2 represents the portion

of power reflected from the source, hence one minus this value gives the power injected

from the source.

It is apparent that, in practice, impedance matching poses a serious challenge to

any dynamic WPT system. Consider the fact that the impedance seen on the reflected

side will necessarily be dependent on the coupling between the coils, and thus would

change significantly with changes in the relative position of the coils. The effects of

lateral and angular coil misalignments are further studied in section 2.3.4. Consider

also that the presence of a variable impedance seen on either side of transmission will

ultimately change the resonant frequency ω0. This is, in fact, a common characteristic

of the strongly coupled or overcoupled region, whereby the resonant frequency will tend

to split into two different frequencies located either side of ω0 after a threshold value of

the coupling coefficient κ has been surpassed. This divergence from ω0 and its effects

are further studied in the following section.

2.2.6 Frequency Splitting

Since MPT is often desired for many SCMR WPT systems [53], the impedance matching

approach will be undertaken as examined previously. The parameter S21 will therefore

need to be maximised in order to meet this condition. When the coils are separated

by a fair distance and are in an undercoupled or loosely coupled state, the frequency

that maximises S21 will correspond to the resonant frequency of the system ω0. This is

true until the coils are moved closer together so that their coupling coefficient reaches

a threshold value commonly referred to as the critical coupling point κc. Beyond this

threshold, the system is in an overcoupled or strongly coupled state and the frequency

that maximises S21 will begin to split into, typically, two frequencies either side of ω0.
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This phenomenon is aptly named Frequency Splitting (or Frequency Bifurcation in the

case of two-peak splitting), and being a staple of strongly coupled WPT, it is necessary

to focus some attention towards its causes and effect on practical implementation.

Many works [54, 55, 56, 57, 58] have examined this phenomenon for a number of

different coil architectures, and there are a number of perspectives and analogies from

which to draw on an explain for its cause. Ultimately, the effect is dictated by the

inductive coupling between the various system coils: when this coupling coefficient

changes, the series equivalent impedance seen on the transmitting coil will change,

shifting the amplitude-frequency and impedance-frequency angle for the system input

impedance Zin [59]. Changing the coupling coefficient κ, normally achieved by changing

the transmitting and receiving coils separation distance, may create new and often

multiple frequencies where maximum power transfer from source to load will occur.

The divergence of these frequencies from ω0 will typically increase with an increase in

the value of coupling κ. Figure 2.8 illustrates the effect on S21 as a function of coupling

and frequency. It shows that in the overcoupled region (marked by a red dashed box),

maximum power transfer efficiency can occur irrespective of coil separation in this range

if the appropriate operating frequency is selected. With reference to CMT as presented

in section 2.2.4, Niu et al. [60] show that the critical coupling Kc can be expressed as

Kc =
√

0.5Γ2
t + 0.5(Γr + ΓL)2 (2.2.28)

In the case of bifurcation, it has been further demonstrated that the frequencies in the

overcoupled region that maximise S21 can be computed via equation (2.2.29) [60]. The

CT counterpart to equation (2.2.29) can also be found using the relationships presented

in section 2.2.4.

ω = ωo ±
√
K2 − 0.5Γ2

t − 0.5(Γr + ΓL)2 (2.2.29)

Note that this frequency splitting phenomenon does not occur for a system’s energy

efficiency characteristics, as analysed under the MEE principle [61]. Instead, the
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frequency that maximises energy efficiency will always correspond to the resonant

frequency of the system. Figure 2.9 illustrates this point for a 2-coil WPT system

in an overcoupled state with ω0 equal to 10 MHz.

The lower frequency peak is sometimes referred to as the lower or odd mode and the

higher frequency peak as the upper or even mode [62]. The current in the transmitter

and receiver coils will be in-phase at the odd mode and anti-phase (i.e. 180◦) at the even

mode. Typically, operating at the odd frequency mode will achieve a slightly higher

power transfer efficiency compared to the even mode, since this reduced operating

frequency will decrease both skin and proximity effects [63].

Figure 2.8: Plot of S21 as a function of κ and operating frequency [14].

(a) (b)

Figure 2.9: Plot of a) Efficiency vs Frequency, and b) Normalised Power vs Frequency [61].

27



Thus far, it has been assumed that the coils involved in the transmission were

exactly identical, however in real-world applications the transmitting and receiving coils

would likely be structurally different, both in terms of size, shape and number of turns.

For asymmetrical coils, the frequency splitting pattern would no longer be uniform

with the divergence of modes being more pronounced depending on the individual coil

characteristics [64, 65]. Moreover, these differences will also produce different values

for S21 at the critical coupling point in particular as well as between the mode peaks

themselves [14].

The scope of this section’s discussion has been limited to a simple 2-coil architecture

(i.e. comprising a single pair of transmitting and receiving coils), however, frequency

splitting in the overcoupled region also exists in multi-coil systems; whether they be

multi-transmitter, multi-receiver coils, or a combination of both [46]. This leads to some

interesting behaviours that could be exploited; however, analysing and implementing

multi-coil systems becomes increasing difficult and there is no established design scheme

that can be applied to all situations [66]. Instead, the WPT engineer would need to

work to the requirements of the specific application and determine ways to either track,

control, or suppress the effects of frequency splitting.

Many solutions in the literature have been proposed that track and model the

frequency splitting as the coils move relative to each other in an overcoupled state.

Sample et al. [14] presented a control system that automatically adapted the system’s

operating frequency. Figure 2.10 illustrates how the system was able to maintain a high

power transfer efficiency for both lateral and angular displacements.

Likewise, Park et al. [67] presented how such a frequency-tuning method might

compare to one that instead adapts the transmitter circuit impedance. Park et al.

rightly pointed out the difficulties of implementing such an impedance tuning scheme in

any real-world application as it would involve varying the coil separation for a multicoil

transmitter. Nevertheless, their proposed scheme would deliver superior power transfer

efficiency over frequency tuning alone, as illustrated by Figure 2.11.

Taking this idea further, Ahn et al. [68] presented a different impedance tuning

method by adapting the load impedance on the receiver side. This was achieved by

creating a switching converter between the receiver coil and the load which altered the
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effective impedance seen at the transmitter side. The converter, as presented in Figure

2.12, also has the added benefit of performing voltage regulation for the load, arguably

simplifying the circuit design.

The major downside between these and other similar solutions is that they all

require some form of control processing as well as feedback to overcome the effects

of frequency splitting. While this may not complicate the design of systems already

employing communication between the transmitter and receiver, it does mean that

applications may end up expending valuable power simply to maintain a power delivery

control mechanism.

Other works have instead explored ways to eliminate the frequency splitting

phenomenon altogether. Lv et al. [69] and Lyu et al. [65] examined frequency splitting

suppression while maintaining the same effective transmission distance and efficiency

by changing the relative geometries of the coils involved [69]. The explanation given

was that by altering the reactive properties of the coils separately the coupling could

become more uniform over a range of distances as illustrated in Figure 2.13. Note, as

this was for 2-coil architecture the authors were limited in the changes they could make

to the system’s single coupling link.

On the other hand, Hwang et al. [70] demonstrated how changing the κ

between each link in a 4-coil architecture could produce quite different transmission

Figure 2.10: Plots for power transfer efficiency comparing a fixed driving frequency vs an automatic
frequency tuning system as a function of a) the distance between the transmitter and receiver system
and b) the angle between the transmitter and receiver system where an angle of 0 degrees corresponds to
the coils facing each other, while 90 degrees corresponds to the receiver perpendicular to the transmitter
[14].
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Figure 2.11: Plot of power transfer efficiency vs distance for: case 1) fixed frequency and adaptive
impedance and case 2) adaptive frequency and fixed impedance [67].

characteristics. To do this, they only changed the number of turns of the source and

load coils relative to the resonant coils. Normally, these coils are single loop coils in

order to maintain a high efficiency over a larger coil separation [71]. however, in their

experiments they demonstrated how varying the number of turns could create not only

the classic bifurcation seen with 2-coil systems, but also other peaks and even a near-

flat response along a varying coil separation. This is illustrated by the gain plots in

Figure 2.14.

While these design strategies seem promising, this might to lead to a reduction of

mutual coupling, leading to a reduction in the power transfer capability. It should

therefore be noted that this practice could likely only be employed where large enough

coils are used in order to achieve the desired separation for WPT without needing to

(a) (b)

Figure 2.12: a) Proposed receiver side switching convertor, and b) effective impedance seen on the
transmitter side as a function of duty cycle [68].
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use strong coupling.

Zhang et al. [59] analytically demonstrated that by reducing the source resistance

RS , the frequency splitting phenomenon becomes much less pronounced. At the same

time, by decreasing the Q-factor of the coils by, say, increasing their resistance, one

could also suppress the effects of frequency splitting as shown in Figure 2.15. It should

be noted, however, that reducing the Q-factor too much would lead to the system no

longer being in an overcoupled state, and less power would be transferred to the receiver

as shown by the right-hand plots of Figure 2.15.

Researchers have also attempted to build a more general model of frequency splitting

in order to achieve a desired response [73]. For example, Mastri et al. [74] presented a

model for a coupling-independent WPT by focusing on how to achieve a constant power

output at a constant efficiency throughout the overcoupled region. It was shown that,

by operating the system at pre-defined frequencies slightly off of the upper or lower

modes one could reproduce the load impedance on the transmitter side independently

of any variations in the coupling κ above the critical coupling point κc. While this would

mean that the system may not operate at maximum power, it does ensure the system

has a much more stable and predictable power output when in an overcoupled state.

Figure 2.16 illustrates how this system could achieve constant power at a constant

efficiency, however it should be noted that, in practice, some form of rudimentary

(a) (b) (c)

(d) (e) (f)

Figure 2.13: Plots of S21 with respect to frequency and distance for different radii (rx) and coil turns
(nx) of transmitter coils (1) and receiver coil (2) [65].
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(a) (b)

(c) (d)

Figure 2.14: S21 as functions of frequency and coupling, (a) with one-turn coil, (b) eight-turn coil, (c)
three-turn coil, and (d) across varying coil inductances in the basic four-coil WPT system with DS of
0.3 between the resonant coils [70].

Figure 2.15: Plots for Power transfer efficiency η vs frequency for different coil resistances and separation
[72].

frequency tracking would still be required, albeit for a much smaller range.

Finally, it has been shown that from a safety and power transmission efficiency
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(a) (b)

Figure 2.16: Plots for a) Normalised Power out and Efficiency vs Coupling and b) Normalised Power
output vs Normalised frequency. In each Plot, A) is well below κc thus a low power output, B) is at
κc thus achieving maximum theoretical power, C) is beyond κ)c where peak power decreases, D) has
been defined as κb, where the frequency bifurcation is now pronounced, and E,F,G) are points where
constant power and efficiency can be achieved [74].

point of view, if frequency bifurcation were to occur it would be more suitable to drive

the system at the higher frequency known commonly as the even mode, as this would

reduce the far-field emission as shown in Figure 2.17. This is due to the fact that, at the

even mode, the current in the transmitting and receiving coils have opposite directions,

hence the resultant emission from both coils is cancelled [75].

2.3 Practical Considerations of Mid-Range WPT System

Over the last decade a plethora of different WPT system design principles and

architectures have emerged, each dedicated to solving a particular set of generic issues or

(a) (b)

Figure 2.17: Far-field emission gain characters showing (a) frequency and (b) angle [75].
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constructed to overcome some weakness or shortfall in conventional system design. This

section will explore different circuit topologies, coil designs and the most notable system

architectures in order to understand the advantages, disadvantages and compromises

in different designs as well as the the rationale behind their implementation.

2.3.1 Compensation Topologies

It is well known from magnetic induction that loosely coupled coils create a significant

leakage inductance on either side of the coil circuitry which, acting as an extra inductive

impedance, causes system losses [76]. It is therefore a common practice to compensate

for this by connecting a capacitor in each transmitting and receiving coil circuit in a

WPT system. From this perspective, the primary winding’s compensation capacitor

C1 is selected to create a zero-phase-angle between the voltage and current in the

transmitter at a particular coupling κ and load RL, and the secondary compensation

capacitor C2 is selected to tune the receiver to the resonant frequency ω0 determined

by the transmitter’s circuit impedance characteristics, in order to achieve high transfer

efficiency [48]. For a 2-coil WPT system, there are four basic compensation topologies:

Series-Series (SS), Series-Parallel (SP), Parallel-Series (PS) and Parallel-Parallel (PP),

and these are illustrated in Figure 2.18.

The topology as well as the capacitor values selected will have a significant effect on

the WPT performance, thus the choice becomes a crucial aspect in the design of any

WPT system. Li et al. [30] derived equations for C1 as a function of the other WPT

system characteristics, and these are presented in equations (2.3.1) to (2.3.4),

C1 SS =
C2L2

L1
(2.3.1)

C1 SP =
C2L2

L1

(
1

1− κ2

)
(2.3.2)

C1 PS =
C2L2

L1

(
R2
L

ω2
0L

2
2κ

4 +R2
L

)
(2.3.3)

C1 PP =
C2L2

L1

(
R2
L(1− κ2)[

ω2
0L

2
2κ

4 +R2
L(1− κ2)

]2
)

(2.3.4)
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where L1 and L2 are the transmitter and receiver coil inductances respectively. It can

be seen that SS is the only topology that is independent to variations in both the

coupling κ and load RL of the system. Its simplicity and ease of implementation is

also the reason why the SS topology is the most common choice encountered in the

literature: for example, Kim et al. [53] had asserted that not only were they able to

simplify the selection of C1 with the SS topology, but they were also able to use first-

order current-driven rectifiers as opposed to second-order voltage-driven rectifiers on

the receiver side. This reduces overall complexity, switching losses and circuit volume

when built.

It should be noted, however, that the other topologies offer certain advantages

over the simple SS topology and these are worth examining further. Several works

[77, 78] have pointed out that a parallel compensated secondary leads to a reduced

dependence on the load value as a current source would now be seen at the receiver

side of transmission instead of a voltage source (as one would expect with a series

compensated secondary). This, they argued, would therefore be better suited for

battery charging applications. Similar conclusions can be drawn for multi-receiver

WPT systems as demonstrated by Kim et al. [79]: they showed that a PS topology with

multiple receivers would be more sensitive to variations in the individual loads whilst

(a) (b)

(c) (d)

Figure 2.18: Capacitor circuit topologies: (a) SS, (b) SP, (c) PS, (d) PP [48].
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SP would instead be more sensitive to the mutual coupling between the transmission

links.

Note that when selecting a parallel compensation on the secondary, the WPT

engineer would now need to compensate for a reflected reactance Xpref from the

primary circuit. This would not be present when a series compensation is used on

the receiver side, thus making the parallel compensation design choice more complex.

Wang et al. presented a thorough analysis of topology selection for WPT systems

and stated that the reflected reactance for a primary compensated secondary can be

determined by equation (2.3.5) [80]. It was also concluded that, in practice, C1 would

likely be designed to a fixed value according to the minimum power requirements as it

would be impractical to vary C1 with changing system parameters to achieve optimum

performance.

Xpref = −j ω0M
2

L1
or Xpref = −jω0κ

2L2 (2.3.5)

Lu et al. [28] argued that while SS would be preferred for systems with high

efficiency, PP would actually be more suitable for systems with relatively low efficiency.

This, they argued, would achieve a higher effective coil induction, thus improving

coupling. Sangswang et al. [42] drew attention to the output power variation problems

seen in high operating frequency SS topologies when the load is small. It was further

shown that by removing the secondary capacitor and adapting the primary compensator

capacitors one could significantly increase the power transfer capability for systems with

small load resistance RL.

Normally, the coil parameters are already known and one would then need to

determine the terminating impedances to optimise the design. Instead, Monti et al.

[81] discussed the inverse problem and presented a formulation to determine the best

coil parameters for each of the four topologies in order to select the best topology for

a given load. Sallan et al. [82] stated that, on the contrary, there is no one topology

based on system parameters alone and instead present an optimal design process in

order to determine which topology would be most suitable given the application. Some
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noteworthy conclusions were: SS and SP topologies are more suitable for high power

applications while PS and PP allow larger transmission distances for the same operating

frequency; series circuits work for higher voltages whereas parallel designs would be

better suited for higher currents.

Several works have also explored ways of combing topologies in order to achieve

improved performance over the basic ones presented: Villa et al. [83] presented an

interesting analysis showing how each topology might perform during coil misalignment.

It was concluded that during misalignment or in the absence of a secondary winding,

SS and SP topologies could cause a potentially hazardous increase in current in the

primary windings. By contrast, PS and PP reduce current in these situations and

hence are arguably safer to use in high power applications. This occurs due to the

decrease in transmitter impedances in SS and SP (Z1 SS and Z1 SP ) and the increase

of transmitter impedances in PS and PP (Z1 PS and Z1 PP ). Equations (2.3.6) to

(2.3.9) demonstrate this relationship at resonance with respect to M for each topology.

Z1 SS = R1 +
ω2
0M

2

R2 +RL
(2.3.6)

Z1 SP = R1 +
ω2
0M

2

R2 + jω0L2 + RL
1+jω0C2RL

(2.3.7)

Z1 PS =
1

R1 + jω0(L1 + C1) +
ω2
0M

2

R2+RL

(2.3.8)

Z1 PP =
1

jω0C1 + 1

R1+jω0L1+
ω2
0M

2

RL+(R2+jω0L2)(1+jω0C2RL)

(2.3.9)

They proposed a series-parallel-series topology (SPS) and concluded that this would

offer a good power transfer rate even at a relatively high misalignment. Chen et al.

[84] built on this idea and presented a system that combined both series and parallel

topologies within the same coil circuit. The proposed system is shown in Figure 2.19a

and it was claimed that the system was able to achieve an increased transfer distance or

transfer efficiency when compared to the equivalent series, parallel or uncompensated

topologies presented in Figure 2.19b-d. In this way, the system was also more adaptable

to different WPT applications by being able to easily balance efficiency and transfer
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(a) (b)

(c) (d)

Figure 2.19: Circuit models for a) Combined SS and PP, b) SS only, c) PP only and d) uncompensated
system [84].

range through the optimal selection of C1, C2, C3 and C4.

As shown, all four topologies have their virtues and drawbacks, and choosing which

one to employ will heavily depend on the type of WPT application. Table 2.1 gives a

succinct summary of the key points to note when comparing and choosing topologies.

Table 2.1: Comparing the four main compensation topologies across key WPT requirements

Topology Simplicity
Adoption
to load
changes

Multiple
receivers

Larger
trans.

distances

High
power
apps

Misalignment
tolerance

SS ++ +++ ++ − − −
SP + − −− −− − −
PS − −− + + ++ +
PP −− −−− + + ++ +

2.3.2 Coil Design Principles

Coils, resonators, couplers, antennas: all these refer to elements that create the

wireless link that facilitates the transfer of energy in any WPT system. Their design,
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(a) (b)

Figure 2.20: a) Open-End and b) Short-End Model.

construction and optimisation are hot topics across multiple fields, all in an effort to

achieve greater power transmission and efficiency at ever increasing distances. With

reference to the current state-of-the-art, some of the most important principles in the

design of these transmitting and receiving elements will be explored in this chapter.

When discussing WPT using inductive coils, there are 2 main types presented in

the literature which, for convenience, will be referred to as Open-End and Short-End

coils as presented in Figure 2.20.

Open-End, as the name suggests, are coils which do not form a closed circuit

and are typically not compensated by a parallel or series connected capacitor. To

achieve resonance, these coils are instead operated at a frequency dictated by their

self-inductance along with their own parasitic capacitance. This self-capacitance is

normally attributed to capacitances that exist between adjacent coil turns [33]. These

would often be tiny for typical coil sizes; hence, systems employing Open-End coils

would need to be operated at megahertz frequencies in order to achieve self-resonance

of the coils. Conversely, Short-End coils form closed circuits and would likely use

compensating capacitors in order to achieve resonance at lower frequencies. As one

might expect, Open-End coils can only act as intermediary transmitting or receiving

coils as they could not directly connect to either a source or load. Instead, a Short-End

coil connected to a source (often referred to as a driving coil) would transmit energy

to an Open-End coil at its resonant frequency. This energy could then be transmitted

from the Open-End coil to the load via another Short-End coil (aptly referred to as the

load coil).

Though this might appear to increase system complexity, there is a clear rationale
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behind the use of Open-End coils in WPT systems in order to achieve very high

coupling. The Q-factor for an isolated RLC resonator was already defined in equation

(2.2.9), however, this is only the unloadedQ-factor or simplyQU . When the resonator is

connected to a source or load circuitry, the actual Q-factor for the system will decrease

according to these new resistive components. This total system Q-factor is known as the

loadedQ-factor or simplyQL, and in practice, should not exceed 1
5th ofQU [85]. Beyond

this threshold, circuit losses within the WPT system would become exponentially more

excessive as represented by equation (2.3.10).

Circuit Losses = 20 log

(
1− QL

QU

)
(2.3.10)

This phenomenon would clearly impose a limit for theQ-factors in any WPT system,

limiting the effective range for SCMR. However, by using intermediary Open-End coils,

inductively coupled to a source or load circuit, the transmitting and receiving Q-factors

could now be dictated by the QU of the isolated coils themselves, hence high-Q SCMR

WPT could take place. Cannon et al. [86] compared the Q-factors of resonant and

non-resonant WPT systems to demonstrate how using a system of Open-End and Short-

End can lead to a much better system performance compared to traditional Short-End

systems. Figure 2.21 illustrates the performance of three different systems.

It should be noted that self-resonant Open-End coils are quite susceptible to changes

in temperature, humidity, and even the presence of users nearby [87]. This could

make a long-term stable implementation of such a system difficult as the resonant

frequency could shift away from the operating frequency with different surrounding

conditions. Moreover, these coils tend to produce a much greater electric field in

the vicinity of the coils, which would limit the amount of power that could be safely

transmitted for wearable technologies under the International Commission on Non-

Ionizing Radiation Protection (ICNIRP) guidelines [88]. These implications along with

a further elaboration on safety concerns for WPT systems can be found in section 2.4.

Once the type of coils to use are decided upon, WPT engineers would next need

to consider the physical structure of the coils to achieve the desired effect. Figure 2.22
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illustrates some well-known and noteworthy structures that have been encountered in

the literature. Each of these different structures and their combinations would create

noticeable changes in coil performance for various applications; however, it is important

to note that a significant enhancement in transfer efficiency will always arise simply

by making the coils bigger. In fact, many works have deliberately used relatively large

coils in order to demonstrate how transmission at a distance could be plausible.

Melki and Moslem [93] made a point of how significant this difference in coil size

can be for the same resonant operating frequency as presented in Figure 2.23.

Typically, resonators and their performance would be analysed from their magnetic

and electric field characteristics using the Finite-Element Method (FEM) or, the

more seldom used Method of Moments (MoM). The most common software packages

employed for this task are ANSYS Maxwell [94] and COMSOL Multiphysics [95].

Essentially, the software package will solve Maxwell’s equations for electromagnetism in

a meshed 2D or 3D space in order to visualise the magnetic interactions, gain a sense of

how a proposed system might perform and where there might be room for improvement.

While simulations are useful, it is important to also understand how coils interact

with the surroundings when implemented. For example, Park et al. [67] presented a

simulation of a relatively high efficiency WPT system. However, when constructed, the

(a)

(b)

(c) (d)

Figure 2.21: Circuit models for a) a typical inductive WPT system without resonance, b) a WPT
system operating at resonance, and c) a WPT system employing intermediary Open-End coils, as well
as d) the voltage gain vs frequency plot for the systems a), b), c) [86].
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efficiency dropped as much as 30% simply due to the presence of a plastic dielectric

support structure for the coils in the experiment. This aptly demonstrates how essential

it can be to consider the entire structure of the system and not just the WPT coils in

isolation.

Besides shaping and up-sizing coils, many researchers have also proposed enhancing

performance by adding ferromagnetic or paramagnetic materials. Changbyung et al.

used a shaped ferrite core to enhance the overall transmission characteristics of a WPT

at frequencies as low as 20 kHz [87]. Figure 2.24 demonstrates the system’s function

(a) (b)

(c) (d)

(e) (f)

Figure 2.22: Open- and short-end a) cylindrical system [89] and b) flat spiral system [14]; c) square
coil WPT system [90]; d) proposed spiral winding pattern in a single loop structure [34]; e) top view
of flat square coil [91]; and f) a bowl-shaped spiral Tx coil with different sized flat spiral Rx coil [92]
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and the magnetic field strength distribution over the resonator geometry.

Ding and Wang [96] applied a manganese-zinc core to a cylindrical coil WPT system.

It was shown that using this soft ferrite core could increase power transfer efficiency

by an additional 40%. Ahn et al. [97] also used ferrite, but instead focused on its

capability to shield users from flux leakage when a WPT system is incorporated into

furniture. This was demonstrated by using a multi-coil transmitter with a ferrite E-core.

Knaisch et al. [98] combined both ferrite and aluminium structures in order to obtain

an enhancement of the coupling factor for an electric vehicle WPT system, but more

importantly, to shield from flux linkage to the vehicle body itself. By doing this, they

argued, one could maintain a reasonably high power transfer link, while at the same time

conforming to the safety standards set by the ICNIRP. Huang et al. [99] also studied the

effects of ferrite and aluminium, however, the work compared the effects of a laminated

and non-laminated aluminium mobile phone casing structure on transmission efficiency.

Unsurprisingly, they observed substantial losses due to eddy currents but also noted how

the addition of these cases shifted the peak power transmission frequency of the system

by varying degrees. While these additions could greatly enhance system performance,

the individual material properties (and their losses) will need to be accurately accounted

for which might overcomplicate the analysis, leading to greater computer simulation

Figure 2.23: Plot for efficiency vs coil separation distance for different coil radii.
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(a) (b)

Figure 2.24: Simulation results of a) ferrite core resonator, and b) its Magnetic field distribution [87].

time and optimisation iterations. As a final example, Sohn et al. [100] compared the

shielding effects of ferrite and copper plates for various transmitting coil architectures,

in order to limit magnetic field exposure in a particular direction. It was demonstrated

how copper is a better shield, but would reduce total magnetic field strength over the

entire transmitting range. On the other hand, ferrite could enhance the field strength in

the desired forward direction, but would only marginally shield it in the other direction.

One might have noticed that some of these enhancements are in effect a way of

shaping the magnetic field in order to direct energy propagation. Other works have

focused more specifically on the shaping aspect of field enhancement in order to achieve

better WPT system performance through increased coil coupling and a decrease in flux

leakage. Ye et al. [101] proposed a coil structure that more evenly distributes the

magnetic field along the entire coil area, arguably improving WPT performance. They

showed that their design could achieve a much more uniform coupling vs. the traditional

spiral coil, but in doing so, sacrificed peak magnetic field strength as shown in Figure

2.25.

Besides changing the coil turns pattern, another way to re-distribute the magnetic

field is by using multiple coils. Lim et al. [102] analysed the magnetitic field

distribution for two perpendicularly positioned square loop antennas. They showed

that by alternating the current phase between the coils, they were able to create a
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constructive and destructive interference pattern to effectively direct the magnetic field

in varying lateral directions around the two antennas. They refer to this technique as

beamforming due to its semblance with the classical phase-shift approach used in RF

transmission. However, it is the author’s opinion that beamforming is not a suitable

term as it incorrectly alludes to a radiative propagation of energy, which is not the case

in magnetic coupling systems. This misnomer has been encountered in other instances,

and it is suggested that Magnetic Field Shaping (MFS) would be a more appropriate

term to use as it represents the actual process taking place. From experiments, Lim

et al. [102] showed a 20% improvement in transmission efficiency for WPT as opposed

to a single antenna approach. Yang et al. [103] also demonstrated a MFS technique

using multiple transmitter coils, however the focus was on the tuning controller rather

than the coils themselves. This work analytically demonstrated how to minimise power

draw from all the transmitter coils and showed that the optimal current in the case

of identical transmitter coils was proportional to the mutual inductance between the

transmitting and receiving coils.

An interesting trend in MFS techniques is the design and use of metamaterials.

These are repeated structures that manipulate, confine and focus the magnetic field

path, similar in principle to how optical lenses effect light [104]. Metamaterials

effectively mimic a permeability µ that might not exist in ordinary materials, such

as a zero or negative µ [105], and their use within WPT has grown in recent years.

They have been an inspiration in the design of this work’s unique resonant structures.

A more thorough review of the science and use in previous works is presented in the

next section.

(a) (b)

Figure 2.25: Simulation of Magnetic field strength vs coil position for a) a traditional spiral coil
structure, and b) proposed coil structure. The numbered positioned 1-5 give a measurement of distance
from the coil, which is 0.5mm, 0.6mm, 0.7mm, 0.8mm, 0.9mm respectively [101].
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(a) (b) (c) (d)

Figure 2.26: Electromagnetic wave propagation from air into a medium with negative ε and µ
illustrating (a) refraction in the opposite direction, (b) beam spreading translation, (c) beam refocusing,
and (d) Plane-to-Point source intensity redistribution [108].

2.3.3 Metamaterials and WPT

The study of metamaterials is an exciting field in physics that has recently attracted

the attention of WPT researchers. The first real exploration of these artificial materials

dates back to as early as 1898 when Bose [106] published work on the manipulation

of electric waves with the use of artificial twisted structures. Different avenues of

research carried on throughout the 20th Century and in 1968, Veselago [107] presented a

theoretical study on plane-wave propagation using a hypothetical material where both

the permittivity ε and permeability µ were negative. Such an improbable material

would be able to change the behaviour of light and other electromagnetic waves

interacting with it in a number of noteworthy ways (e.g. Doppler shift reversal; reversal

of the direction of Cherenkov radiation, etc.). Figure 2.26 illustrates some examples of

a wave transition through a series of simulated homogeneous metamaterials.

While an exciting proposition, it was not until 1999 when Smith et al. [109] and

Smith et al. [110] experimentally demonstrated that an artificially constructed medium

composed of periodic metallic wires and split rings could exhibit this type of behaviour

over a narrow frequency band. Fundamentally, this was possible as the dimensions of

a single element or cell in the periodic array were much smaller than the wavelength

of the incident electromagnetic wave, thus the entire structure could be taken to be a

homogeneous medium with an effective and frequency dependent ε(ω) and µ(ω) [111].

This discovery opened a whole new set possibilities for the field of metamaterials with

several practical applications starting to emerge throughout the early 2000s, such as new

imaging techniques and filters, sensors, electromagnetic cloaking, and radar absorbers.

46



The range of applications is potentially wide but fundamentally limited by fabrication

technology [112]. Hence, much of today’s research is concentrated on new fabrication

techniques to manufacture metamaterials to scale for millimetre, terahertz, infrared,

and even visible light parts of the spectrum.

The functionality of a metamaterial is typically limited to a narrow band of

frequencies centred around the resonant frequency of the structure, hence, they are

sometimes referred to as a frequency-selective surface or device. Within the periodic

structure, each cell has its own reactive properties. When all cells are identical and

sufficiently separated from one another in the array as to not couple significantly and

effect their impedance [113], the resonant frequency of single cell dictates the resonant

frequency of the whole periodic structure. The typical resonant behaviour observed

is that the structure will either reflect or absorb energies at particular frequencies

depending on the cell shape. At all other frequencies, the metamaterial structure

would simply allow waves to pass through it unaffected. Note also that as more cells

are incorporated into the overall surface the bandwidth of operation becomes narrower

[114]. The most popular cell structures for energy absorption are typically composed of

Split Ring Resonators (SRR) which are circular or square-shaped and made up of one

or multiple broken concentric loops. Figure 2.27 shows a number of popular realisations

found in the literature, and these are typically incorporated for radio frequency energy

harvesting applications [115, 116, 117, 118, 119].

Copper tends to be the material of choice for conductive elements in the microwave

region, however, gold and silver are being increasingly used [112] — silver in particular,

due to its popularity in additive manufacturing as well as for its very low electrical

resistance. It is also common to incorporate a ground plane for energy harvesting

applications [117]. As with normal communication antennae, these help focus the

propagating electromagnetic waves which are incident at wider angles.

Research on metamaterials for WPT was a relatively recent shift in focus and

most likely spun-out organically from radio frequency energy harvesting research.

The clever application of traditional metamaterials was thought to be the solution

for many common issues of WPT. Firstly, by effectively increasing the amount of

magnetic flux linkage, thereby increasing the coupling κ between coils; and secondly, by
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allowing smaller Q-factors to be used and thus increasing system tolerance to change.

Metamaterials were typcially constructed to be just-off resonance of the WPT system’s

operating frequency in order to exploit a negative effective µ(ω) medium in the power

transfer path as presented in Figure 2.28.

As mentioned previously, the common interpretation in relevant literature is that

the metamaterial behaves somewhat like a magnetic lense; manipulating, confining and

focusing the magnetic field path similar to how optical lenses do for light [104]. A more

apt interpretation is that metamaterials act to amplify the evanescent waves that would

otherwise decay sharply in free space alone. Typically, researchers focus on achieving

what is termed a single-negative metamaterial, in which only µ has a negative (or zero)

real value [105]. It is important to note that this is approach is only valid when applied

(a) (b)

(c) (d)

Figure 2.27: a) A near-infrared array energy harvester using copper split square rings and a copper
micro-strip collector [115], b) a metamaterial formed by etched-copper SRRs on standard FR4 circuit
board [120], c) an exploded view of a double slit ring metasurface incorporating a ground plane and
energy harvesting feeds (cooper), separated by Rogers RT6006 (blue) and RT6002 (red) [116], and d) a
metamaterial rectifying surface as part of a larger radio frequency energy harvesting metasurface formed
of copper top pattern, ground plane and rectifier, separated by multiple layers of Rogers RO4450F
bondplys [117].
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to the near-field region, where µ and ε are decoupled, and thus, independent from one

another [122]. ε-negative media do in fact exist in nature, such as with silver or gold

for visible and infrared light [123], however, naturally occurring µ-negative materials

remain elusive.

Wang [124], whose earliest work (ca. 2010) illustrated the potential efficacy of

metamaterials applied to near-filed WPT, is a key contributor to the field and helped

in seeding this new area of research. A review paper by Wang et al. [125] presented

different metamaterial solutions using repeated coil patterns in order to improve

transfer efficiency. Figure 2.29 demonstrates one of Wang et al.’s popular solutions

for a 4-coil system powering a 40 W lightbulb which uses a single or multilayer planar

coil pattern to increase transferred power. How this compares to open-ended repeater

coils is further explored by Chalbalko et al. below.

Instead of a uniform coil pattern, Cho et al. [126] presented a unique hybrid coil

metamaterial slab as illustrated in Figure 2.30. This created a negative µ at the edges

of the slab and a zero µ in the centre, allowing for a much greater concentration of flux

(a) (b)

Figure 2.28: a) Schematic of a cell and the effective permeability of that cell with different frequencies,
b) the curves of the cell’s effective permeability with varying frequency (solid line) as well as the
equivalent-circuit RLC resonant frequency (dotted line) for reference [121].

(a) (b) (c) (d)

Figure 2.29: WPT system to power a 40 W lightbulb (a) without the metamaterial slab, (b) with the
3D metamaterial slab, (c) with a planar metamaterial slab, and (d) the recorded transmission efficiency
of each system respectively [125].
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(a) (b)

Figure 2.30: a) a hybrid metamaterial slab with different negative µ at the edges and zero µ at the
centre (left), and b) a comparison of system performance without the metamaterial slab (top), with
a traditional uniform µ metamaterial slab (middle), and the proposed hybrid µ metamaterial slab
(bottom) [126].

to the receiver coil.

It is sometimes argued whether these types of implementations can be classed as

true metamaterials as they exhibit a very similar structure and overall behaviour to

coil relay architectures [114]. This argument has motivated other researchers to use

a composition of different natural homogeneous materials instead to fundamentally

achieve the same result. Some have even proposed the use of strongly diamagnetic

materials as a way of uniquely confining magnetic fields or even to enhance their

effective range: a superconductor inherently acts as a perfect diamagnetic and can

be used to confine or concentrate the magnetic flux to increase the field strength [127].

Navau et al. [128] proposed a cylindrical metamaterial shell theoretically composed of

ferromagnetic and superconductor alternating wedges in order to enhance magnetic

coupling. Through an analysis, based on transformation optics, it was concluded

that such a metamaterial shell around the transmitting side could drastically improve

the effective range of transmission, while a shell on the receiving side could instead

concentrate the magnetic field towards the centre of the shell, thereby improving the

system’s flux linkage. Figure 2.31 illustrates the proposed system’s operation: the

images on the left consider a single magnetic dipole, whereas the images on the right

consider two dipoles.

Diaz-Rubio et al. [129] presented a similar system to Navau et al., however,
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they used Radial Photonic Crystal shells operating as a quadrupole instead of

superconductors to achieve a similar effect. The only other encounter in the literature

of a quadrupole WPT system was given by Pavel et al. [52]. Here, high refractive index

dielectric spherical resonators instead of the more familiar Open-End coils were used,

which could be operated in either dipole or quadrupole mode at select frequencies in

the hundreds of megahertz range.

Very little work has been presented regarding how metamaterials compare to

simple coil relays. Chalbalko et al. [130] addressed this issue in particular and

presented a direct comparison between a theorised perfect metamaterial structure with

negative µ and what was essentially an Open-End self-resonant coil, both of which

positioned mid-way between the transmitting and receiving resonators. Simulations by

Huang et al. [104] as presented in Figure 2.32, suggest that using an Open-End self-

resonant coil of comparable size is actually a much better solution than the theorised

metamaterial, thereby offering an opposing viewpoint that metamaterials necessarily

deliver a significant improvement over multi-resonator system architectures.

Furthermore, in most cases encountered, the implementation of a metamaterial has

impractically increased the size of the transmitting and receiving elements [131]. In

Figure 2.31: Simulation shows a) the field strength for a single dipole, b) how the field could be radially
expanded by the use of the proposed shell, and c) how the field could be focused by another separated
shell. Considering d) two dipoles, the simulation shows how the ratio of the inner and outer radii of
the shell could be changed to e) confirm the field and f) expand the field in free space [128].
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other instances, their very presence between transmitting and receiving couplers might

seem to contradict the point of having a wireless transmission solution altogether [132].

Finally, their fabrication complexity and associated costs has historically inhibited

research progress and commercial investment, especially since key target markets

for practical applications are still in their infancy. Whatever the architecture or

nomenclature, the key concept of creating a significantly different physical structure

that can enhance WPT coupling has inspired this work. The advantages and novelty of

an approach using multiple miniaturised coil structures outweigh the current downsides,

which might be more easily overcome with the proper choice of application and a

creative approach.

2.3.4 System Architectures

Having discussed the operation of the WPT coils themselves, it is pertinent to explore

some of the most noteworthy holistic system architectures that have been developed.

This section will examine different coil arrangements as well as the electronics and

control systems employed to manage dynamically changing parameters during normal

real-world operation.

Coil Arrangements

Throughout this chapter, reference has been made to the use of multi-coil systems. To

clarify, the most common arrangements encountered in the literature can be categorised

as either 2-, 3- or 4-coil WPT systems. 2-coil inductive systems are the simplest and

(a) (b) (c)

Figure 2.32: Simulation of WPT system a) using air only, b) using the metamaterial as theorised in
[104], and c) using the Open-End self-resonant coil as in [130].
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(a) (b)

Figure 2.33: Comparison of system efficiencies of a 2- and 3-coil system under different loading
conditions when the source resistance is a) 2 ohms and b) 50 ohms.

most dated arrangements; hence, they are often used as the benchmark against which

3- and 4-coil arrangements are compared.

Kiani et al. [133] presented an early comparison of these coil arrangements in terms

of total power transfer and transfer efficiency. It was shown that 4-coil systems tend to

be the most efficient but suffer from the least power transfer capability. By contrast,

2-coil systems tend to deliver the most power but exhibit the least transfer efficiency

of all the arrangements over a set transfer range. A good compromise between both

power and transfer efficiency seems to be provided by 3-coil systems (i.e. comprising an

open-ended repeater coil sandwiched between a single pair of transmitting and receiving

coils). Zhong et al. [134] attributed this increase of power transfer efficiency from multi-

coil systems to the low resistivity of Open End coils. As previously discussed, these

coils do not directly connect to the source or load circuits; hence, it was argued that

these intermediary coils shift the current stress away from the lossy source circuits in

the driving coil thereby enhancing the overall magnetic coupling to the receiver. Figure

2.33 illustrates this point clearly by comparing the efficiencies of 2- and 3-coil systems

with changing source resistance.

Besides an increase in efficiency and robustness, a 3-coil system also reduces the

electromagnetic field (EMF) strength in the vicinity of the coils during misalignment.

This is an important factor to consider as misalignment or non-coupling of coils is

inevitable in real-world applications and could create instances where the field strengths

surpass what is permissible for human safety levels. Zhang et al. [135] demonstrated the
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EMF for 2- and 3-coil systems: their simulation results, illustrated in Figure 2.34, show

how the EMF for both systems are comparable when the coils are aligned. However,

during misalignment, the EMF of the 2-coil system is significantly increased.

A 3-coil system also provides a more uniform efficiency across different load

resistances when compared to a 2-coil system, however, in practice, voltage drops in

power electronics and the non-linearity of circuits disrupts this uniformity [135].

Many of the advantages of a 3-coil system persist even when the coils are

perpendicular to one another as reported by Ye et al. [136]. The work compared a

standard 2-coil inductive system operating at 85 kHz with the same system employing

a flat third coil in-between the two coils as shown in Figure 2.35. It was reported how

employing this third coil translated into a potential size reduction of up to 66% of the

transmitting and receiving coils to achieve the same power transmission efficiency at a

set distance. They also argued that using a flat horizontal coil is a much more effective

use of space, however, one would need to consider the material cost increase of their

arrangement as opposed to other more compact solutions.

While 3-coils offer a good compromise, most works have tended to focus on

maximising power transfer efficiency instead, hence the 4-coil system would likely

be selected and indeed has been the most studied system architecture over the last

decade. This coil arrangement is not a new idea: one of the earlier references of its use

comes from a 1998 patent on WPT [137]. As illustrated in Figure 2.36, 4-coil systems

Figure 2.34: Comparison of the electromagnetic field strength of 2- and 3-coil systems during normal
alignment (top) and during misalignment (bottom).
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provide two extra mutual coupling coefficients, which provides extra freedom in coil

position configurations in order to further extend transmission distances. It has been

demonstrated that by varying the separation distances between each of these coils one

could maximise either power transfer efficiency or transmission range [138, 139]. It was

further shown that there are ideal separation distances between the coils depending on

the desired performance, and that it is not simply a case of bringing the coils closer

together, as doing so would significantly shift the resonant frequency of the system due

to overcoupling, as examined in section 2.2.6.

According to Chen et al. [89] and with reference to Figure 2.36, the condition for

maximum power in a 4-coil system can be expressed as

κPSκRD
κSR

= 1 (2.3.11)

meaning that even at long transmission distances where κSR could be very small, by

improving the coupling between the source and transmitting coil, and the receiving and

load coil, one could still theoretically achieve maximum power transfer efficiency.

Although 4-coil systems have been stated to be the weakest in terms of power

transfer capabilities [133], they could easily provide sufficient power for most of the

envisioned human wearable applications. In fact, at this relatively low power, achieving

(a) (b)

Figure 2.35: a) System employing third intermediary coil for a standard 2-coil system and b) power
transfer efficiency vs load resistance as reported in [136].
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Figure 2.36: 4-coil system representation showing the extra mutual coupling present between the
individual coils [89]

high power transfer is a priority, and 4-coil systems are exceedingly good at maintaining

this over transmission distances well beyond the effective transmitting coil dimension

[32]. Dang et al. [140] modelled the performance of a 4-coil system and compared

it with the classic 2-coil system confirming that, for parameter equivalent systems, a

4-coil arrangement is able to maintain a sufficiently high power transfer efficiency over

a much longer range than the 2-coil system as presented in Figure 2.37. Additionally,

4-coil systems have a much higher misalignment tolerance than any other arrangement

examined so far.

It is worth pointing out that 4-coil systems employ impedance matching and hence

can only ever have a maximum system efficiency of 50%. This has often been stated as

the main drawback with 4-coil implementations for mid-range WPT [32]. For this study,

Figure 2.37: Power transfer efficiency vs transmission distance comparison between equivalent 4-coil
and 2-coil systems [140]
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Figure 2.38: Conformal SCMR system whereby the transmitting (Tx) and receiving (Rx) coils are in
the same place as the source and load coils [145].

however, the use of low-power applications as well as the need for large transmission

distances makes the 4-coil system (or at least the principle behind 4-coil transmission)

an attractive solution over the other coil arrangements discussed.

A primary challenge with 4-coil systems is the greater spatial requirement as

intermediary coils tend to be designed as helical resonators [48]. Many works have

explored ways to minimise the space requirements, often at the expense of coupling

[141, 142, 143, 144]. The most popular solution encountered is to create conformal

coils as illustrated in Figure 2.38. This structure could reduce the volume considerably,

making the 4-coil system more suitable for mobile devices and wearable applications

[145] and even implantable devices [146, 147].

However, an issue that arises with this sort of structure is that the coils in either

the transmitting or receiving pairs could become too close to one another. This has the

effect of reducing the operating Q-factor of the system as if both coils were loaded to

the source. This arises from the significantly increased mutual coupling between κPS

and κRD [71]. In order to overcome this, the inductance ratio of the coils, according

to equation (2.3.12) below, must be as high as possible to reduce the loading of the

resonator and thus increase the operational Q-factor as illustrated in Figure 2.39.

Indratio =
LP
LS

and
LR
LD

(2.3.12)

Incidentally, this is often why the driving and load coils are single-loop antennas,
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while the transmitting and receiving resonators are often constructed as multi-loop

helical coils. It can be further observed that the dielectric of the capacitor has a very

strong impact on the internal resistance of the circuits, therefore it is important to

select low loss and low ESR capacitors to improve system efficiency as transmission

distances increase [71].

Another noteworthy 4-coil structure has been presented by Jolani et al. [148]. A flat

array of transmitter resonators driven by a single large loop source coil was proposed

in order to increase the effective area of the transmission side while at the same time

maintaining a relatively uniform transmission efficiency over the whole transmission

area as shown in Figure 2.40. In essence, this could be viewed as a field-shaping

technique but applied to an entire architecture. Their solution was in response to the

problem of lateral misalignment issues that are common for dynamic WPT systems.

The argument for using multi-coil arrangements does not necessary end with 4-coil

systems. In fact, many works suggest using many intermediary coils in order to further

extend transmission distance [149]. Liu and Wang [150] presented a strongly coupled

system using 4 resonators instead of just 2. Though more complex than the usual 4-coil

arrangement, they argued that this 6-coil system achieved a much larger operational

frequency range where high power efficiency transfer could occur. Note the presence of

Figure 2.39: Efficiency vs transmission distance for a conformal SCMR system. Plot compares the
efficiency achieved through a fixed transmitting coil and varying driving coil turns. The (cermaics)
and (mica) refer to the capacitor dielectric used [71]
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three frequency peaks in the strongly coupled region instead of the usual two as shown

in Figure 2.41.

The most cited multi-coil system in the literature is by Zhong et al. [41] which used

an aptly named domino relay arrangement of many Open-End coils achieving high

power transfer efficiencies at several watts over a few metres transmission distances.

Subsequent works have also explored the possibility of turning each relay coil in the

domino chain into its own separate load or transmitter device. In one system [151], each

relay device could extract a portion of the transferred power and then re-transmit any

unused power to the next device along the chain. Though incredibly complex to achieve

at this stage, in a real-world dynamic system this would be a highly effective method of

ensuring that multiple unpredictable devices in an enclosed area can be powered with

minimum overall losses.

As has been stated throughout this discussion, one of the biggest issues with WPT

systems is coil alignment. Normally, published works quote the efficiency, power and/or

transmission distance given the optimum alignment; however, this would rarely be

the case in practice. Both lateral and angular misalignment between transmitting

and receiving coils would often occur, and while some coil designs, topologies and

arrangements are more efficient than others at compensating for these misalignments,

Figure 2.40: Efficiency vs transmission area simulation for a 4-coil system using four flat transmitting
resonators driven by a single loop source antenna [148].
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(a) (b)

Figure 2.41: a) 6-coil SCMR system diagram and b) simulated and measured power ratio vs operating
frequency [150].

(a) (b)

Figure 2.42: a) Proposed orthogonal multi-coil SCMR system and b) efficiency vs angular misalignment
of the proposed system [155]

the overall effect of misalignment will always be non-trivial [21]. Some works have

addressed this issue by designing orthogonal transmission and receiving multi-coils

[152, 153, 154]. The only noteworthy improvement in recent years is from Daerhan et

al. [155] which presented a multi-coil orthogonal transmitting side, but incorporating

the 4-coil principle for high transfer efficiency. The proposed system used conformal

loop coils to maintain a relatively uniform efficiency characteristic over the entire range

of angular alignment as shown in Figure 2.42. It is clear that such omni-directional

WPT systems would require larger volumes for the transmitting and receiving coils and

hence, are not currently suitable for smaller WPT applications.

Control Systems

When considering the practical implementation of WPT systems, it is likely that a

control system will need to be employed in order to maintain desired performance.

60



Figure 2.43: Efficiency vs transmission distance with various CP and CS configurations [156].

For example, in the aforementioned orthogonal multi-coil systems, a control system

may take the form of a current phase controller in order to create an interference

pattern to enhance the magnetic field in particular directions [153]. In a standard 4-

coil implementation using an SPS topology, Dang et al. [156] used a switch controller

to extend transmitting distances via capacitive tuning. Essentially, by digitally varying

the capacitive values of CP and CS on the transmitting side they could maintain a

high transmission efficiency over the entire transmission range as shown in Figure 2.43.

A similar method of operation was also reported by Mao et al. [157], whereby the

system varied the resonant frequencies of both the transmitter and receiver via digital

capacitive switching in order to maintain a fixed operating frequency.

Aside from the control methods mentioned above, all other control strategies for

SCMR tend to involve tuning the operating frequency of the system. Changes in the

surrounding temperature and humidity, the presence of highly permeable materials, or

even the human body itself could inadvertently shift the resonant frequency enough to

significantly alter a system’s performance. This sensitivity is due to a combination of

the self-resonant nature and the narrow operational bandwidth attributed to high-Q

coils in typical SCMR. A mismatch between the operating and resonant frequencies

of as little as 1.5% could see power transfer efficiencies drop by a staggering 60%

[139]. Zhao et al. [158] presented a simple way to accurately infer this frequency

mismatch according to the phase difference between the transmitter and the voltage of

the receiver. The greater this phase difference, the larger the frequency mismatched,
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and hence the more severe the drop in system transfer efficiency, as shown in Figure

2.44.

Clearly, accurate frequency tracking is key, and this will need to be achieved through

a feedback controller. The method of communication between WPT devices is another

important aspect in research and would normally be facilitated through a dedicated

short range radio frequency transmitter link as part of the system architecture or even,

in some rare cases, through the transmitting and receiving coils themselves [159]. Note

that in the latter case careful consideration is required as there would naturally be a

trade-off between data transfer rates and power efficiency due to the use of high Q coils

which, as already mentioned, are characterised by their extremely narrow operational

frequency band [160].

Often in the literature, different control strategies are primarily explored for multi-

transmitting or multi-receiving WPT systems. As one can envisage, future WPT

systems might need to power multiple devices using a single transmitter. Alternatively,

multiple devices in motion may need to be able to co-ordinate power transfer between

multiple transmitter nodes [161]. It is rare to encounter multi-transmitter systems

concurrently powering a single receiver, possibly due to their limited use in applications,

but also due to the inherent difficulty in achieving maximum power transfer efficiency.

Ku and Kong [162] presented an analysis for such a system and showed that only by

varying both the signal amplitude and phase between all transmitters with respect

Figure 2.44: Efficiency vs phase angle between current and voltage waveforms in the transmitter and
receiver respectively [158].
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(a) (b)

Figure 2.45: a) Proposed system diagram [164] and b) theoretical operation under principle of
superposition of current waves [164].

to receiver-relative position and alignment can maximum power transfer efficiency be

achieved. Clearly, a very complex control system would be required in practice.

In the case of multi-receiver systems, the main challenge is related to power

capacity: as multiple receivers simultaneously draw power from the transmitter’s near-

field, the power delivered to each receiver will naturally be heavily reduced depending

on the number of receivers as well as their relative positions. A relatively simple

implementation to address this issue was presented by Moghadam et al. [163]. A

point-to-multipoint system which employed a dynamic time-sharing algorithm was

proposed which actively switched the receivers’ power capture circuits on and off,

depending on the total number of receivers and their proximity to the transmitter.

Unfortunately, continuously switching these types of circuits at potentially high rates

is not ideal. Instead, Yoshida et al. [164] presented a continuous targeted power delivery

approach using multiple transmitters. By altering the current phase in each transmitter,

different receivers in a chain could receive different power levels through constructive

or destructive current superposition as illustrated in Figure 2.45. However, despite this

clever approach, there is only a niche set of applications where this could feasibly be

implemented. Moreover, it is not the most effective means of targeted transmission as,

from experiments, the untargeted receiver was still able to capture around 10% of the

total power intended for the targeted receiver.

A better targeted multi-receiver system was presented by Kim et al. [165]. The

proposed system was able to tune the operational frequency of the transmitter to only
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match the resonant frequency of a single receiver at any one time. By using high enough

Q-coils, the resonant frequencies of distinct receivers could be made very close to one

another, however, the authors purposely maintained a resonant frequency separation

of 2.5 MHz between receivers in order to minimise the risk of overlap due to frequency

shifts caused by changes in the surrounding conditions. With this method, they were

able to limit leakage to untargeted receivers to less than 0.6%. Though impressive, note

that there would be a very small number of receivers that this system could feasibility

operate with due to legally-set bandwidth limitations [48].

As a final note on control systems, maximum power transfer or maximum system

efficiency can be highly dependent on the load resistance. This has been shown in

numerous works throughout the literature and is often considered during normal system

design. However, many works on multi-receiver systems rarely consider the case when

coupling between the receivers themselves occurs, and in fact, this may drastically

change the optimum load condition. As rigorously demonstrated by Monti et al. [166],

not accounting for this additional coupling in multi-receiver systems could have serious

consequences for system performance. In their work, they presented a means to adapt

their system, possibly by digitally introducing new reactances into the receiver side

circuitry in order to counteract this unwanted coupling and maintain the desired system

performance.

Power Management

So far, different coil systems and the associated control strategies employed to maintain

the optimum power transfer link between them have been discussed. However, these

are but one part of an entire power management system composed of power electronics,

microcontrollers, convertors, rectifiers and impedance matching networks. Altogether

they make up the real WPT system, hence these components need to be understood

and their non-ideal characteristics accounted for in order to assess and make accurate

predictions on system performance [167].

Often, an AC transmitting signal with a set of desired characteristic will be produced

by a microcontroller. This signal alone would constitute no power and therefore, a

power amplifier would need to be used, usually supplied by a DC source which in
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itself might have been supplied through AC power lines. This conversion and power

regulation is somewhat mirrored on the receiver side also, as ultimately electrical loads

would need a stable DC supply at a fixed voltage. Commercially there are many

solutions that aid in performing these conversations, but of particular interest for

researchers in WPT is the choice and design of the amplifier, as this is where a vast

majority of power loss would occur due to high frequency MOSFET switching losses

[168]. Class D and E amplifiers are commonly encountered in the literature, and while

they do not offer the best signal fidelity compared to Class A through C amplifiers,

they certainly make up for this with their high efficiencies (in practice 80-90%) [169].

In 2009, Low et al. [142] presented a very thorough practical comparison between

Class D and E amplifiers for WPT systems and ultimately concluded that, despite

its lesser popularity at the time, Class E would be the preferred choice of amplifier.

Interestingly, variations of the Class E design have since become the most popular choice

used by WPT researchers, and these have appeared in several works either as the focal

point in the study [170] or merely as the choice amplifier during system implementation

and testing [171]. The main argument for Class E implementation is that it is both

simpler and more efficient [142]: Class D would normally require a supply voltage 1.687

times that of an equivalent Class E design, as well as requiring a pair of out-of-phase

gate drives as opposed to just one. Finally, Class D would need to be more carefully

designed to maintain an accurate frequency tuning as coil separation varies.

Assuming a Class E design, minimum power dissipation would occur by ensuring

a zero voltage exists across the MOSFET during switching, as well as a zero current

during the closing phase of the switch. In doing so the optimum condition is achieved

and the amplifier maintains the expected high transfer efficiencies. However, in practice

maintaining this zero-voltage condition is not always easy due to changes in the

reflected load impedance seen on the primary, due to coupling variations between the

transmitting and receiving coils. Wang et al. [172] examined this issue for a practical

WPT system and proposed the addition of a double-end impedance converter network

as shown in Figure 2.46. This solution incorporated a low ESR capacitor and inductor

circuit in order to maintain a uniform efficiency over a large range of effective load

values.
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For this work, an approach based on the Class E amplifier has been chosen. The

design, realisation and testing is detailed in chapter 6.

2.4 Industry Standards and Safety

While there have been several practical examples of systems employing WPT (e.g.

RFID or electric toothbrush charging), a huge commercial opportunity has recently

arisen, partly due to the ever-increasing popularity of portable smart devices. In fact,

outside of academia, many industries have been working on commercial solutions by

filing patents, incorporating companies, and exercising their influence to push for new

proprietary standards to be adopted. Besides consumer technologies, there is a use for

this technology in future smart-city infrastructure: for example, the UK government

had initially considered trails for electric vehicle charging technologies to be deployed

on motorways and major A roads [173]. The need for such a system, as shown in

(a)

(b) (c)

Figure 2.46: a) Simulating schematic for the WPT system proposed in [172] incorporating the
impedance converter network N1 and N2 and plots for b) system efficiency and c) transferred power
vs load resistance [172]
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Figure 2.47, has emerged due to an increase in electric vehicle popularity as well as

global initiatives to reduce fossil fuel reliance and air pollution. This specific trial is

still pending deployment, however, it demonstrates the breath of scope of WPT.

The earliest forerunners for commercial WPT took the form of start-up companies:

notably, a spin out from the University of Florida called WiPower was created in 2004

in order to develop and commercialise academic research for WPT systems. Their

technology used a simple system that could dynamically adjust power supplied to a

receiver without the need for a control system. Similarly, the famous 2007 research

conducted at MIT culminated in the incorporation of WiTricity [174], likewise formed

in order to capitalise on the emerging market opportunity presented by WPT.

Shortly after, the Wireless Power Consortium (WPC) was formed in December 2008

and was the first real attempt to create and promote a new interface standard for all

new commercial products. Their interface, named Qi, defined protocols for charging

portable devices up to a maximum of either 5 W or 120 W, depending on the class,

up to a distance of 40 mm using charging platforms incorporating more traditional

resonant inductive coupling at frequencies between 80 and 300 kHz [157]. Currently,

the consortium has over 220 member companies and including the likes of Nokia, HTC,

LG, Huawei, and Apple [175].

In response to Qi, several other companies joined forces in 2012 to form a new

consortium and launch their own competing WPT standard [176]. This consortium

was called the Alliance for Wireless Power (A4WP) and originally included WiPower

(which had been acquired by Qualcomm in 2010), WiTricity and Samsung along with

(a) (b)

Figure 2.47: a) Example of proposed system deployed on a motorway and b) diagram showing proposed
system operation [173].
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some other major component manufacturers. A4WP later expanded its membership

to include Intel in 2013. Their initial interface standard was named Rezence and used

magnetic resonance at 6.78 MHz (±15 kHz) to transmit a maximum of 50 W for up

to eight devices at distances of up to 50 mm. The standard also included a 2.4 GHz

communication channel as part of the control protocol in order to identify valid loads

and protect against non-compliant devices. Around the same time the Power Matters

Alliance (PMA) was formed, likewise to advance standards and protocols for WPT.

It included of AT&T, Duracell, the Federal Communications Commission (FCC), and

Starbucks. In June 2015, A4WP and PMA merged into one entity called The AirFuel

Alliance, which arguably became the new de facto industry organisation driving wireless

charging adoption, using their unified Airfuel interface standard. Today, many products

use both standards; however, Airfuel seems to be the preferred option over Qi as more

popular devices are becoming certified almost exclusively under this standard. Some

certified products include nearly all newer Samsung Galaxy smartphones and tablets,

some Nokia models, LG and iPhone models, and some newer Dell Monitor ranges

[177]. This increased popularity seems to have arisen from Airfuel ’s superior charging

tolerances for both angular and lateral misalignments, giving users a much broader

spatial freedom [178]. Currently, the standards examined, though impressive, do not

represent the best solutions with the majority of reported end-to-end efficiencies still

well under 60% for various loads as shown in Figure 2.48.

Nevertheless, analysts predict that this emerging market alone will triple its current

value by the end of 2020, growing to between $12-15 billion [180, 181, 28] with WPT

being deployed across multiple sectors including Consumer Electronics, Transport,

Sports, Fashion, Healthcare, Medical, and Military.

When designing commercial systems as well as the standards that govern them,

human and animal safety are of the utmost importance. Exposure to electric,

magnetic and electromagnetic fields is of serious concern and many countries either

enforce statutory limitations via independent bodies (such as the FCC), or merely

incorporate recommendations from internationally recognised bodies as a matter of

government policy. The main bodies cited are the ICNIRP and the IEEE International

Committee on Electromagnetic Safety (ICES); both of which regularly review and
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publish guidelines based on evolving scientific evidence [182].

For low power near-field WPT, one would expect the energy in the form of

electromagnetic waves to be well under the limitations set by both ICNIRP and ICES

[91], hence, this will be omitted from further discussion. When the SCMR scheme

by Karalis et al. [44] was presented in 2007, the researchers had asserted that their

proposed system would be inherently safe. They argued that, as humans are non-

magnetic, users would be practically unaffected by the magnetic fields formed, making

a somewhat näıve comparison to the large fields created in MRI machines regularly used

during health screenings. Subsequent works have correctly pointed out that, in fact, it

is electric currents induced in the body by time-varying magnetic fields that is the main

cause of concern, not exposure to the magnetic field itself. A review paper by Hui et

al. [32] pointed to multiple sources that demonstrated how the electric and magnetic

fields created by the 4-coil system by the MIT team at instances had surpassed the

limits on exposure set by both the ICNIRP and ICES. Through modelling, it can be

Figure 2.48: Plot of Efficiency vs Load current for both Qi and Rezence standards, either through
direct power or Battery charge-cycle (BCC) [179]. The drop in efficiency observed between the direct
power and BCC approach occurs as more energy is consumed simply to charge the battery beyond
90%. Thus, this energy does not reach the load circuitry, resulting in a loss of effective transmitter to
receiver efficiency.
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determined that the received transmission power under the MIT design would need to

be limited to around 45 W, in order to comply with regulation, assuming no shielding

or flux confinement methods are employed.

Clearly, both the strengths of electric and magnetic fields as well as their rate of

change must be considered in order to safely design near-field WPT systems. This

health concern primarily arises due to adverse effects associated with nerve and muscle

stimulation, as well as tissue heating. The severity of these effects is highly dependent on

frequency, and in general, electro-stimulation effects dominate under 100 kHz whereas

tissue heating effects would likely dominate above 100 kHz [32].

Nerve stimulation for both the central and peripheral nervous system is deeply

discussed in ICNIRP’s 1998 [183] and 2010 standards [88] which give figures for the

maximum permissible internal electric field and current density induced by time-varying

magnetic fields. It has often been stated that measuring these induced effects is quite

difficult in practice and would require either sophisticated measurement techniques with

living subjects or very accurate body models to simulate the exposure under various

conditions. Both the ICNIRP and the ICES have therefore set their own reference field

strengths for WPT systems at various frequencies in order to create a convenient set of

conservative upper limits for any system designed, ensuring current safety requirements

are met. These figures, however, stem from limited studies and thus are subject to

change as more evidence continues to emerge. The current levels and their variance

with frequency are illustrated in Figure 2.49.

(a) (b)

Figure 2.49: Plots of reference levels for exposure to time varying a) electric fields and b) magnetic
fields [183]

70



In the case of tissue heating, both the ICNIRP and ICES recommend figures using

specific absorption rate (SAR), which is a measure of the amount of energy absorbed

by various parts of the body. SAR values directly translate into a rise of temperature

for specific tissues and, as a general rule of thumb, have been set in order to limit the

temperature rise of any part of the body to 1-2oC [184]. Note that there is still much

debate on the commercial SAR limits set, with some claiming they are still too high,

while others asserting that at current levels, even the most sensitive human organs and

tissue would not be adversely affected [185]. The current permissible SAR levels for

different parts of the body are presented in Table 2.2.

Table 2.2: RF Exposure limits set for general public (100 kHz - 10 MHz)

SAR[W/kg] SAR[W/kg] SAR[W/kg] Induced E Induced J

Whole Body
Average

Head/Trunk -
determined over
the mass of 1

gram

Limbs -
determined over
the mass of 1

gram

(2mm3-avg)

[V/m] CNS† &

PNS‡

(1cm2-avg)

[mA/m2]
Head/Trunk

ICNIRP
1998

0.08 2 4 - f∗/500

ICNIRP
2010

0.08 2 4
1.35x10-4

f∗
-

FCC 0.08 1.6 4 - -

†Central Nervous System. ‡Peripheral Nervous System. ∗Signal frequency.

Many works have pointed out that WPT systems employing SCMR typically have

very low losses due to the use of high-Q coils, which arguably help limit the amount of

human exposure. However, in many works, SCMR is normally achieved using Open-

End coils which, as discussed in section 2.3.2, resonate based on the self-inductance

and parasitic capacitance of the coils themselves. This means that energy emitted from

these coils will be conveyed by both electric and magnetic fields. This is in contrast to

Short-End coils, where the electric field would become concentrated in the connected

lumped capacitor, and instead the energy is practically conveyed by the magnetic field

alone. This is an important observation since the safety threshold for energy conveyance

is much higher for magnetic fields, given that the human body is not directly affected

by them. Hirayama et al. [186] compared the difference between these two coil types

both in terms of CT and CMT. As illustrated in Figure 2.50, for equivalent coils,

self-inductance is four times larger for Short-End coils as opposed to the Open-End
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coils. Moreover, the electric field coupling is twice as large for the Open-End versus

the Short-End coil type.

It is obvious that Short-end coils suffer from less electric field leakage and arguably

would constitute a safer method for WPT as the human body in general has much

greater permittivity ε than a vacuum, while at the same time having a relatively

low permeability µ [187]. However, note that the self-inductance is also significantly

increased in Short-end coils and this should be properly accounted for in terms of the

ICNIRP reference levels, as this would require lowering the transmission power in order

to reduce the induced electric field inside the body [186]. A more detailed study should

be conducted which takes into account both the benefits and the shortcomings from

the lower electric field and greater magnetic field for Short-End coils versus Open-End

coils, in order to better determine how they compare in terms of safety.

Several works have addressed the issues of exposure, primarily through modelling

of the field strengths around transmitting elements and comparing these values to the

limits set by the ICNIRP and ICES [53]. On the other hand, some works have opted

to use anatomical whole-body models in order to simulate the direct effect on the

human body. Several databases have been cited and are available to researchers: of

note are the Virtual Family Project [188] and the IT’IS biological database for thermal

and electromagnetic parameters [189] as well as propriety research group voxel models

(a) (b)

Figure 2.50: Spatial plots showing dominant field component for a) Open-End and b) Short-End coils
[186]. Positive ζ shows the electric field is dominant while a negative ζ shows that the magnetic field
is dominant.
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[190, 191]. Often, these body models are used to simulate the exposure under different

expected real-world scenarios, normally in the case where the most sensitive body

parts are in closest proximity with the transmitting elements for an extended period of

time [192]. In the case of a wearable application incorporating a WPT system, most

works will incorporate conformal coil structures for SCMR due to the inherently flat

design. Moreover, Hu and Georgakopoulos [193] argued that using conformal coils for

wearable or implantable solutions would lead to a reduction in SAR as well as to a

noted improvement in transfer efficiency. Table 2.3 compares the conformal coil system

to other types of coupling methods for frequencies of 226 MHz at an implant deep of

30 mm.

Table 2.3: Comparison of different WPT systems for output power of 467mW [193]

Coupling
Field Parameters and Efficiency

Type
Input Power

[W]

Max H-field

[A/m]

Max SAR

[W/kg]

Efficiency

(%)

Resonant

Coupling
93 35 25 0.5

SCMR 1.3 5 1 35

CSCMR∗ 1 0.31 0.67 46.7

∗Coplanar SCMR.

Hu et al. [194] modelled the performance of a conformal coil WPT system while

in direct skin contact or while superficially implanted within the human body. Hu et

al. modelled human skin, fat, muscle, bone, and heart tissue based on their known

electrical and magnetic properties, and demonstrated that in either case, one would

expect to see a significant decrease in the receiving coil’s Q-factor, thus reducing system

transfer efficiency. This decrease seemed to occur primarily due to the presence of either

muscle and heart tissue, as both possess a relatively large magnetic permeability µ. To

counteract this, Hu et al. demonstrated that by enclosing the receiving coil in an

air-filled container, one would maintain a desired high Q-factor as shown in Figure

2.51. They simulated how even at a thickness of 1.5 mm, the Q-factor would remain

high, suggesting that it is physical contact with the human body itself that seems to
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cause this Q-factor reduction. While the results are intriguing, the authors gave little

explanation for these simulated effects.

Finally, Gonzalez et al. [145] examined wearable conformal coil WPT systems in

terms of their transfer efficiencies. As expected, even when employing SCMR, the

human body reduced the overall efficiency of the system, even when only in close

proximity to the transmitting or receiving elements. A discrepancy of as much as 20%

can be observed in their work between the simulated and measured human body tests

due to inherent limitations of anatomical models. Figure 2.52 illustrates this as well

as the significant drop in maximum transfer power between the free space transmission

and human body transmission experiments.

It has become increasingly important to understand the effects of electric and

magnetic fields on the human body. It is especially important to not only consider

the immediate effects as discussed here, but also the long-term consequences that

might arise, even with energy levels below the currently set limits. Some of today’s

smartphones have more than ten antennas for data transmission alone [178], and as

more and more devices become part of the continually expanding Internet of thing,

the concern for user safety will likely increase [195]. Moreover, with higher-power

commercial WPT solutions starting to enter markets, it has become even more vital to

understand the biological effects of exposure. While both the ICNIRP and ICES have

thus far reported that there are no permanent long term effects arising from exposure

at current levels [196], investigations are ongoing and researchers in the field of WPT

must endeavour to develop better solutions which minimise stray fields, thus improving

transfer efficiencies and increasing practical transmission distances.

(a) (b)

Figure 2.51: Plots of quality factor vs frequency for a) coil in muscle tissue and coil inside an airbox in
muscle tissue, and b) comparison of quality factors with different airbox sizes [194]
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(a) (b)

Figure 2.52: Plots of efficiency vs a) transmission distance and b) angular misalignment angle for both
simulated and measured effects of a wearable WPT system vs a free space WPT system [145]

2.5 Concluding Remarks

This literature review chapter has presented a wide overview of the different challenges

associated with the construction of a WPT system. The fundamental science of

magneto-inductive energy transfer was explored which led into a discussion on various

mid-range WPT system constructions. Some of these systems were generic, aiming to

optimise a particular operational parameter (such as power transfer efficiency and/or

operating distance), while others where designed with a specific application in mind.

Some features of WPT were intentionally highlighted or examined in more detail

throughout, as they represented genuine considerations during the construction of this

work, and thus the necessary background information needed to be presented in order

to appreciate certain design choices.

To the uninitiated the construction of a mid-range WPT system can seem like

a daunting task with what sometimes appear as arbitrary design choices potentially

having a profound impact on the final system performance. The field is well studied

and at this point any significant improvement to any system’s overall performance

can only emerge by tailoring the design principles to a well-defined applications. As

with most practical electronic engineering challenges, there will be some set of defined

operational boundaries and often this will represent a stark compromise between design

flexibility and a narrow, but optimised, performance.

For this thesis, it was paramount to report on the variety of different approaches

undertaken in previous works. Besides dictating the available avenues for innovation,
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this exercise greatly assisted in the ideation of the proposed system, ultimately leading

to an innovative resonator concept tailored for body worn WPT applications.
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Chapter 3

The Resonator as a Textile

Having explored various underlying principles of WPT, this chapter brings together

the key arguments for the work presented in this thesis.

3.1 Application

Consider a body-worn biosensing application primarily used indoors and needing

regular charging. In such instances, it is anticipated that the number of receiver units

that could wirelessly capture energy for these sensors would be both unprecedented and

unpredictable: no such wireless charging infrastructure has ever been attempted on a

large scale, and likewise, the movements of individuals throughout the environment

may be quite irregular. Scenarios where biosensing applications monitoring individuals

would be employed include the following: industrial or construction sites and any

hazardous environment where health and safety would be paramount; and equally,

hospitals, sports training grounds, and military encampments – essentially, any

environment where the use of portable battery-powered devices, while tremendously

beneficial in principle, has historically proven impractical due to the constant need for

charging. As such environments place a high demand on time efficiency, safety and

productivity, wireless charging technology that reduces the burden on personnel while

at the same time allowing for important monitoring to take place presents an ideal

solution. It is envisioned that body-worn sensors can thus be intermittently charged

as individuals traverse a particular area in a building or on-site. In order to maintain
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human safety, while at the same time ensuring efficient power delivery at reasonable

source-load separation distances, WPT via evanescent magnetic fields would be the

most suitable choice.

One could imagine that the power transmitter electronics and associated magnetic

field coupler geometries may form part of the building or site infrastructure: either

located inside or on the surface of walls, door frames, furniture and fixtures. Figure

3.1 illustrates such hypothetical scenarios. This implementation places relatively trivial

constraints on the transmitter-side electronics, other than being able to cope well in

cases where no receiver is present. Chapter 6 explores this particular necessity further

and derives a suitable design used during testing.

Instead, the design and implementation of a suitable receiver-side resonator pose

the greatest challenge for a body-worn biosensing application: it needs to be practically

sized, safe to use and comfortable to wear without inhibiting the user from their

(a) (b)

(c) (d)

Figure 3.1: Hypothetical environments were WPT could be employed: a) a military scenario to charge
body worn soldier equipment [197]; b) a factory floor charging various equipment and individuals [198];
c) a remote health monitoring suite to charge an implanted device [199]; and d) an eventual home
setting, to charge consumer electronics [200].
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anticipated day-to-day activities. Current solutions suffer greatly from very low transfer

efficiencies and practical operation distances. The main critique of many current works

is that they focus too heavily on the individual sensor nodes gathering power rather

than on the whole body worn system. No matter how many marginal gains one

can make through coupler geometry optimisation and topology, material selection and

higher frequency operation, the impact of these gains is often minuscule for practical

implementation. Ultimately, the limiting factor will more often than not, come down

to coupler geometry: to capture significantly more power, one requires bigger, more

effective couplers providing a large area for magnetic flux linkage.

Instead of creating individually isolated receivers per sensor node, one large receiver

could capture the vast majority of transmitted power which could then be distributed

to each sensor node (either directly or via tight wireless coupling). Arguably this

has loosely been attempted through the application of intermediary couplers or relays,

however, these have been presented as cumbersome helical or spiral metal structures

that are impractically sized, rigid and susceptible to coupler misalignment: far from

suitable for the proposed application.

3.2 A New Type of Resonator

Given the growing commercial interest in wearable electronics over the last few years,

and the clear advantages of adopting near-field or evanescent wireless charging (i.e.

user friendliness, hassle-free charging, water- and dust-proofing), it is surprising that not

more academic research has focused on solving associated challenges of implementation.

Fortunately the trend is changing, and researchers have began exploring the practical

implementation of garment-based wireless power solutions. Zhu et al. [201] looked

at stitching conductive wire in the form of coils into fabric and evaluating their

performance. Key applications include charging body-worn electronics as users sat

in armchairs, whereby the textile coils could be stitched straight into the upholstery.

Grabham et al. [202] further evaluated different techniques for manufacturing coils for

textile applications. They demonstrated a number of fabrication techniques, illustrated

in Figure 3.2 and concluded that track resistance would play a major role in the
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overall system performance. Moreover, the system would need to be comfortable and

breathable as it would likely be against human skin. The researchers point to PTFE

or silk-coated thin Litz wire sewn onto the fabric in the shape of a coil – as a suitable

compromise between electrical performance, comfort and practical realisation.

While a promising solution in the short-term, there are still a number of unanswered

questions and important challenges to overcome that might not make this approach

the best suited for an eventual consumer product. Firstly, while Litz wire helps to

reduce losses associated with skin and proximity effects, it can be notoriously expensive,

especially for wire diameters significantly smaller than the typical skin depth associated

with MHz operation. Connection between Litz wire and other elements of the system

could also be problematic due to the large number of strands. Furthermore, by using the

self-capacitance of these coils alone, there is little control on the coil-resonant frequency,

and hence the system operating parameters are dictated by the geometry of the stitched

coil on the receiver end, which is undesirable. From a design perspective, the surface

area of the garment incorporating standard coil shapes is also well under-utilised.

(a) (b)

(c) (d) (e)

Figure 3.2: Different textile coil implementations, a) early implementation of a stitched on coil structure
[201], b) sewn-on insulated conductor using copper fibres, c) printed coil using silver-polymer ink on a
printed interface layer, d) square coil using Light Stitches conductive thread and e) circular coil using
PTFE standard wire [202].
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With the rise of additive manufacturing, mineral-loaded polymers, and conductive and

dielectric ink printing there is a plethora of new approaches that could be applied here

to create couplers with non-standard geometries, superior performance and textile-like

properties.

A key inspiration for the design approach undertaken in this work stems from

the field of metamaterials. Typically, a periodic or repeated pattern of metallic

elements is arranged to create an effective surface designed to absorb or reflect

particular frequencies of incident electromagnetic waves or changing electric and

magnetic fields. In previous WPT research, their main use had been limited to aiding

in field manipulation and shaping by effectively concentrating magnetic flux on the

path between transmitter and receiver. Instead, this work explores the possibility of

designing a similarly structured metasurface to primarily absorb the available energy

provided by the oscillating magnetic field. Furthermore, this work employs screen-

printing industrial techniques to print conductive as well as dielectric materials onto a

suitably flexible substrate. Not only does this significantly reduce the overall coupler

size but it also creates a simpler, potentially less expensive, solution when compared to

using equally thin Litz wire. Furthermore, it enables a design that is more commercially

viable for mass-scale manufacture via roll-to-roll fabrication techniques. Compared

to solid wire or subtractively etched layers, printed solutions using silver inks have

historically suffered from much higher electrical resistances (typically an order of

magnitude increase) which is the key contributor to loss of performance within a WPT

system [203]. It is worth noting, however, that this trend is rapidly changing within the

industry and, with ever-improving electrical performances being demonstrated by print

and material manufacturers, this proposed approach was deemed worth exploration

within this thesis.

A distinct avenue of research into the use of layered inexpensive thin-film conductive

and dielectric materials has already been explored for coil design as well as WPT

applications. Sullivan and Beghou [204] introduced a novel structure in 2013 based on

thin-film layering to achieve a high-Q self-resonant coil. They stacked alternating film

layers of C-shaped conductive split rings and dielectric rings to form a cylindrical coil.

They determined that for a given normalised volume of coil, their proposed system
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achieved an order of magnitude reduction in typical coil losses (resistive losses, induced

eddy currents, dielectric dissipation, etc). This helped them achieve a very high-Q in

the order of 1,000+ without the need for an unloaded 4-coil architecture. An exploded

view of these stacks as well as the equivalent circuit design is given by Figure 3.3.

As already examined, the Q-factor is a key system parameter that many works

seek to maximise: A larger Q compensates for the significantly reduced coupling factor

k between transmitting and receiving elements typified by mid-range WPT. These

parameters are related to the power transfer efficiency η by

η =
k2QtQr(

1 +
√

1 + k2QtQr
)2

Sullivan and Beghou’s research inspired subsequent works which presented similar

constructions boasting more detailed formulaic descriptions and a reduction in size

[205], improvements to the choice of substrate, and fabrication approach [206] as

well as refinements to the ferrite core geometry surrounding the stacks [207, 208].

Figure 3.3: Stacked C-shaped conductor layers and ring-shaped dielectric layers and their equivalent
RLC resonant circuit [205].
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Previous work helped verify that an approach based on thin overlapped layers of

alternating conductive and dielectric material could in fact improve system efficiency at

greater transmission distances. Likewise, prior art on metamaterials, has demonstrated

the usefulness of minute periodic electromagnetic elements both from an electrical

performance point-of-view, and also from an application design perspective.
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Chapter 4

Design and Development

4.1 Yarn-level Design

Based on the arguments presented in chapter 3, a resonator yarn capable of inductively

capturing energy was initially designed. The goal was to incorporate inductive and

capacitive elements in such a fashion as to structurally mimic a typical yarn used within

fabric and garment construction. Doing so would not only allow resonator structures

to be created, free from the physical constraints of a looping coil shape, but also enable

their easy integration into a garment via standard manufacturing techniques. Full

details of this proposed approach are found in the published UK granted patent1,

however the key points are summarised henceforth.

The resonator structure envisioned is illustrated in Figure 4.1, whereby resonator

elements no greater than 2mm could be applied and spaced along an axis for a cylindical

yarn (as in Figure 4.1a) or printed one a flat yarn-like substrate (as in Figure 4.1b).

Depending on the response required it is possible to vary the degree of overlap between

elements, thereby increasing the resonator capacitance as well as load the polymer

substrate in the case of a cylindrical yarn with ferrite particles (as in Figure 4.1d), to

increase the effective inductance.

Each element in isolation would only be able to provide a small inductance and/or

capacitance (in the order of a few nH and pF, respectively), however, by repeating this

pattern and maintaining a relatively tight coupling between elements along a yarn, the

1UK Patent GB2562548 (Status: Granted), PCT Application No. WO2019058123A1
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(a)

(b)

(c)

Figure 4.1: a) Cross-section of cylindrical resonant yarn, with overlapping conductive elements (18a),
separated by a dielectric insulating layer (18d), wrapped around a polymer yarn (17); b) and isotropic
and top view of a flat-substrate (17b), with insulated and overlapping conductive elements (18b and
18c) applied on one substrate face; and c) a cross-section of cylindrical resonant yarn as in a), however
employing a material-loaded polymer (24), comprising in this case of ferrite particles (24a).

effective electrical parameters for the entire structure would grow substantially to allow

for WPT in the MHz region. The proposed structure also allows for a highly flexible

design: for example, there could be multiple types of resonator elements along the

structure to allow for a particular multi-modal frequency response or even field shaping

behaviour to arise once the final garment is constructed from the yarn. Furthermore, the

resonant structure may act to shield or even enhance transmission of electromagnetic
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fields in and around the wearer beyond just the application of WPT: for example,

and considering a military application, perhaps to amplify typical data transmission

systems in remote environments, thus increasing communication range, or to protect

worn or implantable electronics from damaging electro-magnetic pulses.

The remainder of the patent details particular considerations when constructing

such yarns as well as fabrics or membranes composed of the same principle resonator

architecture. It further proposes a means of extracting captured energy from the

resonant structure either via inductive coupling with smaller, nearby collector coils

as well as an embedded vari-cap network built into the structure.

This Resonant Yarn concept, while intriguing was abandoned after initial simulation

as it was deemed too complex and expensive a development activity to further within

the scope of this thesis. Instead, a similar, yet much more simplified construction is

presented in the following section, which nevertheless forms a solid foundation for any

future work into yarn-level resonators to build upon.

4.2 Surface-level Design

A textile surface-level, metamaterial-inspired resonator structure is proposed with its

efficacy for body worn applications demonstrated throughout the rest of this thesis.

The fundamental principle, as with the yarn-level design, was that by creating repeated

geometries using a combination of conductive and dielectric layers, the intrepid designer

could create a structure that, in principle, behaved as Figure 4.2a, but was physically

constructed as 4.2b.

Besides ease of manufacture (as further discussed in section 6.2), the key difference

between the yarn- and surface-level designs was that the yarn-level only considers

resonator element patterns in 1-dimension (i.e. along the surface of the yarn), while the

surface-level enables 2D as well as 3D patterns (via stacked layers) to arise, giving even

greater flexibility in adapting and tuning the frequency response. Full details and some

different embodiments of this proposed approach may be found in the published UK

patent application2, however the key features of operation are discussed henceforth.

2UK Patent GB1914854.3 (Status: Pending)

86



(a) (b)

Figure 4.2: (a) Standard helical coil and (b) a surface pattern of a repeated geometrics made up of
layers of printed conductive and dielectric elements

The focus of experiments in this thesis centred around three key element designs,

which are herein referred to as C-type, O-type and W-type. Figure 4.3 illustrates the

design of each of these element designs.

C-type resonators were fashioned after the work by Sullivan and Beghou and was

a chosen as a suitable asymmetric design to test. O-type is close to a C-type, however

allowing for a highly symmetrical layout to compare the C-type against. Finally, the W-

type is essentially a C-type but with a sinusoidal pattern around the C shape. This was

another asymmetric design, but one that would have a significantly larger inductance

to compare the other two designs against.

(a) (b) (c)

Figure 4.3: Drawings of the three resonator element designs, namely a) C-type, b) O-type and c)
W-type.
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Multiple identical elements were laid out in a pattern whose number of rows and

columns will henceforth be referred to within the name of the design: so, a resonator

surface made up of C-type elements with three rows and two colums, would be referred

to as a C(3×2). Figure 4.4 gives a few resonator design examples for reference.

(a) W(4×4)

(b) O(8×8)

(c) C(4×5) (d) C(8×1)

Figure 4.4: Example resonator structure models, named accordingly. Note, solid lines indicate
foreground elements and dashed lines indicate background elements.

Note, W-type resonators do not follow the same pattern as the C- and O- types

presented here, as the particular iteration shown enabled a better spectral performance

over the originally conceived layout.

When current flows at different frequencies through this resonator structure, current

loops form across different areas due to the capacitances created at the conductive

element overlaps as well as the inherent electrical inductance defined by the resonator

element geometry. Figure 4.5 illustrates the surface current density represented as an

arrow plot at distinct frequencies for O(6×6). Figure 4.6 illustrates the magnetic field

generated by these current loops, limiting the plots to Figure 4.5a and Figure 4.5b.
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(a) 114 MHz (b) 163 MHz

(c) 201 MHz (d) 212 MHz

(e) 242 MHz (f) 277 MHz

Figure 4.5: Arrow plots for the surface current density for a 40 mm element diameter O(6×6) resonator
design at the first six resonant modes.
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(a) 114 MHz (b) 163 MHz

Figure 4.6: 3D magnetic field line plots for a 40 mm element diameter O(6×6) resonator design at the
first two resonant modes.

The number of different current loops observed in the pattern seemed very much

determined by the level of geometric symmetry in the repeated elements, and it

has been observed that the larger and more asymmetric the pattern created by the

conductive elements, the more distinct loops will form. Interestingly, these loops and

the subsequent magnetic fields created resemble the classic transverse mode patterns

found in waveguide theory, as illustrated in Figure 4.7. The relative shape and

magnitude of these current loop patterns will also be highly dependent on the pattern

of choice.

Figure 4.7: Example transverse modes from waveguide theory to compare to current loops illustrated
in Figure 4.5.

Examining the spectral behaviour as seen from the driving port of the system, it was

apparent that some resonant behaviour was taking place at these loop frequencies. The

presence of loops is represented by distinct amplitude peaks or modes when examining

spectral plots. During simulation, it was interesting to observe the many spectra

generated by driving various different sized patterns and conductive elements. As
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indicated previously, the geometry as well as the number of the selected conductive

element design present in the structure had a very clear effect on the number and

shape of the modes. Furthermore, not every mode that arose strictly behaved as a

resonant mode in the classical sense: the frequency of electrical resonance in a simple

circuit geometry is typically defined at the point when the frequency of a driving

signal is such that it cancels the reactances within that circuit geometry. Practically

speaking, this is often identified as the point in an impedance plot where the imaginary

part of the input impedance =(Zin) crosses the zero-line. However, in more complex

geometries, such as the ones being explored here, a more nuanced approach to resonance

may be required: one that gives rise to a proprietary concept herein referred to as

semi-resonance. Semi-resonance (SR) describes multiple distinct frequencies along a

spectrum where useful signal amplification could take place; however, it allows for the

flexibility that these distinct frequencies do not necessarily take place across a zero-

crossing on an =(Zin) plot, but rather represent a local and rapid shift in the reactance

of the circuit. Modes that arise at these points may be thought of as limited in their

degree of resonant amplification due to residual reactances; however, there are ways to

effectively account of this either through axillary matching networks or by changing the

resonant structure design itself to reduce these residual reactances closer to the zero-

line. Figure 4.8 illustrates a number of spectra generated by a selection of self-driven

resonant structures. Note, while several high-amplitude, low-Q dominant modes have

been observed with increasing frequency, the results reported herein were limited to

examining the first of these encountered.

Aside from the clearly identifiable dormant mode spanning the spectrum and SR

modes springing up along the way, each of the different model geometries have given

rise to strikingly unique frequency behaviours. As will be shown in chapter 6, this

frequency behaviour is in fact quite predictable and follows a set of design rules and

derived equations, all of which stem from the actual geometry and associated patterns

within each resonant structure. Determining the specific geometry that will give rise to

a desired frequency response hence becomes the key design activity for these structures.

This chapter has examined the proposed resonant structure in detail and

demonstrated a superiority in terms of design versatility when compared to standard
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resonators, such as coils or antennae. The intricate characteristic behaviour shown of

these surface resonators is an emergent property due to the segmentation and patterning

of conductive and dielectric elements. The next chapter discusses the approach in

understanding and predicting this behaviour through the use of appropriate physics

simulation software.

(a) O(3×2) (b) O(6×6)

(c) C(2×2) (d) C(4×4)

(e) W(4×4) (f) W(6×6)

Figure 4.8: Spectra plots of <(Zin) showing the SR modes and dominant frequency mode for a selection
of self-driven models.
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Chapter 5

Discussion of Experimental

Approach

The proposed textile resonator concept was designed and studied using finite-element

analysis in order to determine behaviour and functionality of multiple embodiments

without the time and cost associated with physical construction. This chapter explores

this FEM approach in more detail and reports on the verification procedure undertaken

to provide confidence in the simulation tool and its outputs.

5.1 Modelling Magnetic Fields

Whether it is changing coil or coupler dimensions, creating an arrayed or relay

resonator structure, or simply introducing homogeneous µ-materials that effect overall

transfer efficiency: fundamentally, this all becomes an exercise of understanding and

manipulating an electrically-induced magnetic field and its loop path, to better link

a higher concentration of magnetic flux that induces a current within a receiving

structure. Therefore, a brief examination into magnetic field calculations and modelling

techniques is required.

5.1.1 Interpreting Maxwell’s Equations

Classical electromagnetism is elegantly described by Maxwell’s equations. Named after

James Clerk Maxwell, these partial differential equations give real solutions for electric
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and magnetic fields in 3D space, generated by time-varying charges, currents, as well as

changes in the generated fields themselves. Depending on the nature of the problem to

be solved, different forms of these equations, along with initial and material boundary

conditions, are applied. While this might sound trivial, a deep understanding is actually

required to appreciate the subtle nuances that can emerge and the approach to be

taken for particular problems. Even within published research, there is some confusion

and this primarily comes about because of the fuzzy nature of the near- and far-field

boundary in electromagnetic fields and propagation. Before Maxwell, Faraday and

others formulated laws based on magnetostatics and near-field induction. However,

beyond magnetostatics, the original electromagnetic laws were inconsistent when it

came to wave propagation, and it was Maxwell himself who resolved this inconsistency,

leading to his namesake equations used today. Nevertheless, assuming a magnetostatic

model can sometimes be very useful as it simplifies the mathematical problem. This

approach in modelling is commonly referred to as the quasi-static approximation and

when applied, accordingly generates a suitably accurate solution under the assumption

that variations in time are small and that geometries modelled are considerably smaller

than the wavelengths of the employed signals [209]. The downside and over-emphasis of

this approach in the literature, however, masks the fundamental principle that it is just

an approximation and will rarely provide a good solution for a complex and dynamic

system. Part of the problem could stem from the choice in terminology and different

perspectives that can be applied to any particular problem.

To avoid any confusion henceforth, the distinction between a discrete near- and far-

field are to be replaced by a blanket concept of electric and magnetic field oscillation

whose Poynting vector gives the direction of energy flow. This perspective offers a

more palpable interpretation of how generated fields interact and exchange energy,

and is inherently more flexible when geometries do not neatly conform to the simple

interpretation of a coil or an antenna. Furthermore, instead of different equations for

the near- and far-field, all regions between the surface of the source and infinity can

be solved using one wave equation. In the case of WPT where the magnetic field is

the main component for energy exchange, the following equation is hence solved over

a range of frequencies ω.

94



∇× (∇×H) + (jωσµ− ω2εµ)H = 0 (5.1.1)

This chosen approach is valid as it still ultimately upholds the established distinction

between a conceptual near-field region where emitted energy is mainly reabsorbed,

and a far-field region where energy radiates out; however, it is not tied down with

approximations and fuzzy boundaries. One can observe clearly how close to a particular

source geometry, the Poynting vector becomes purely imaginary with a zero real part,

hence, there is no net energy flow. Moving away in the direction of propagation,

this vector changes and instead becomes purely real, implying that energy is flowing

outwardly. Visualising and interpreting this shift in average energy flow for any

particular source geometry gives a researcher a much deeper insight than can be

expected from some estimated distances related to the wavelength of propagation alone.

5.1.2 The Finite-Element Method

Solving Maxwell’s equations analytically for real geometries is, at best, impractical,

therefore an approximation of these equations is constructed and normally based on

discretisation. Doing so allows physical laws to be numerically solved with sufficient

accuracy to reflect real-world phenomena.

The finite-element method (FEM), first recognised for its usefulness in the 1940s,

has been well-developed over many decades to become one of the most powerful

computational methods for solving real-world physics problems. Naturally, the sheer

size and complexity of today’s problems requires powerful and complex tools to solve,

however, the thinking behind FEM is rather straight forward: One defines a physical

geometry, setting its various boundaries, sources and sinks; one breaks-up or discretises

the overall geometry into tiny components; then solves the physics equations within each

element, using solutions already solved from adjacent elements to refine the solution;

and finally, one performs some post-processing to extract the information required and

to visualise the solution. Defining the problem in terms of number of dimensions,

choice of element size and shape, as well as the choice of solver employed becomes an

interesting challenge. More often than not it is highly dependent not only on the type
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of physics problem to be solved but also the computational resources available.

Ultimately, this choice becomes a compromise between the time taken to

solve the problem, the amount of physical memory required, and the accuracy

of the final solution. Nevertheless, there are many obvious benefits to modelling

and computationally simulating the behaviour of complex systems before actually

constructing them in the real world.

For electrodynamic systems, FEM is very useful, primarily as it gives the ability

to visualise the electric and magnetic fields generated by complex geometries as well

as quickly calculate induced currents, energy distributions, energy flow, and thermal

losses. It is also very convenient as it enables quick calculation of electrical properties,

such as inductances, capacitances, mutual coupling, Q-factors, S-parameters, etc for any

defined geometry and material selection. Rapid iterative development is hence achieved,

and optimising any given solution becomes a matter of automating computation to

either maximise or minimise a particular, often geometric, property.

5.2 Simulation Tools and Verification

The performance of the proposed coupler would be heavily dictated in the first instance

by the geometry and relative positions of the different conductive and dielectric layers,

and it was important to be able to rapidly and intelligently optimise a set design. It

was further desirable to be able to visualise fields generated and observe changes with

differing geometries, hence, computer-aided modelling and simulation tools were used

in this work.

A combination of SolidWorks and COMSOL Multiphysics commercial software

suites were used to model the system, rather than spend time writing new code to

ultimately perform similar tasks. SolidWorks is a CAD tool that was used to construct

the different 3D geometries, and COMSOL is a FEM suite that was used to simulate

the relevant physics for the given geometry. While recognised for its usefulness and

accuracy within industrial applications, it was still necessary to verify that COMSOL

was in fact the right tool to use here and also that the modelling and simulation

procedure undertaken was appropriate, and would lead to useful results and insights in
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line with what would be obtained from real-world observation and experiment.

There were several physics modules that could have been used, and while some

might seem similar from the outset, selecting the best module and study type for the

tasks at hand was not a trivial task. Moreover, setting up the simulation correctly and

the rationale behind the choices made for geometry simplification, meshing parameters,

choice of solver, and study tool could in itself constitute an entire chapter of its own.

Much of these aspects will not be delved into here, and it is assumed that the reader

already possesses a working knowledge of FEM simulation tools, such as COMSOL,

necessary to appreciate the choices made and intricacies involved.

In order to verify a chosen approach at every instance, simple helical or spiral coil

geometries with parameters that could be easily calculated with standard equations

were digitally constructed. Figure 5.1 shows one of these coils along with its geometric

properties.

Given these simple coil properties and standard shapes, very good approximations

for inductances L and capacitances C (and hence, derivative properties such as

self-resonant frequency ωo), could be calculated using standard and well-known

methodologies.

To compare these numerical values to the calculations made from simulated fields,

coils were modelled as Axi-Symmetric 2D geometries in order to simplify the initial

calculations. Using the Magnetic and Electric Fields Interface which solved Maxwell’s

equations for a stationary problem, the magnetic vector potential A as well as the

Figure 5.1: An example coil used for verification testing with a simple helical morphology
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electric potential V were calculated. The corresponding electric and magnetic fields

generated were as expected, and Figure 5.2 shows the plots for the coil in Figure 5.1.

Finally, the model’s electrical properties could be calculated, and these were found to

align well with those calculated analytically. Note, the same verification procedure was

undertaken with the coils modelled as 3D geometries, albeit they needed much more

time to compute. In every instance, the different model domain sizes, as well as mesh

element sizes and types, were explored in order to observe how results varied. Further

details for such a procedure can be found in chapter 6.

While this interface proved to be useful in calculating single coil electrical properties

(including the expected skin and proximity effects at different driving frequencies), it

would have been insufficient at accurately modelling the dynamics of a wireless power

transfer system. Instead, the Electromagnetic Waves Interface was used as it solved the

time-evolving wave equation for the electric, and by extension, magnetic fields. In the

previous chapter, it was briefly explained why this problem definition was valid when

(a) (b)

Figure 5.2: Plots for a simple coil, modelled as a 2D axi-symmetric geometry, with a current flowing
from top to bottom showing a) the electric field (in Volts) and b) the magnetic field generated (in
Tesla).
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applied to near-field or evanescent-field coupling. To verify this hypothesis, a simple

3D coil geometry was simulated and the value of the Poynting vector at various points

in the surrounding domain space was examined. It was found that close to the coil, the

Poynting vector was purely or strongly imaginary in the direction of expected energy

propagation. In the graphical model, this could be illustrated by arrows corresponding

to the instantaneous Poynting vector which, in this case, were normal to the direction of

radiative propagation. However, as one moved further away from the coil, the real part

of the Poynting vector would start to increase and the arrow would begin to align more

to the direction of radiative propagation with the turning point occurring at different

points depending on the driving frequency. A quick domain volume integration also

confirmed that the average power flow for a domain smaller than roughly one quarter

of the wavelength was substantially zero. In the real world, one might have expected

some greater amount of radiative power flow even at this proximity, but given that coils

by their very nature make terrible antennae, the result was still considered valid to the

limit that COMSOL could resolve the values for the Poynting vector. The electric and

magnetic fields generated were observed under various conditions (such as changing

loop separation or loop size) and were found to be as expected.

This selected interface also served to find the Q-factor of the modelled coil and

system S-parameters, which was useful in measuring power transfer efficiency and, if

needed, effective permeability µeff [210, 211]. When modelling several coil geometries

and ferrite materials in the same model, induced currents Ji, average power transfer

Pavg and coupling κ between coils was also determined. Figure 5.3 illustrates some of

the visual outputs from the graphical interface.

5.3 Modelling Insights for Solid Geometries

Once the simulation procedure had been established, a number of WPT set-ups were

modelled based on some key prior works in the literature. This was done primarily

to validate the approach undertaken against model’s whose solutions where either

known or easily verifiable. Furthermore, it served to establish an expectation of system

behaviour and performance under varying parameters and gave a baseline from which to
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(a) (b)

(c) (d)

Figure 5.3: 3D plots for various coil arrangements showing: a) top view of a driven coil (left), an
intermediate coil (middle) and single loop-load coil (right) separated by 30 cm with the associated
magnetic fields overlaid; b) top view of a driven coil (left), an intermediate coil (middle) and single-
loop load coil (right) separated by 15 cm overlaying the average power flow; c) isometric view of a
driven coil (left) and load coil (right) both straddling a soft ferrite cylinder with associated magnetic
field overlaid; and d) a 1D plot of the real part of a single coil impedance, through which the unloaded
Q-factor can be calculated.

compare the results of this thesis. Besides energy transmission, the effects of dielectrics,

ferrite materials and layered structures were examined. In recreating these works,

several insights emerged, which had not necessarily been previously highlighted. 2-, 3-

and 4-coil arrangements were explored, and these are shown in Figure 5.4.

Through these simulations, it was desirable to examine how one could improve

overall transmission gain and efficiency, while at the same time minimising the

dimensions of the geometries involved and minimising the system resonant frequency.

These goals are somewhat conflicting and would naturally have required a compromise,

however, it was interesting to observe the degree to which certain adjustments

changed these systems’ operation. The insights generated through these preliminary

experiments would go on to predominantly inform the design of the transmitting coil,
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(a) (b) (c)

(d) (e) (f)

Figure 5.4: Various coil models for 2-, 3- and 4-coil simulations, including (a, f) helical and (b, c) spiral
coils; segmentation coils (d) with ferrite and (e) without ferrite; and (f) a helical coil with dielectric
between the loops.

but also various aspects of the proposed system as a whole.

Note that, throughout these simulations an Impedance Boundary condition, which

assumed currents flowing only at the surfaces of conductors, was applied to the coil

domain geometries as the skin depth for the materials modelled was much greater

than the dimensions involved. Further note that, according to standard practice, the

model was enclosed in a sphere with a Perfectly Matched Layer domain condition at

the outermost layer in order to simulate a mathematically infinite surrounding air

domain. It was observed that when following this procedure the physical model size

of the surrounding air domain could marginally shift the resonant frequency of the

systems. Compounding this with either imperfect meshing or even poorly selected

solver conditions could generate varying results between successive simulations with

deviations in excess of 10%. Careful consideration is therefore needed when constructing

the model, and multiple simulations with changing conditions, meshes, and domain

sizes are recommended in order to average and converge the results to a more accurate

representation of real-world behaviour.
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Dielectrics simulated included poly 4-vinylphenol and polyethylene terephthalate,

both commonly used in many products. These had a typical relative permittivity ε

or dielectric constant of between 3 and 10, depending on composition, which mirrored

well the constants of most commercially available dielectric pastes. The inclusion of a

dielectric material, say, between the coil loops as illustrated in Figure 5.4f, would help

lower the resonant frequency without changing the overall volume of the helical coil.

This occurs as the self-capacitance of the coil would increase. However, it was found that

the placement of the material relative to the coil contributed more significantly than

the dielectric constant itself. When the material was loosely positioned between loops

with a proximity of within 10% of the coil wire diameter, the resonant frequency would

only change by approximately 8% when even employing a material with a dielectric

constant of 1000. However, when making contact with the loops, effectively moulded

around the contour of the coil wire, the resonant frequency would be reduced by over

50%, even when using a material with a dielectric constant of just 3.

Table 5.1: Properties observed with changing dielectric constant and distance with respect to the coil

Example Material
Dielectric
Constant

Distance away
from coil as a %

of coil radius

Change in
resonant
frequency

Polyethylene terephthalate 3 8.9 -7.6%
Strontium titanate 300 8.9 -7.7%

Barium titanate 1000 8.9 -7.9%
Polyethylene terephthalate 3 4.1 -8.7%
Polyethylene terephthalate 3 2.5 -17.0%
Polyethylene terephthalate 3 0.0 -52.3%

Dimethyl oxalate 8 5.0 -9.1%
Dimethyl oxalate 8 0.0 -61.3%

Poly 4-vinylphenol 9 0.0 -82.4%

The use of ferrite structures in or around the coil models also gave interesting results.

Previous works had typically explored incorporating ferromagnetic materials in order

to enhance transmission. Liou et al. [212] had compared a 4-coil system against a 2-

coil system with and without a ferrite film, illustrating that a 2-coil system with ferrite

could approximate the same performance to the 4-coil system albeit for a relatively

small (i.e. less than one coil diameter) separation distance. It is generally agreed that
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including ferrite along the central axis of coils provides the most potential for increasing

the coupling factor [213]. Other works have looked at ferrite in combination with other

materials in order to shield from the induced magnetic fields: Tang et al. [214] applied a

thin copper film to ferrite back plates in a 2-coil WPT system, demonstrating that this

minor addition increased what the authors called the shielding effectiveness by several

orders of magnitude compared to plane ferrite. Likewise, Knaisch et al. [98] included

aluminium plates in order to shield a car body in an e-vehicle inductive charging system.

In most cases, using ferrite for shielding would normally mean sacrificing transmission

link efficiency and power capability; the extent of which would be down to the geometric

design of the ferrite shield.

In a series of simulations, the properties of a commercially available polymer-

loaded ferrite film with a permeability µ of 125 were modelled for different ferrite

structures. Note that in COMSOL there are a number of different ways to model

ferromagnetic materials depending on how closely one wants to represent magnetic

losses and hysteresis. Real materials generally have a frequency-dependent response

to externally applied fields, and this dependence reflects the fact that a material’s

polarization or magnetisation does not change instantaneously. For this part of the

study, it was assumed that relatively weak magnetic fields were being used with soft

iron materials that did not store energy from the field as the current changed direction.

Thus, a simple relative permeability constitutive relation was applied. Depending on

how well real-world experiments compared, it may have been necessary to also consider

magentic losses and/or B-H Curve constitutive relations during simulation, however,

since this was not the main focus of the study, it had been thus far omitted.

In near proximity to the coil (i.e. 50% of the coil diameter away), the ferrite’s

magnetic energy storage capacity was able to reduce the resonant frequency by 1-3%.

Bringing the material to 20% of the coil diameter, the coil resonant frequency could

drop as much as 30%. In both cases, especially in a strongly coupled WPT system,

this would need to be accounted for in the design of the transmitting and receiving

coils, least their self-resonant frequencies no longer match, dramatically affecting link

efficiency. Figure 5.5 illustrates a number of mirrored coils and ferrite structures in a

WPT link.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.5: Three models (one per row), showing the 3D model of an identical coil set up with (a)
no ferrite, (d) a ferrite enclosing sphere (part hidden of clarity), and (g) ferrite backplates; along with
their respective plots for the magnetic flux density logarithmically scaled and colour matched between
images (b), (e) and (h); and streamline plots of the magnetic field along the same view, colour matched
between images (c), (f), and (i).

Each WPT system had a coil separation of 50 cm, or roughly 2.5 times the maximum

coil diameter. This relationship between separation distance and coil size ratio will be

henceforth referred to as the distance-to-size ratio or DS, and arguably provides a more

suitable measure of coil transmission range than absolute distance. The top row in

Figure 5.5 shows the situation where there is no ferrite present: in this scenario the

gain on the receiving coil was measured as 51%. The middle row shows the situation

where the coils are enclosed by a ferrite sphere, only improving the transmission gain by

around 5%, but more importantly providing significant flux shielding, reducing leakage

by around -12 dB immediately behind the ferrite sphere. The bottom row, representing

the situation where ferrite backplates are used with each coil, proved to be the best

at flux shielding, reducing leakage by around -18 dB at the equivalent distance behind
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the prior example’s receiver coil. However, its inclusion dropped the transmission gain

between the coils to only 30%. These results exemplify that the proper use of ferrite-

like materials for either shielding or enhancement is not always straight forward and

this aligns well to several conclusions drawn from prior works [213, 215, 216].

Works related to layered segmented coils were further examined as these represented

the closest structures to what has been proposed through this work, and thus an

excellent opportunity to gather useful insights. Sullivan and Beghou’s 2013 novel

layered coil introduced previously was of particular interest. Multiple alternating

layers of conductive and dielectric thin films were used to construct a cylinder with

an effective overall self-inductance and self-capacitance. The structure had a number

of benefits over conventional coils that helped reduce losses: distributed capacitances

helped to equally share the current load between the thin conductive layers, reducing

losses via heating; conductive foil thicknesses were an order of magnitude smaller than

easily obtained Litz strand diameters, meaning that they were better at mitigating

skin and proximity effects at megahertz frequency ranges; inductive coupling between

sections meant that there are no terminations in the main resonant-current path,

further minimising losses; and finally, their construction did not suffer from plate losses

associated with conventional capacitors, as these were integrated into the structure

itself. These results were encouraging for the proposed work as minimising system

losses would be key to success; not as much for the sake of increasing the Q-factor,

but more to allow induced currents to travel relatively long distances around a larger

coil structure. During simulation, another interesting property for this coil emerged,

which is not typically present in conventional coils: when sinking power from the

layered structure, there seemed to emerge a number of peak frequencies or modes that

facilitated the highest power transmission across the structure. The number of these

modes seemed to depend on the number of coil sections present as defined by Sullivan

and Beghou’s work. Likewise, the relative amplitudes of these modes depended on

where along the layered coil structure power was sinked. Figure 5.6 illustrates this

point well, whereby the different plots are generated from driving the stacks across

different sections in the layout, thereby changing the current propagation behaviour

throughout the entire structure, giving rise to different modes. This effect could be
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opportunistically exploited in future works as a means of transferring data efficiently

across the garment coil structure at significantly higher frequencies.

(a) (b)

(c) (d)

Figure 5.6: S21 vs frequency plots for (a) 5-section and (b) 10-section stacked segmented coil with
source and load ports between the first and the last layers; S21 vs frequency plots for a 10-section
stacked segmented coil with the load port (c) 6 stacks and (d) 8 stacks down from the source port.

Figure 5.7 illustrates a number of select system designs for comparison. The coil

separation distance in each was always taken as the shortest distance between the

resonant coils, and furthermore, a ratio between this separation distance and the

maximum dimension of the coils was used rather than a pure distance measure.

It became evident that a 3-coil system would not be suitable for the large separation

distance, even when considering optimisation. The arrangement illustrated only

achieved a gain of 50% at 0.2 DS. Instead, 4-coil designs would more likely need to

be applied, and examining the plot for the classic helical design clearly illustrates that

the gain remains above 50% even at a distance of 2.6 times the maximum coil dimension.

Frequency bifurcation was also noted to take place below 1.5 DS. While a positive start,

helical resonant coils would be too cumbersome to handle and would take up far too

much volume for the desired application. Flat spiral coils were further examined, in

particular, those with coplanar and non-coplanar driving and load coils. For simplicity,

single loop coils were used; however, as previously indicated, there is an optimisation
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.7: 3D models where transmission gain is just over 60% (left) with associated gain contour
plots vs separation distance and frequency (right): (a, b) 3-coil helical, (c, d) 4-coil helical, (e, f) 4-coil
spiral with parallel driving/load coils and (g,h) 4-coil spiral with coplanar loop and resonant coils WPT
systems.
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exercise that could be undertaken to change the transmission characteristic even

further. Coplanar set-ups had outperformed non-coplanar set-ups by some margin, not

only in terms of transmission characteristics, but also based on ease of implementation.

Further simulations were undertaken to observe the effect of progressively growing and

shrinking the size of the driving and load loop coils relative to the resonant spiral coil.

The results are illustrated in Figure 5.8.

By varying the driving and load coil diameters relative to the resonant spirals, it

was found that the separation distance which represented 60% gain could be extended

to 3 times the coil diameter. Note that doing so would also extend the point by

which frequency splitting would begin, thus a trade off between maximum effective

transmission distance and minimum transmission distance can be considered, assuming

no form of compensation for the drop in power capability at the resonant frequency

takes place.

Compensation methods could include some consideration to coil geometry as

previously discussed, but also an ability on the transmitter-side to change the operating

frequency, similar in principle to maximum power point tracking. While relatively

straightforward, the implementation of such a control system does increase system

complexity and overall implementation cost and might not represent the most energy

effective solution once in-use.

Finally, the effects of the overall system size was also observed, in order to monitor

the power gain and efficiency previously recorded and how it changed with scale. A

coplanar set-up was linearly scaled in size and it was observed that the effective transfer

DS decreased with increasing scale. This could reasonably be attributed to the effective

decrease in the coils’ Q-factor with the decreasing resonant frequency.

The results were plotted in Table 5.2 and demonstrate that there is indeed a

diminishing and possibly negative return in scaling the coil beyond a certain point,

however within a practical size range for the proposed application, designing a bigger

coil will always translate into an extension of the effective power transmission distance.

108



(a) (b)

(c) (d)

(e) (f)

Figure 5.8: Gain contour plots across separation distance and frequency for a 4-coil spiral with coplanar
resonant coils of 10 cm diameter and loop coils of (a) 8 cm, (b) 5.4 cm, (c) 4 cm (note the change in
contour scale) and (d) 3 cm (note the change in contour scale) diameters; and DS line plots for (e) S21

vs frequency and (f) transmission link efficiency vs frequency for a 4-coil spiral with coplanar resonant
coils of 10 cm diameter and loop coils of 4 diameter.

Concluding remarks

This chapter detailed the approach undertaken to simulate a WPT system. Models with

known or easily verifiable solutions were simulated to further verify the simulation tool

being used and also to gain a first hand appreciation of how these standard coil designs

operated under varying system parameters. The physics interface employed was indeed
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Table 5.2: Properties observed with changing scale

Scaling
Factor

Coil
diameter
(cm)

DS at
60%
Gain

Resonant
Frequency
(MHz)

Separation
Distance
(cm)

0.5 10 3.0 64.2 30
1 20 2.5 31.8 44
2 40 2.3 15.9 80
4 80 1.9 7.9 152
8 160 1.2 4.0 192

appropriate for both near-field and far-field modelling and as long as mesh element

sizes were much smaller than the wavelengths of driving signals (>10×), there was

an established confidence that the simulated outputs would accurately represent the

real-world model implementation.
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Chapter 6

Design and Construction of a

Textile-based WPT System

The previous chapter explored some known coil designs employed within previous

works. Building on this knowledge, the following chapter reports on the simulation

results for the key resonator designs explored for this thesis. It primarily explores the

frequency and field behaviour for different resonator embodiments for each design, both

when self-driven and when resonators are incorporated into a WPT system.

The latter half of this chapter examines the manufacturing method employed in

order to produce these textile resonators for real-world testing. Finally, a design of a

high efficiency transmitter system for physical testing is presented in order to complete

the proposed WPT system design for this thesis.

6.1 Simulation Results and Insights

6.1.1 Setting up the Simulation

Simulations were primarily set up as defined in chapter 5; however, it was important

to re-examine the different driving port set-up options given the non-standard shape

of these resonators, as well as the conductive element boundary condition (BC) choice

given the high aspect ratio for the model dimensions involved.
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(a) C(8×1)-P1 (b) C(8×1)-P4 (c) C(8×1)-S4 (d) C(8×1)-Sx (e) 2×C(8×1)-Sx

Figure 6.1: C(8×1) models used to test a number of different port connection configurations. Models
a) and b) use parallel connected ports on the first and forth coil position respectively, whereas models
c), d) and f) use series connected ports as gap feeds.

Driving Port Options

During initial simulations involving standard coil designs, connecting a driving port

to the model was quite straight forward; however, with these resonator structures it

was not immediately clear how best to introduce the required excitation. An initial

C(8x1) design was simulated, using five different port options as illustrated and defined

in Figure 6.1.

Note, selecting the optimal port impedance to perfectly match to the resonant

structure is a different matter altogether, and while it would have little effect on the

frequency values of the self-driven mode observed, it would greatly affect the power

delivered to the structure and the eventual performance of a WPT system. At this stage

of the design, minimal optimisation was undertaken and a characteristic impedance Zref

of 50 Ω and input voltage Vo of 1 V was set at the input port. Impedance matching
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for WPT is further commented upon in section 6.1.3. With reference to Figure 6.2,

a single mode frequency under scrutiny did not seem to change regardless of which

port connection type was chosen; however, the spectrum of the real-part of the input

impedance <(Zin) did change shape. In designs C(8×1)-P4 and C(8×1)-P1, the mode

manifested as a local maximum (albeit, with different magnitudes), whereas in C(8×1)-

S4, the mode manifested as a local minimum. This is equivalent to an <(Zin) response

when a port is connected in parallel or series respectively. Furthermore, different ports

were excited as in design C(8×1)-Sx, and the absolute current at each |Ix| was observed.

Again, the mode frequency did not change, only the magnitude of |Ix| at each position.

Finally, an additional but non-overlapping row was included in the C(8×1)-Sx model

to demonstrate that, unless overlapped, additional resonator elements had little to no

effect on the frequency mode.

Conclusions: This illustrates that regardless of the choice of port position and

connection, the resonant modes could be clearly identified. It furthermore shows

(a) C(8×1)-P1 (b) C(8×1)-P4 (c) C(8×1)-S4

(d) C(8×1)-Sx (e) 2×C(8×1)-Sx

Figure 6.2: a), b), c) <(Zin) and d), e) |Ix| vs frequency plots for C(8×1) models used to test a number
of different port connection configurations, whereby in d) the colours refer to the following port in d)
pink: 1 and 8, yellow: 2 and 7, black: 3 and 6, Blue, 4 and 5; and in e) blue: 1 and 8, red: 2 and 7,
purple: 3 and 6, yellow: 4 and 5.
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that different resonant structures may be laid out very close to one another and not

significantly affect the other’s spectrum: this is useful across an entire surface if, say,

multiple modes for power or data transfer are required by the application.

Conductive Layer BC

There are several ways to set up the conductive layer models all in an effort to

reduce the computational complexity in simulation while maintaining or possibly

even improving accuracy. In high frequency operation, BCs are usually selected for

conductive geometries as, due to the skin effect, the majority of the electric currents

will tend to distribute near the model’s surface, meaning that there would be no need to

mesh and model the physics for the vast majority of the conductive element’s volume.

There are three main BC options for electromagnetic problems, and these are

Transition (TBC), Impedance (IBC) and Perfect Electric Conductor (PEC-BC). IBC

is the common choice for most problems; however, it will inherently treat any volume

behind the boundary as infinitely large. While a valid assumption for most models,

the thin layers involved required an additional examination using the TBC, which

while more computationally taxing, would determine the impedance throughout the

geometric thickness of the model.

When using either the IBC or TBC, the material properties defined in the model

are taken into account. In this case, a silver ink with a known sheet resistivity R of ∼10

mΩ per square at a thickness t of 25.4 µm was used. For COMSOL, it was necessary

to convert this material value of R into conductivity σ; hence

σ =
1

Rt

σ =
1

10× 10−3 ∗ 25.4× 10−6

σ = 3.9× 106S/m

(6.1.1)

Note, solid silver typically has a material σ of 6.30 × 107, so this ink is an order of

magnitude more resistive. In order to appreciate the effect this would have on system

performance, simulations using a PEC-BC were conducted. As the name implies,
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this applied an idealised material to the conductive layers that was a perfect electric

conductor (i.e. possessing a σ =∞S/m).

Conclusions: After running the necessary simulations, there was negligible

difference observed between the different BCs, as well as when comparing the results to a

fully meshed conductive element domain; hence, the IBC was chosen and applied for the

remainder of the simulations in this chapter. This helped reduce overall computational

cost while maintaining integrity of the calculated results.

Confirmation of the Poynting Vector

As previously explained in section 5.2, the angle given by a spatially defined Poynting

vector could be used to confirm not only the direction of energy propagation within the

model but also define the fuzzy boundaries of the near-field. It is generally accepted

that the limit of the reactive near-field region of a typical antenna is a distance of

λ/2π, where λ is the wavelength of the signal, determined by the frequency of that

signal through the conductor. Hence, by looking at the Poynting vector of the model,

one could confirm that a suitably sized near-field exists around the resonator.

Conclusions: Figure 6.3 illustrates the average power flow around an example

C(2×2) model, with a mode frequency of 174 MHz. While the average power flow

is not always uniform as one might expect from, say, a dipole antenna, overall the

near-field produced was generally contained within the accepted ∼0.159λ radius (or

in this case ∼27 cm). Furthermore, when the magnetic field lines were plotted, the

transition point between the near-field (closed loops) and far-field (lobbing outwardly)

also confirmed this observation.

6.1.2 Observations with Self-Driven Geometries

Having set up the appropriate parameters for simulation, different C-type, O-type

and W-type models were simulated and the results recorded. The vast majority of

simulations employed a Flexible Generalized Minimal Residual (FGMRES) method

iterative solver with an error tolerance of 0.1%. This was the recommended solver for

these types of physics problems and worked exceedingly well throughout experiments.

Note, the largest resonator models were limited to x(8×8), as even with coarser
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(a)

(b) (c)

Figure 6.3: Arrow plots of the Poynting vector a) front on view, b) top view and a c) magnetic field
line plot for a C(2×2) model.

meshed elements, anything larger tended to run out of computer memory during

simulation instantiation. Even with a combined virtual and physical available RAM of

nearly 64 GB, larger models were simply unable to assemble all the partial differential

equations that required solving per mesh element. In the largest models, it became

necessary to switch from an FGMRES to a GMRES solver in order to reduce RAM

requirement at the cost of speed. For reference, the practical limitations of the solver

given the hardware configuration were around 10 million degrees of freedom which

equated to a limit of approximately 2 million mesh elements for these particular models.
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Behaviour with Increasing Elements

The first set of experiments were concerned with the behaviour of different resonator

structures as the number of elements in the patterned structure increased while

maintaining the same absolute element size. Table 6.1 reports on each of the models

simulated with a layer thickness of 24 µm and an individual element diameter of 40 mm

(unless otherwise indicated).

In the case of C-type and W-type it appeared that regardless of the number of

elements making up the structure, the dominant mode frequency remained more or less

the same. It was also noted that changing the element size had the largest effect on this

mode, suggesting that this was primarily dictated by the geometry of a single element.

This observation is very similar to the behaviour of traditional metamaterials, whereby

the resonant frequency is defined by a single element in the pattern and an increase in

the number of identical adjacent elements served only to increased the Q-factor of the

overall metamaterial. In contrast, this dominant mode frequency did undergo a distinct

change with increasing elements in the case of the O-type, suggesting that increasing

the area and possibly the symmetry of overlap between elements would enable some

design flexibility for this low-Q dominant mode frequency. Furthermore, a notable

change in different mode Q-factors was sometimes observed in the resonant structures

examined; however, unlike in the case of metamaterials, it was not a straightforward

increase and was even shown to decrease in certain instances. Figure 6.4 illustrates the

trends observed in the Q-factor for the first SR mode for each of the designs observed.

The dominant mode in both the O-type and W-type was identified not only at the

first significant peak in amplitude observed in the <(Zin) plot, but also the point where

a notable zero crossing occurred in the =(Zin) plot. In the case for the C-type, the

definition of this dominant mode had to be limited to a point of maximal amplification

in <(Zin) and an associated and characteristic drop in the phase in =(Zin). These

qualities are highlighted in Figure 6.5.

This observed behaviour in the dominant mode suggests that a highly symmetric

geometric overlap between elements is required in order to significantly alter this

mode away from the expected resonant frequency of a single element in the structure.
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Table 6.1: Properties observed with increasing number of elements

Design
Structure
Size (mm)

1st SR
Mode
(MHz)

Dom.
Mode
(MHz)

No. of
Modes
under

300 MHz

Q of 1st

SR
Mode

Q of
Dom.
Mode

C(1×2) 71×40 1,260 - - 3.40 -
C(1×2(+1))∗ 71×71 231 - 1 178.10 -

C(2×2) 71×71 175 - 1 143.5 -
C(3×2) 102×71 93 - 1 142.61 -
C(3×3) 102×102 92 1,665 2 130.93 4.87
C(4×4) 133×133 87 1,660 4 118.67 5.02
C(6×6) 195×195 78 1,640 11 93.06 4.46
C(8×8) 257×257 69 1,635 15 42.50 5.67

O(2×2) 71×71 277 - 1 53.08 -
O(3×2) 102×71 242 1,400 2 46.10 5.49
O(4×4) 133×133 159 1,330 3 35.33 7.64
O(6×6) 195×195 114 1,075 6 30.81 7.17
O(8×8) 257×257 91 1,320 11 36.38 9.23
O(6×6)† 49×49 1,240 - - 26.95 -
O(6×6)‡ 390×390 40 640 6 9.14 8.89

W(2×2) 93×93 125 1,640 1 196.80 19.76
W(3×2) 116×76 117 1,650 2 183.28 25.67
W(4×4) 200×152 114 1,671 5 206.27 30.38
W(6×6) 310×267 95 1,672 9 209.23 20.50

∗model with 3 elements in total: 2 in one row and 1 in another.
†model with element diameter of 10 mm.
‡model with element diameter of 80 mm.

Figure 6.4: Plot of Q-factor vs number of elements for the first SR mode in C- (black), O- (blue) and
W- (red) type.

Likewise, it can be suggested that a larger inductance defined by the geometry of a single

element helped to significantly increase its Q-factor. While not a striking observation in

itself given the known relationship between these two quantities, a design change from
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a simple unchanging boundary along a curved axis (as in the C-type) to a boundary

defined by a loose sine function along the same sized and curved axis (as in the W-type),

created an order of magnitude increase in the resonant structure Q-factor.

At the same time, changing the number elements in the structure had quite a

different effect on lower frequency SR modes: increasing the number of elements not

only decreased the frequency of these modes but also increased their number along

the observed spectrum. This is thought that this arises as including more discrete

elements along a dimension would allow further standing wave patterns to coalesce

thereby increasing the number of discrete modes. The C- and W-type SR modes were

quite asymmetric when compared to the O-type, both in terms of overall shape and

amplitude. Figure 6.6 highlights these differences with a selection of <(Zin) plots.

(a) C(4×4)

(b) W(4×4)

Figure 6.5: <(Zin) and =(Zin) plots for models as indicated, showing the characteristic dominant mode
and SR modes.
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(a) C(2×2) (b) C(4×4) (c) C(6×6)

(d) O(3×2) (e) O(4×4) (f) O(6×6)

(g) W(3×2) (h) W(4×4) (i) W(6×6)

Figure 6.6: Re(Z) vs frequency plots showing the SR Modes for the indicated models.

Furthermore, the decrease in frequency observed with increasing elements did follow

a predictable relationship. In each case, a Axb +C relationship was postulated as this

gave the best fit for the recorded data points. The associated relationship and plots

can be seen in Figure 6.7.

Figure 6.7: Frequency vs increasing elements for C- (blue), O- (black) and W- (red) type models
following the best fit curve.
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Behaviour with Increasing Element Density

The next set of simulations examined the behaviour of an increasing number of C-type

elements within a set surface area. Table 6.2 reports on each of the models simulated

with layer thicknesses of 24 µm.

Table 6.2: Properties observed with increasing number elements density

Design
Element
Diameter

(mm)

Structure
Size

(mm)

1st SR
Mode
(MHz)

Dom.
Mode
(MHz)

No. of
Modes
under
300

MHz

Q of
1st SR
Mode

Q of
Dom.
Mode

C(2×1) 144.79 257×145 355 640 - 3.73 2.41
C(2×2) 144.79 257×257 92 650 1 25.48 5.91
C(3×2) 100.78 257×179 23 630 1 164.21 6.43
C(3×3) 100.78 257×257 23 700 1 183.86 5.00
C(4×4) 77.29 257×257 33 870 4 200.15 6.32
C(5×4) 77.29 257×208 43 1,020 4 237.11 3.25
C(5×5) 62.68 257×257 45 1,100 5 226.05 5.42
C(6×6) 53.72 257×257 52 1,240 10 103.57 5.56
C(8×8) 40.00 257×257 69 1,635 15 172.75 5.67

In the case of the dominant mode, this activity further served to illustrate the

change in frequency with increasing element size when compared to simply increasing

the number of elements present in the structure. In the case of the C-type, this followed

a predictable behaviour as illustrated in Figure 6.8a.

In the case of the SR modes, it was desirable to examine this relationship for a fixed

resonant structure area, whereby an increase in the number of elements translated to

a decrease in their overall size. For a fixed area and element design, a local minimum

frequency in the first mode was observed which began to increase again with ever

increasing number of elements. This, as well as the relationship best fitting the observed

behaviour, is illustrated by Figure 6.8b.

Behaviour with Increasing Layers

The next set of simulations examined the behaviour of increasing the number of sections

for a selection of resonant structures. A section here is defined by a dielectric layer,

sandwiched between companion conductive layer elements. Each additional section
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was a copy of the previous one in the stack whereby each section was separated from

another by a dielectric layer. This had the effect of creating the same overlap pattern

along all directions in the resonant structure, as illustrated by Figure 6.9.

Table 6.3 reports on each of the models simulated with increasing sections at a layer

thickness of 48 µm and individual element size of 40 mm. Note, the increasing number

of sections examined had negligible effect on the dominant mode frequency or shape,

hence details of these were omitted from the table below.

Table 6.3: Properties observed with increasing number of sections

Design
Structure
Size (mm)

1st SR Mode
(MHz)

No. of Modes
under 300

MHz

Q of 1st SR
Mode

C(6×6×1) 195×195 109 10 156.67
C(6×6×2) 195×195 76 7 139.81
C(6×6×3) 195×195 63 7 127.43
C(6×6×4) 195×195 48 7 119.19
C(6×6×5) 195×195 43 7 115.21

C(4×4×1) 133×133 127 4 144.52
C(4×4×2) 133×133 81 4 144.29
C(4×4×3) 133×133 64 4 114.73
C(4×4×4) 133×133 55 4 108.43
C(4×4×5) 133×133 49 4 94.90

W(3×2×1) 116×76 165 1 195.71
W(3×2×2) 116×76 106 1 221.04
W(3×2×3) 116×76 85 1 218.69
W(3×2×4) 116×76 73 1 211.88
W(3×2×5) 116×76 65 1 210.97

(a) (b)

Figure 6.8: a) Dominant mode frequency and b) SR Mode frequency vs increasing element density for
C-type models following the best fit curve.
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Figure 6.9: Illustration of stacked structure showing individual sections separated by a dielectric layer

Figure 6.10: Plot for number of sections vs frequency for C(6×6) (blue), C(4×4) (red) and W(3×2)
(black) following a best fit curve of the form Axb + C.

The overall shape, number and separation between modes did not appear to

change whatsoever with increasing layers, however their frequency decreased with every

additional section. The rate of this decrease was different for different element types and

their respective relationships are illustrated in Figure 6.10. Note as well, the SR mode

Q-factor also had a tendency to decrease with the addition of new sections; however,

this was not always the case, as was observed with the W-type example given.

Behaviour with Increasing Layer Thickness

The next set of simulations examined the behaviour of increasing the layer thicknesses

for a selection of C-type models. Table 6.4 reports on each of the models simulated

with individual element sizes of 40 mm with increasing layer thicknesses. Note, the

increasing layer thickness in the ranges examined had negligible effect on the dominant

mode frequency or shape hence details of these modes were omitted from the table

below.

While the table above presents the thicknesses modelled for all layers in the resonant

structure, the change in behaviour observed can be exclusively linked to the dielectric
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Table 6.4: Properties observed with increasing layer thickness

Design
Structure
Size (mm)

Layer
Thickness

(µm)

1st SR
Mode
(MHz)

No. of
Modes

under 300
MHz

Q of 1st SR
Mode

C(2×2) 71×71 12 123 1 147.28
C(4×4) 133×133 12 63 4 134.68
C(6×6) 195×195 12 55 10 96.49
C(8×8) 257×257 12 49 11 18.73

C(2×2) 71×71 24 175 1 143.5
C(4×4) 133×133 24 87 4 118.67
C(6×6) 195×195 24 78 10 93.06
C(8×8) 257×257 24 69 11 42.50

C(2×2) 71×71 48 243 1 173.93
C(4×4) 133×133 48 127 4 155.99
C(6×6) 195×195 48 109 10 83.78
C(8×8) 257×257 48 98 11 21.34

C(2×2) 71×71 72 289 1 145.08
C(4×4) 133×133 72 154 4 96.00
C(6×6) 195×195 72 132 10 44.1
C(8×8) 257×257 72 117 11 15.43

C(2×2) 71×71 96 332 - 141.23
C(4×4) 133×133 96 177 3 92.89
C(6×6) 195×195 96 152 9 26.22
C(8×8) 257×257 96 134 11 3.22

layer thickness. Given that the overlap area A and dielectric material properties

(expressed by ε0ε) define the capacitance C between the individual elements, it was

expected that a decrease in the dielectric’s thickness t would serve to increase the

overall capacitance in the structure and hence decrease the frequencies observed. This

relationship is expressed in 6.1.2.

C = ε0εr
A

t
f =

1

2π
√
LC

∴ f ∝ 1√
C

∴ f ∝
√
t

(6.1.2)

Figure 6.11 relates the square root of the thickness t to the decreasing frequency

observed for each model type. It shows a constant plot gradient between them within

an acceptable error tolerance, thus confirming the above relationship. Furthermore,

the observation that the dominant mode frequency was not affected by the change in

capacitance along the structure once again helped to solidify the previous assertion
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that the dominant modes seem inherently linked to the individual element geometry,

whereas the semi-resonant modes were independent of this constraint.

Finally, the Q-factor for the first SR mode was recorded during each experiment,

and the trend for each thickness is given by Figure 6.12. All models show the expected

decreasing trend in Q, although the rate of this decrease did vary with later thickness.

Figure 6.12: Plot of Q-factor vs number of elements for the different thicknesses of the examined C-type
elements. These were 12 (black), 24 (blue), 48 (green), 72 (red) and 96 (cyan) microns.

Concluding remarks

In summary, these simulations showed that the SR modes and the dominant modes

within a single structure are decoupled from one another, with the dominant mode

being dictated by the properties of a single element within the structure and the shape

and number of SR modes dictated by the global pattern and its properties. They

Figure 6.11: Plot of
√
t vs f for variations in C(2×2) (blue), C(4×4) (green), C(6×6) (red), C(8×8)

(black) models.
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also demonstrated how changing key geometric parameters (and to what degree) led

to significant changes in the spectral behaviour. Where possible, predictable trends

in the changes of the mode frequencies and their respective Q-factors with respect

to physical geometry were noted. Characterising these behaviours thus enables the

intrepid engineer to design resonant structures with whatever spectral pattern the

application requires. While this analysis has been limited to just three core pattern

designs, it aptly demonstrates how this novel approach to resonator design allows for a

more dynamic spectral profile to emerge within a patterned, relatively simple structure.

6.1.3 Observations under WPT Conditions

With the individual resonator behaviours characterised, several choice resonator models

were simulated as a WPT system. As with the previous simulations, an FGMRES

iterative solver was used with an error tolerance of 0.1%. The WPT transmission link

efficiency η was the key parameter under observation and could be evaluated a number

of ways. The relationships in (6.1.3) are most often cited in the literature [217] and are

employed according to the physical tools available to the researcher.

η =
Po
Pi

=
κ2Q1Q2(

1 +
√

1 + κ2Q2Q2

)2 =
|S21|2(1− |Γl|2)

|1− S22Γl|2(1− |Γi|2)
(6.1.3)

Where Po and Pi are the output and input power respectively, Sxy are the S-parameters

given for a pair of input and output ports, Γl is the reflection coefficient at the load

and Γi is the reflection coefficient at the input port. These are further given by

Γl =
Zl − Z0

Zl + Z0

Γi = S11 +
S12S21Γl
1− S22Γl

Besides attempting to maximise η, care was also taken to ensure that the maximum

output power possible was achieved at every instance. Looking at the relationships

above, there are some intuitive ways to approach this task: the with most effective

means being to closely match the input and output port impedances with the coupled
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resonant geometries in-between the ports at the operating frequency of interest. Within

a simulation environment, the characteristic impedance Z0 of these ports is set by the

user and while some consideration is necessary to ensure that results generated were

indeed valid, the ability to adjust the model’s port features makes the problem of

impedance matching relatively trivial. Note, the same cannot be said during physical

implementation, and a brief examination of this is presented in section 6.3. Operating

at the SR modes also helps ensure a larger Q in order to compensate for any decrease of

κ with increasing separation distance, thereby enabling maximal gain. Finally, and as

more of a practical recommendation, ensuring that the system could operate at a low

Z0 which translates into a low source and load resistance R. Following a combination

of the above will help ensure maximum power delivery on the output.

Initially, a 2-coil type architecture was employed with identical resonators connected

directly to input and output ports. The spectral behaviour observed when plotting the

input impedance was mirrored when examining the S-parameters, in that the same

number and position of SR modes was observed that facilitated enhanced energy

transmission. These gave fair transmission efficiencies for the W-type but poor

efficiencies for the O- and C- type, demonstrating the need for a larger inductance

on the single coil elements. Table 6.5 reports on the maximal efficiencies for a selection

of 2-coil models with layer thicknesses of 24 µm and individual element diameters of 40

mm.

Table 6.5: Wireless Transfer Efficiencies for select models

Design
Structure

Size
(mm)

DS
SR

Mode
(MHz)

Q at
select
SR

Mode

S21 at
select
SR

Mode

S11 at
select
SR

Mode

Power
Transfer

Efficiency η

W(4×4) 200×152 0.1 114 206.27 0.75 0.19 58.36%
W(4×4) 200×152 0.2 114 206.27 0.45 0.25 21.60%
W(6×6) 310×267 0.2 95 209.27 0.42 0.59 27.06%
O(4×4) 133×133 0.2 159 35.33 0.15 0.89 10.82%
O(6×6) 195×195 0.2 114 30.81 0.1 0.9 5.26%
C(4×4) 133×133 0.2 87 118.67 0.18 0.68 6.02%
C(6×6) 195×195 0.2 78 93.06 0.05 0.85 0.90%

The simulated efficiencies with respect to separation distance for the 2-coil W-
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type resonator system was already in the same range as the classical 3-coil helical

system, but with the added advantage of the individual resonator structure occupying

negligible volume. Putting this into perspective, a single helical coil from the simulated

3-coil system presented in chapter 5 would need to occupy 1,345 times the volume

than an equivalently scaled W-type resonator coil and would mostly be comprised of

empty space. An equivalent helical 3-coil WPT system, not counting the space in-

between the Tx and Rx side of the system, would need to occupy roughly 3,200 times

the volume of an equivalently scaled W-type resonator WPT system. Comparing the

volume requirements to an equivalent coplanar 3-coil WPT, similar to those presented

in chapter 5, would depend on the chosen diameter of the wire material; however, the

comparable volume would be a much more reasonable figure (in the range of 50 times the

volume for a 3 mm thick coil wire). Nevertheless, a large portion of this volume would

still be empty space given the nature of standard coils, thus the proposed resonator

structure makes much better use of the available space.

Motivated by this comparison, the focus then shifted to examining the performance

of a 4-coil type architecture which employed either a single loop drive and load coils,

or duplicate resonant restructures acting as the drive and load coils, as illustrated in

Figure 6.13.

It was observed that the introduction of the loop coils dramatically shifted the

frequency response of the resonator structures, at several times even seeming to

collapse the dynamic spectral behaviours observed into just a single SR mode for

transmission. It is theorised that this may be caused by the loop coils’ own resonant

frequency coupling to the resonant structure and dominating the transmission mode.

Furthermore, when compared to standard 4-coil transmission at 1 DS, the observed

efficiency was very poor (in the order of 10%) across all the structures tested, implying

that this set up was not suitable for mid-range WPT.

In order to counteract the effect of single loop driving and load coils, these were

replaced by identical resonant structures. In these instances, the mirrored driving

and receiving resonators merely caused a down shift in the spectral behaviour, but

maintained the expected shape for a given design. The shift can be attributed to the

close coupling of the respective resonator structures on the transmitting or receiving
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ends, not unlike what can be observed in standard 4-coil transmission. Even after

rigorous testing, the observed performance was still quite poor (in the order of 1-15%),

across most of the structures tested.

Concluding remarks

In moving from a 2- to a 4-coil architecture, the usual intuitions derived from standard

WPT geometries appear to break down, and thus a further examination into design

principles for multi-coupler WPT systems using these proposed resonant structures

would need to take place in order to optimise transmission efficiency with respect to

separation distance while maintaining the enormous advantages garnered from this

approach. This, however, is beyond the scope of this work and presents an interesting

(a)

(b)

Figure 6.13: 4-coil WPT set up with a) single loop drive and load coils, and b) duplicate resonant drive
and load structures.
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avenue for future research.

6.2 Notes on Manufacturing the Resonator Design

Different methods of manufacturing the proposed textile resonator were briefly touched

upon in chapter 4. Principally, these involved disposing a very thin layer of

dielectric material between thin layers of electrically conductive elements, wherein each

conductive element on one side of the separating dielectric overlaps with one or more

of the conductive elements on the other side of the dielectric layer. Furthermore, the

methods must be scalable so that any number of alternating layers of conductive and

dielectric material could be applied as illustrated in Figure 6.14

Screen printing is a well-established manufacturing technique used to produce very

thin, substantially planar layers of material. Printing is a simple, highly scalable

approach for producing the planar resonators at a range of different sizes. In particular,

the application of a planar resonator to a flexible textile material using printing allows

the simple incorporation of WPT capabilities into wearable garments (for example,

t-shirts, shirts, vests, shorts, trousers, jumpers, hoodies, sweatshirts, etc.).

A planar resonator comprising a flexible conductive material and/or a flexible

dielectric material means that the planar resonator can conform to a wearer’s

physiology, once incorporated into the garment. Printing also allows planar resonators

to be applied to a textile surface to either form at least part of a visually aesthetic

design or pattern (for example, using opaque and/or coloured materials), or applied

discreetly to a textile surface (for example, using substantially transparent materials).

Instead of directly printing onto a textile or finished garment, the various layers

were first printed onto a suitable sheet of material and then heat transferred onto the

garment. Besides allowing much more flexibility during the garment construction phase,

this process lends itself to a much more efficient production line: a layer (between 5 µm

Figure 6.14: An example planar resonator with three stacked arrays of electrically conductive elements
separated from one another by layers of dielectric material.
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and 250 µm) could be printed and cured in a matter of minutes, and then cycled back

for the same process to repeat for each subsequent layer required. The processes means

that the different materials used only required curing at a temperature of 130◦C for 2

minutes. Certainly, different material formulations may require different curing times

and curing temperatures as well as different curing methods such as heat, pressure and

UV irradiation.

The conductive material was a specific silver ink, formulated by one of KYMIRA’s

production partners. This ink had an impressive resistivity of approximately 7 mΩ

per square at 25 µm which, for reference, is an order of magnitude more resistive then

solid copper at the same thickness (i.e. 0.7 mΩ per square). Furthermore, it was able

to stretch nearly as much as 50% its original length without suffering cracks; survive

over 40 wash cycles with 1,000 hours in 85/85 tests; and was of a reasonable supply

cost (<50p per gram), making it a commercially viable solution to use beyond the work

presented in this thesis. The dielectric material had similar properties to the conductive

material, save that it was an electrical insulator (with a dielectric constant of between

3 and 4) rather than conductor. The material was based on a standard polymer and

could also serve as a waterproof or encapsulation layer over the whole pattern in order

to protect the resonator from fluid ingress and associated damage (such as from sweat

or washing detergents).

The largest production cost (in the order of several hundred pounds) was attributed

to the mesh screen for printing. After this, however, the screen can be re-used for a

number of years over thousands of prints, with each resonator pattern printed at a cost

in the order of 10s of pence per sheet. Figure 6.15 shows several examples of constructed

resonator patterns built up layer by layer onto a heat-transfer vinyl.

An industry-standard heat-activated fabric adhesive was applied to the pattern

and activated using a temperature of 160◦C for 12 seconds. To apply it to the fabric, a

manual fabric heat press was used; a standard piece of equipment in the textile graphics

printing industry. The heat-transfer sheet material was then peeled off, leaving the

printed resonator structure affixed to the fabric as shown in Figure 6.16.
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Figure 6.15: Several examples of constructed resonator patterns built up onto a heat-transfer vinyl.

6.3 Designing a Suitable Transmitter and Test Rig

One of the key challenges in a dynamic WPT system is designing circuitry that

can not only provide enough power to a transmitted signal but is able to cope well

with different coil positions – all while maintaining optimal performance and reduced

electrical losses. Many approaches rely on control systems which, while effective, have

several disadvantages stemming from their increased complexity. These systems tend

to employ microcontrollers to sense transmitter circuit parameters or even to wirelessly

receive feedback from the receiving unit, running algorithms to maintain high power or

highly efficient transmission. They also tend to have a much higher component count,

driving up the costs of manufacture and eventual deployment.

Better solutions have been presented in recent years and an approach based on a

Class E inverter design had been chosen for this work. It is elegantly simple in its

deployment, yet requires a very detailed understanding of amplifier design in order to
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(a) (b)

(c)

Figure 6.16: a) Manual heat press used to apply a temperature of 160◦C at roughly 6 Bar for 12 seconds,
b) patterns printed onto a black polyester fabric, and c) demonstration of a resonant structure’s textile
like property.

derive and solve the necessary equations. In order to gain a suitable appreciation, this

chapter explores its theoretical design and practical implementation for WPT.

6.3.1 Class E Inverter Analysis

The basic Class E inverter was first presented in 1975 by Sokal and Sokal [218]. Figure

6.17 illustrates the typical circuit design for a switching-mode Class E inverter. This

type of inverter uses a MOSFET as a switch so that when the switch is closed, current

flows into the switch and when the switch is open, current flows into the load. The main

advantage of this class of inverter is that it can theoretically achieve 100% efficiency,

as power dissipation in an ideal switch is zero and all the power is delivered to the

matched load. In practice however, one typically achieves an v80% efficiency due to

non-ideal components, as well as power being lost in the harmonics of the switching

frequency fs.

The aim of this circuit is to create a sinusoidal current with frequency fs from a
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DC voltage source Vi. Applied to WPT, this current would drive the output resonant

coil, defined here by L2 and C2, and transfer power from the primary resonator to a

nearby secondary circuit. This transfer of power to a secondary can be viewed as an

additional impedance in series with the primary resonator which, assuming resonant

power transfer, could be considered a simple resistant load RL.

During the switching cycle, the MOSFET switch closes and pulls current out of the

resonator L2C2. When the switch is open, the resonator then pulls current from the

capacitor C1 in order to complete the cycle. Therefore, the output current alternates

between the MOSFET and the parallel connected C1. In order to achieve high efficiency,

one needs to minimise the power dissipation in the switch which would occur whenever

a voltage across it exists and a current is able to flow at the same time. This is likely to

occur during the opening and closing points of the switch, and hence Class E inverters

are designed to operate at zero-voltage switching (ZVS) during a switch transition and

zero-current switching (ZCS) when transitioning from an open to a closed state. ZVS is

achieved by draining the capacitor C1 before the switch transition and ZCS is achieved

through a current phase shift caused by the inclusion of Lx.

Additionally, this configuration can achieve zero-voltage derivative switching

(ZVDS) during an open-close transition, further reducing power losses in the switch.

This practice is known as soft switching and is commonly employed to minimise EMI

effects while still being able to use fast switching [219].

Combining ZVS, ZVDS and ZCS creates a practical high-power, high-efficient full

soft-switching inverter capable of operating in the megahertz region. In the design

Figure 6.17: A typical Class E inverter circuit

134



process, the following assumptions are made:

• The choke L1 is sufficiently high enough that the current following is DC.

• All components, including the switch, are ideal.

• The loaded quality factor QL of the output network is sufficiently high so that

the output current can be assumed to be sinusoidal [220].

• The duty cycle of the switch is 50%.

A full derivation of the Class E design is presented in Appendix A. In summary,

the characteristic current and voltage waveforms for a Class E are,

ID(ωt)

Ii
=

{
1 +

√
π2+4
2 sin(ωt+ φ) for 0 ≤ ωt < π

0 for π ≤ ωt < 2π

IC1(ωt)

Ii
=

{
0 for 0 ≤ ωt < π

1 +
√
π2+4
2 sin(ωt+ φ) for π ≤ ωt < 2π

Io(ωt)

Ii
=

√
π2 + 4

2
sin(ωt+ φ)

VD(ωt)

Vi
=

{
0 for 0 ≤ ωt < π

π

(
ωt− 3π

2 −
π
2 cosωt− sinωt

)
for π ≤ ωt < 2π

where the switch current ID, capacitor current IC1 , output current Io and switch voltage

VD are normalised with respect to the input current Ii and input voltage Vi over the

period ωt. Plotting the above gives the following amplifier behaviour for an chosen

optimum load.

To achieve this behaviour in practice, the component values of C2 and L2 are chosen

such that at resonance (i.e. fs) the voltage across them will be zero. Furthermore, the

values of C1 and Lx are calculated for a chosen optimum load RL using the following
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Figure 6.18: Waveform plots for VD(ωt), ID(ωt), IC1(ωt) and Io(ωt) normalised with respect to Ii and
Vi

derived equations,

C1 =
8

π(π2 + 4)ωRL
≈ 0.1836

ωRL

Lx =
π2 − 4

2(π2 + 4)ω2C1
≈ 0.2116

ω2C1

6.3.2 Class EF Inverter Analysis

It can be seen from Fig. 6.18 that the peak voltage across and peak current through

the switch are large multiples of Vi. While there are MOSFETs capable of operating at

very high voltages and currents, if non-ideal switching were to occur due to either poor

design or inherent variations in rated component values, this could mean significant

power losses through a real switch due to its on-resistance. Practically, this power loss
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would create excess heat and without appropriate cooling, this could create further

drift away from the desired operation, ultimately causing a chain reaction which would

likely damage components. A derivative of the Class E topology, often referred to in

the literature as a Class EF inverter, was designed in order to reduce the voltage stress

experienced by the switch, hence reducing real-world power losses [221] while at the

same time reducing total harmonic distortion, thus improving EMI performance [222].

It achieves this through the insertion of an LC resonant circuit, normally tuned to a

harmonic of the switch frequency fs. Figure 6.19 illustrates this inverter topology.

Figure 6.19: A Class EF inverter circuit

Both the Class E and general Class EF designs are highly dependant on the value

of RL, which for dynamic WPT systems would necessarily change according to the

coupling κ between the transmitter and receiver. However, under a specific design

condition, this load dependency for optimal performance can be eliminated up to a

point thus effectively creating a near-constant current source through a range of RL.

Aldhaher et al. [223] termed this type of design a Class EF load-independent inverter

and derived a parameter space where such operation would occur. In further works,

they demonstrated inverter efficiencies of v85-95% under high power operation and

developed a design scheme which other engineers could follow for a desired amplifier

design [224, 225]. A key distinction between their work and other similar works was

in the system’s ability to maintain efficient operation even when no output load was

present, making it highly suitable for WPT applications where the presence and position

of a receiving circuit is unpredictable.
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The boundary conditions for the time domain analysis are the same as with the

Class E, namely that ZVS, ZVDS and ZCS operation is desired. Likewise, the following

assumptions are made:

• The choke L1 is sufficiently high enough that the current following is DC current.

• All components, including the switch are ideal.

• The loaded Quality factor QL of the output network is sufficiently high so that

the output current can be assumed to be sinusoidal [220].

The full derivation of the general Class EF design is presented in Appendix B. In

summary, the key characteristic current and voltage waveforms for a Class EF inverter

are,

ID(ωt)

Ii
=

{
1−A1 cos(q1ωt)−B1 sin(q1ωt)− ρ(k + 1) sin(ωt+ φ) for 0 ≤ ωt < 2πD

0 for 2πD ≤ ωt < 2π

Io(ωt)

Ii
= ρ(k + 1) sin(ωt+ φ)

VD(ωt)

Vi
=

{
0 for 0 ≤ ωt < 2πD

2παβ for 2πD ≤ ωt < 2π

where, as before, the switch current ID, output current Io and switch voltage VD are

normalised with respect to the input current Ii and input voltage Vi over the period

ωt, defined by the duty cycle D; and where

α =
k(ωt− 2πD)

k + 1
+ ρ
(

cos(2πD + φ)− cos(ωt+ φ)
)( q22
q22 − 1

− (k + 1)
)

+
A2

q2

(
sin(2πDq2)− sin(q2ωt)

)
+
B2

q2

(
cos(q2ωt)− cos(2πDq2)

)
β =

∫ 2π

0
α dωt
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C1

C2
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1

ω
√
L2C2
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√
C1 + C2

L2C1C2
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C2

C1 + C2

Im
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and where

Im
Ii

=
2π(1−D) + A1

q1
sin(2πDq1) + 2B1

q1
sin2(πDq1)

cos(2πD + φ)− cosφ

C1 =
β

πωRL

(
cos(2πD + φ)− cosφ

2π(1−D) + A1
q1

sin(2πDq1) + 2B1
q1

sin2(πDq1)

)2

Lx =

∫ 2π
2πD α cos(ωt+ φ) dωt

πω2C1

cos(2πD + φ)− cosφ

2π(1−D) + A1
q1

sin(2πDq1) + 2B1
q1

sin2(πDq1)

Finally, for a given k, q1 and D, simultaneous equations can be solved numerically to

give values for the constants A1, A2, B1, B2, ρ and φ. These equations along with the

associated MATLAB code to generate the waveform plots in Figures 6.18 and 6.20 are

found in Appendix C.

Figure 6.20: Waveform plots for VD(ωt), ID(ωt), IC2(ωt) and Io(ωt) normalised with respect to Ii and
Vi, with k = 0.867 , D = 0.375 and q1 = 2.

6.3.3 Constant Current Class EF Analysis and Implementation

So far, the component values for the presented inverters are designed to match a fixed

value of load resistance RL. As discussed, within WPT systems RL will primarily

depend on the reflected impedance of the secondary circuit, which itself is a function

of mutual coupling. Hence, in a dynamic system, RL will not be fixed, and so the

traditional inverter’s performance would degrade over time. If RL becomes greater
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than the design’s optimum load resistance RLopt, the switch would turn on prematurely

before the voltage across it has become zero. This leads to excess charge stored in the

capacitor C1 which would discharge into the MOSFET, causing a large current spike,

leading to energy lost as heat in the MOSFET’s on-resistance and potential component

damage. The same will occur when RL is less than RLopt, but since the potential across

the MOSFET would be inverted, the MOSFET’s body diode would begin to conduct

allowing the current to flow through it instead of the MOSFET. Still, an undesired

current spike would occur and overall efficiencies would degrade. Figure 6.21 illustrates

the changes in voltage and current waveforms for a particular Class EF design as the

value of RL changes. Note, the analytical derivation for and the MATLAB code used

to generate these plots can be found in Appendix D.

Figure 6.21: Waveform plots for VD(ωt), ID(ωt), IC2(ωt) and Io(ωt) normalised with respect to Ii and
Vi, for k = 0.867 , D = 0.375 and q1 = 2, as RL changes from 0.75*RL (Blue) to RL (Black) to 0.75*RL

(Orange).

In the early 1990s, Zulinski et al. published a series of papers exploring the

possibility of load-independent operation for a Class E inverter. Previously this had

been achieved through an appropriate feedback control mechanism as conventional

Class E inverters using constant-current-feed (via a theoretically infinite choke inductor

L1) could not inherently achieve load-independent operation. Instead, Zulinski and

Grady [226] presented an analysis whereby the large valued L1 was replaced by a finite

DC feed inductance, whose reactance would influence the circuit in order to create the

conditions for a load-independent output voltage and/or efficient operation. However,

Zulinski et al. [227] pointed out the impracticality of such a configuration, as Class E
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circuits using a finite DC feed inductance would be highly sensitive to other component

value variations. This work concluded that there was presently no way to create a

constant-current-feed Class E circuit that exhibited load-independence. This applied

not only to constant output voltage operation, as was initially explored, but also to

constant output power operation [228]. In 2015, a similar approach again using a finite

DC feed inductance to achieve load-independence was presented by Roslaniec et al.

[229]. In their analysis, the authors showed how using the principles of load-modulation,

previously employed in outphasing inverter systems, could effectively create a constant

output voltage at a fixed switching frequency over a range of load resistances; the

caveats being that the load network impedance would need to remain substantially

resistive as the output impedance changed and also that the value of the load must be

maintained above a certain minimum value. This was necessary to ensure that the load

current was in phase with the fundamental component of the drain voltage, maintaining

ZVS and hence, efficient operation. Unfortunately, these conditions are not suitable for

real WPT systems, where the load resistance RL would more likely vary between 0Ω

(i.e. with no receiver coupling) to some relatively small value of Ω.

It was clear from these earlier works that, in order to create the conditions for a

constant current operation in the desired range of RL, further reactive components

would need to be included into the Class E configuration. It therefore follows that

Class EF inverters and their derivatives presented a unique opportunity to not only

reduce the spectral power and voltage stresses across the switch (as was the original

intent), but also to create the conditions to achieve a constant current feed over a

range of output loads. In 2016, Aldhaher et al. presented their load-independent Class

EF Inverter which was able to maintain a near-constant output current and minimal

reflection loss with RL values ranging between 0 and 5Ω [223].

Mathematically, the key condition to derive for this type of operation was that of

maintaining a constant or near-constant output current at ZVS over a defined range

of RL. Given this condition, a new set of simultaneous equations can be derived and

solved for a desired set of current and voltage waveform characteristics. From here, the

circuit component values that achieve this operation can be determined given a number

of user defined parameters, a full analysis of which is found in Appendix E.
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It soon becomes apparent that the parameter space that achieves constant output

current operation is infinitely large, however, not all possibilities are practically

achievable or even desired in real-world systems. Aldhaher et al. performed a follow-

on analysis for a number of common operating conditions and introduced a handy

set of predefined component relation tables which could be followed for a set number

of designs [225]. The key insight from their work applied here is in the selection of

the parameters k, q1 and ρ in order to achieve a relatively stable operation at high

power capacity, while at the same time minimising the voltage and current peaks on

the MOSFET’s characteristic waveforms.

A set of operating conditions were then chosen and the characteristic waveforms

shown in Figure 6.22 were calculated for the given design. Note, the change to current

normalisation on y-axis in order to clearly illustrate the near-constant current operation

achievable for any given range of load resistance. For this initial experiment the

operating conditions were set to fs = 1 MHz and D = 30% with q1 = 1.5, k = 0.6722,

ρ = 5 and RLmax = 5Ω. The components were subsequently determined from the

equations derived in Appendix E which are given by Table 6.6.

Figure 6.22: Waveform plots for VD(ωt), XcID(ωt), and XcIo(ωt) normalised with respect to Vi, for k
= 1.3296 , D = 0.3 and q1 = 1.67, as ρ changes from 1.5 (Blue) to 3 (Black) to 5 (Orange).

An initial set of prototype boards was designed and etched to test the practical

performance as well as to compare their behaviour to the theoretical models. With

a standard one-layer FR4 boards, thermal management became an issue, hence,

aluminium based boards aided by a small PC fan were used to adequately sink any

excess heat and allow the transmitter to operate for an extended period of time without
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Table 6.6: Component Values of a 1 MHz Constant Current Class EF Inverter

Component Value

C1 1.8423nF - Coo
*

C2 1.2389nF
C3 8.76nF
L1 40uH
L2 9.087uH
L3 6.3uH

*Note: Coo is the output capacitance given by the MOSFET datasheet for a given Vi

risk of overheating. The schematic and board layouts can be found in Appendix F, along

with embedded code necessary to drive a switching signal at the required fs and duty

cycle D. The prototype transmitter system is shown in Figure 6.23. Voltages and

currents were measured at different points along the board to confirm the theoretical

model. Heat dissipation under different operating conditions was also measured using

a thermal imaging camera. Figure 6.24 gives some key measurements, while a more

detailed analysis of this implementation can be found in Appendix G.

In summary, the theoretical models and prototype boards agreed well, with

some slight variations attributed to non-ideal as well as the use of cheaper low-Q

components. With the models confirmed, the Class EF board design was refined to

improve on its thermal performance and allow for extended use. This was achieved

through a multilayer board with combination of ground planes and vias to facilitate

air flow around components. A series of semi-populated multilayer boards were

professionally made up, with each allowing for different components that effect the

circuit characteristics to be quickly added as required by different system operating

parameters. More details on the schematic and layout are found in Appenedix F, and

Figure 6.25 below provides a 3D render as well as a photo of the fabricated board.
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(a)

(b)

Figure 6.23: (a) Transmitter prototype, including DC power source and oscilloscope, and (b) top view
of the signal generator (left), Class EF board (middle) and test transmitting coil L3 (right).
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(a)

(b)

(c)

Figure 6.24: (a) Transmitting and receiving coils brought close to demonstrate tight coupling and
associated (b) oscilloscope traces: voltage across MOSFET VD (50V/div - red); voltage across 1 Ω RL

(1V/div - magenta); current through 1 Ω RL (1A/div - green); and (c) thermal captures of the board
after 1 hour operation with surface temperature reading of the MOSFET (left) and L1 (right).
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(a) (b)

Figure 6.25: (a) 3D render and (b) photo of a fabricated Class EF board.
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Chapter 7

Printed Resonant Structure

Experiments and Results

Having established the expected behaviour for simulated resonator designs, this chapter

reports on the observations of a select number of resonators under test.

7.1 Experiment set-up

In order to compare the high frequency characteristics simulated across a wide range, a

vector network analyser (VNA) was sourced. Figure 7.1a shows the Rohde & Schwarz

ZVB4 2-port VNA used throughout experiments which had a suitable frequency range

of between 300kHz up to 4GHz. It also conveniently allowed for digital recordings

to be saved and exported in industry standard formats simplifying analysis post-

measurement.

There are several nuances in setting up and calibrating a VNA for accurate

measurement of a standard device under test which will not be delved into here;

however, it is important to note a key consideration which was specific to the needs

of this work: during simulation, COMSOL’s lumped port feature was used in order

to drive the resonator structures. While documentation available is thorough, it

never explicitly mentions that this particular feature calculates what’s known as the

differential impedance between the conductor terminals. For reference, a differential

impedance is the ratio of the voltage to current, which in the real world, is measured
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(a) (b)

Figure 7.1: a) A Rohde & Schwarz ZVB4 2-port VNA used throughout experiments, and b) schematic
for driving a pair of transmission lines in differential mode [230].

using a pair of transmission lines driven in differential mode (i.e. one positive signal

with the other negative) as illustrated in Figure 7.1b. This, hence, required the sourced

2-port VNA to be set up to use both available ports concurrently in order to create

the required excitation. Practically, this meant soldering together two SMA connectors

so that their respective grounds were connected and thus, shorted. While crude, this

functioned well for the purposes of comparing the physical resonator behaviour to the

simulated one, under the condition that the probe lengths connecting the resonator

were kept within 1/10th the size of the maximum excitation wavelength.

7.2 Observations of Singular Geometries

Several fabric applied resonators were tested initially in order to compare the simulated

input impedance to the measured input impedance from the VNA. Figure 7.2 plots the

real input impedance <(Zin) for these selected resonators.

While there was a strong correlation between the theorised and measured input

impedance, it was clear that the measured spectrum was shifted up and additionally

showed a dampened SR mode amplitude when compared to the simulated impedance. It

was initially theorised that this discrepancy may have been caused by the addition of the

polyester fabric substrate; however, subsequent simulations showed that this was not

the case. The next possibility was that the inks supplied and used for the construction

of the resonators had different properties than were initially assumed during simulation.
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(a) W(2×2)

(b) W(3×2)

(c) W(6×6)

(d) O(4×4)

Figure 7.2: Plots of <(Zin): differential measured (blue) vs differential simulation (black). Note,
simulated spectrum in (b) was calculated using the newly calculated relative permeability ε of 2.73.
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The spectral shift was substantially corrected when the relative permeability ε of

the dielectric ink was set to 2.73 rather than the 3.9 simulated. The manufacturer had

supplied the initial value of 3.9, and was already known to be a rough approximation

given the difficulty in directly measuring this property, thus the need for an adjustment

was expected. As shown in Figure 7.2b, even after this adjustment, a spectral shift was

still present higher up the spectrum, indicating that the ε for this dielectric ink was,

at least marginally, frequency dependent. For the SR range of interest, however, ε was

assumed to be the 2.73 constant newly calculated.

The drop in the observed SR mode amplitude would most likely have been attributed

to a decreased value of expected conductivity σ in the silver ink. However, direct

measurement of the printed resonator layer properties by an external test-house

showed that the ink’s conductivity was in fact very consistent with the expected and

subsequently simulated value. The only other reasonable cause for this apparent drop

in σ was attributed to losses in the interface between the printed resonator and the

VNA probes. This was highly probable given the difficulty in probing a fabric material

with a solid wire, coupled in this case with a rough surface finish observed on the

printed resonator. The losses were equivalent to a new effective σ of 3.2 × 104S/m, a

two orders of magnitude drop compared to the directly measured and simulated value.

7.3 Observations of Coupled Resonator Structures

Having compared the individual resonator performance, power transfer between

resonators was performed. Note that as the VNA sourced was only 2-port and not

4-port, hence creating a differential impedance port for two resonator measurements at

the same time was not possible. This meant that the SR modes for WPT were not the

same as those identified during simulation. To illustrate the degree of this difference,

Figure 7.3 overlays the measured and simulated <(Zin) for W(3×2) and O(4×4).

Note also that in order to achieve maximum power transfer and efficiency across a

coupled system, the input impedance or the impedance seen at each VNA port must

be equal to that VNA port impedance. The VNA ports had a characteristic impedance

Zo of 50 Ω, thus some additional circuitry between the port and resonator structure
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(a) W(3×2)

(b) O(4×4)

Figure 7.3: Plots of <(Zin): non-differential measured (green) vs differential measured (blue) vs
differential simulation (black).

was needed in order to closely match them. There are various topologies which could

have been implemented but for simplicity, an L-matching circuit topology was chosen.

Figure 7.4 illustrates the L-matching circuit topology and Table 7.1 lists calculated

values of inductance L and capacitance C needed to match the VNA port to specific

SR modes under examination.

(a) (b)

Figure 7.4: a) L-matching circuit schematic and b) example of two constructed SMA probe attachments.
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Table 7.1: Component values calculated for desired matching networks

Design
Structure
Size (mm)

Mode
Frequency

(MHz)

Mode
RL (Ω)

Mode
XL (Ω)

Calc. L
(nH)

Calc. C
(pF)

W(2×2) 93×93 572.2 28.54 -155.2 50.1 4.82
W(2×2) 93×93 985.4 565 -46.65 26.0 0.89
W(3×2) 116×76 149.2 35.23 -11.89 37.0 13.8
W(3×2) 116×76 281.8 50.44 7.66 9.55 6.84
W(3×2) 116×76 428.4 24.6 85.43 18.3 3.36
W(3×2) 116×76 529.9 42.69 111.7 44.9 2.87
W(3×2) 116×76 551.1 25.29 -119.5 41.7 5.71
O(4×4) 133×133 150.6 6.92 30.46 21.2 22.1

Figure 7.5 shows the WPT S-parameter plots for a selection of SR modes and

Table 7.2 reports on the calculated transmission efficiency η based on these plots. As

a matched system is assumed, equation (6.1.3) for η in terms of the S-parameters was

simplified to,

η =
|S21|2

1− |S11|2

Note, the SR modes recorded during WPT were shifted down from those listed in Table

7.1 due to effects of overcoupling at the tested DS.

Table 7.2: Measured S-parameters and calculated power transfer efficiency η for coupled modes

Design
Structure

Size
(mm)

DS
Mode

Frequency
(MHz)

Mode
S21

Mode
S11

Power
Transfer
Efficiency

η

W(3×2) 116×76 0.1 147.8 0.4632 0.3519 24.49%
W(3×2) 116×76 0.2 166.1 0.1227 0.5758 2.25%
W(3×2) 116×76 0.1 256.4 0.4395 0.3905 22.79%
W(3×2) 116×76 0.2 281.8 0.2570 0.4987 8.79%
W(3×2) 116×76 0.1 400.2 0.2408 0.4237 7.07%
W(3×2) 116×76 0.2 446.7 0.1137 0.3232 1.44%
W(3×2) 116×76 0.1 510.2 0.1900 0.2358 3.82%
W(3×2) 116×76 0.2 573.6 0.0969 0.1911 0.97%
O(4×4) 133×133 0.1 142.2 0.5072 0.4570 32.52%
O(4×4) 133×133 0.2 159.1 0.2011 0.7330 8.74%
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(a) W(3×2); 147.8 MHz; 0.1 DS (b) W(3×2); 256.4 MHz; 0.1 DS

(c) W(3×2); 400.2 MHz; 0.1 DS (d) W(3×2); 510.2 MHz; 0.1 DS

(e) O(4×4); 142.2 MHz; 0.1 DS (f) O(4×4); 159.1 MHz; 0.2 DS

Figure 7.5: Plots of |S11| (green) and |S21| (blue) for a selection of coupled SR modes.

While not yielding as high a transfer efficiency as was initially simulated, these

experiments have shown that the theorised resonant structures could be implemented in

the real world with moderate performance. Any losses in efficiency could be attributed

to a poor connection between the VNA probes and the resonant structure surface as

previously discussed, as well as any imperfect matching via the matching network, both

due to non-ideal components and the shift in SR mode due to proximity. Furthermore,

the rapid drop in transfer efficiency with increasing separation distance could once

more be attributed to the poor connection between probe and structure, as the lower
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effective σ implies a much lower Q-factor; this being a key factor in maximising the

effective range of WPT. Refining these parameters with appropriate design strategies

would bring the calculated efficiencies much more in-line with the simulated results.

Of further note is the apparent presence of antiphase SR modes in the W(3×2) WPT

case. With reference to Figure 7.3a), candidate SR modes indicated by <(Zin) exist at

approximately 149, 232, 281, 328, 428, 452 and 530 MHz. However, looking at the S21

plots shows that a peak only corresponds to odd-numbered SR modes (i.e. 149, 281, 428

and 530 MHz). Interestingly, the trough or lowest point between two peaks coincides

with the even-numbered SR modes (i.e. 232, 328 and 452 MHz). There is in fact some

mention in the literature of a similar observed behaviour during frequency splitting

in classic helical coil WPT [75], in that the higher or even mode of the bifurcated

frequency corresponds to the frequency at which the current in the transmission and

receiving coils are in anti-phase or at opposite directions to one another, thus cancelling

each other out. Considering the cyclical nature of phase and a presumed 90◦ phase shift

in current per mode, it necessarily follows that every even-numbered mode could be

considered an anti-phase mode. While a logical extension of WPT behaviour, this is

still an important observation to note, as very rarely has prior work considered multi-

modal coupled systems and even within those that do, this observed behaviour has yet

to be reported. After observing the performance of these coupled resonator structures,

a demo WPT system was subsequently implemented.

7.3.1 Implementation

The transmitter circuitry developed in the previous chapter performed exceedingly well

up until a certain operating frequency defined by the voltage dependant value of the

output capacitance attributed to the selected MOSFET Coo(VDS). For the class of

MOSFET chosen, the value of Coo is in the order of a few pF for VDS >80 V; however,

will quickly increase to nearly 100 pF with VDS below this value. Furthermore, the value

of C1 in the amplifier design would decrease dramatically with increasing operating

frequency, meaning that unless high power operation is desired (and hence a new,

more complex thermal management system to be designed), then the current amplifier

design unfortunately could not be operated above ∼20 MHz. Furthermore, even if
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a more capable MOSFET was selected, the ATmega microprocessor on the current

Ardiuno development board being used also has a maximum signal frequency that it

can reliably generate. In this case, operating at < 48 MHz will allow for a high enough

duty cycle select resolution for the selected D.

The test implementation instead used an off-the-shelf signal generator able to

generate an AC signal between 35 MHz and 4 GHz at an output power of -1 dBm

(or around 1mW). This was amplified with a signal generator which could maintain

approximately 2.5 W output power Pi through a 50 Ω SMA port in the frequency range

of interest. Note however, that during experimentation the real value of Pi entering into

the Tx resonator structure was at best around half this value, primarily due to losses

at the probe-resonator interface as was seen during testing with the VNA. This means

that the overall transmission efficiency of the system drops significantly even before

reaching the wireless link stage. This interface issue was further examined through the

use of a thermal camera, and Figure 7.6 clearly illustrates how a majority of the power

could not propagate into the resonator structure via the feed cable.

In terms of receiver side rectification, there were many possible designs based on the

choice of application, but for simplicity, a 50 Ω resistive load matched to the resonator

structure was employed and the corresponding output voltage V and current I were

recorded using oscilloscope probes. The real or true power Po could then be measured

Figure 7.6: Thermal image capturing resistive heating across a WPT system, and demonstrating the
vast majority of the power remaining within feed cable. Note, the colour spectral range was around
10-20◦C with areas at the top of the range in red (28.5 C), and areas at the bottom range in blue (21.0
C).
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via equation (7.3.1).

Po = VrmsIrms cosφ (7.3.1)

where Vrms and Irms are the rms voltage and current values and φ is the impedance

phase angle between the voltage and current waves. Figure 7.7 illustrates a pair of

WPT implementations under test and Table 7.3 lists the calculated Po from a selection

of WPT test cases.

(a) O(4×4); 142.2 MHz; 0.28 DS

(b) W(3×2); 147.8 MHz; 0.38 DS

Figure 7.7: Example test implementations, showing the fabric printed resonators, transmitting power
to a 50 Ω load, plotting the received current and voltage on an oscilloscope.
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Table 7.3: Po from measured Vrms, Irms and φ at a separation DS

Design
Structure

Size
(mm)

DS
Mode
Freq.

(MHz)

Vrms
(mV)

Irms
(mA)

φ
(deg)

Po (mW)

O(4×4) 133×133 0.03 142.2 1,770 80.14 62.5 65.5
O(4×4) 133×133 0.28 142.2 2,120 106.07 8.5 222.52
W(3×2) 116×76 0.04 400.2 259.72 6.48 82.0 0.234
W(3×2) 116×76 0.38 400.2 88.38 3.54 0.0 0.31
W(3×2) 116×76 0.04 147.8 580.01 17.67 40.0 9.13
W(3×2) 116×76 0.38 147.8 1,410 33.94 6.0 36.66
W(3×2) 116×76 0.04 256.4 247.73 6.78 33.0 1.47
W(3×2) 116×76 0.04 510.2 8.83 0.47 58.0 0.002

The top six rows in Table 7.3 help to demonstrate the significant effect of resonator

overcoupling, and thus how a shift or possibly even bifurcation of the resonant frequency

could dramatically effect the WPT system’s efficiency. In the first row, the true power

received at the load is just 30% that of the second row, even though the WPT test case

in the first row is at a DS of just 0.03 and the second test case is at a DS of 0.28. The

same is demonstrated between rows three and four, and five and six, where again the

power received by the closer pair of resonators is significantly less than that received

by the further separated set of resonators. φ is the key parameter to observe here, and

minimising this parameter for a given DS by shifting the transmitting frequency leads

to better transmission efficiency. The rest of the table illustrates test cases operated

at the previously recorded SR modes and the power received. Again, overcoming the

effects of overcoupling is key in maximising the transmission efficiency.

As these resonator structures are intended for use close to the end user’s skin,

resistive heating was a concern. The resonator structures’ DC resistance was measured

using an impedance analyser far away from any SR modes. Across all designs, the

DC resistance fell between 160 mΩ and 1.1 Ω, hence, losses via resistive heating were

expected to be suitably low. Nevertheless, the resonator’s temperature during operation

was monitored via a thermal camera, and images captured are shown in Figure 7.8.

These images demonstrate how different resonator structures may cause a larger

heating effect than others depending on the size and overlap area of their constituent

elements. Moreover, they further illustrate how current flows within these structure,
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and how, at different operating frequencies, different current loops emerge, forming a

stationary pattern across the resonant structure.

(a) W(3×2) at 256 MHz (b) O(4×4) at 142 MHz

(c) W(3×2) at 148 MHz (d) W(3×2) at 256 MHz

Figure 7.8: Thermal images capturing resistive heating from resonant structures, showing a)
temperature increase after 300 seconds of operation on a W(3×2) design, b) distribution of current in
a O(4×4) design, and confirmation of different current loops that form on a W(3×2) design at c) 148
MHz, and d) 256 MHz. Note, the colour spectral range shows areas at the top of the range in red (28.5
C), and areas at the bottom range in blue (21.0 C).

In summary, this chapter demonstrated the practical implementation of the

proposed resonator structure. Observations with the VNA confirmed that the

simulation and physical prototypes’ characteristic behaviour correlated well, with any
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variance discussed and attributed to connectivity issues between probe and the printed

layers. This poor connectivity was further noted during testing with thermal imaging

which further demonstrated that much of the power input is either lost or reflect back

into the transmitter before reaching the wireless link stage.
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Chapter 8

Future Work

This thesis presented a novel type of resonator for WPT with a specific focus on

wearable applications. While a thorough analysis has been performed, there are still

plenty of avenues along which this research could continue, even if the scope was to

limited to body worn applications:

1. Testing with ferrite loaded polymer layers: at ideation, the use of a ferrite loaded

polymer was considered. As with traditional ferromagnetic cores, these would

serve to confine and concentrate the magnetic fields, thus increasing resonator

coupling efficiency as well as potentially shielding the wearer from potentially

unsafe field leakage if higher power capture was required.

Several materials suppliers had been contacted, who were able to supply quite

high-µ (>500) ferrite powers, with particle sizes of between 2 and 13 µm in order

to be loaded into a polymer. Furthermore, methods were explored to economically

impregnate ferrite power into suitable polymers, both for the surface-level and

yarn-level designs. For both cases, a low melting temperature polymer was

identified which ensured suitability with the selected manufacturing processes.

Polymers with specific particle loading ratios were briefly examined to ensure a

material that maximised µeff , while at the same time maintaining durability,

flexibility and elasticity as the application required. Unfortunately, there was no

time to explore the effects of ferrite loaded polymer layers within the resonator

design.
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2. Going from textile swatches to full garments: the experiments discussed focused

on identifying and understanding the behaviour of the resonator structure.

Having made great strides in this, the next logical integration step would be

to explore this behaviour when incorporating the resonator designs across the

entire area of a garment.

In particular, this would allow an exploration of the behaviour as the resonator

design begins to flex and bend around a curve (as would be expected with a torso

garment), as well as when the resonator folds back on itself as expected along, for

example, armpits. It is expected that this will have some effect to the frequency

response, but to what degree is still unclear.

3. Exploring system optimisation with multiple coils: in moving from a 2- to a 4-coil

architecture, the usual intuitions derived from standard WPT geometries break

down, and thus further examination into design principles surrounding multi-coil

WPT systems using these proposed resonant structures should take place in order

to optimise transmission efficiency while maintaining the advantages garnered

from this approach.

Moreover, testing with multiple receiver nodes on the garment could take place.

It had been previously stated that the resonator design could act as the ultimate

receiving element as in the case of a 2-coil system, but also as an intermediary

resonator, serving only to potentially enhance system link efficiency and propagate

useful power to other receiver coils. In this work, a single load coil was examined

incorporated; however, in future works, it would be interesting to observe the

effect of adding multiple load coils that could inductively couple to different

areas across an entire resonator surface. This would better represent a real-world

environment, whereby multiple and separated sensor nodes could be used within

wearer biomonitoring applications.

4. Examining resistive heating effects in the real world: while considered as part

of this work, a more thorough investigation of the thermal effects of the thin

resonator structures would be required before any use with living wearers was

attempted. The goal in this proposed work would be to determine the level of
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resistive heating experienced by the resonator structure at various power transfer

levels. There would indubitably be a safe maximum power level that the worn

resonator structure would be able to capture, and it is hypothesised that this very

well may be less than the maximum power transfer level permissible under safe

field explore guidelines.

5. Exploring broadband load-independent inverter designs: impedance matching in

AC circuits is a crucial design task in order to deliver maximum power from

a source to a receiving load. The current Class EF design demonstrated that

impedance matching over a range of loads was possible, but given the multi-model

nature of the resonator structure presented in this thesis, it would be pertinent to

examine if this behaviour could be extended across a broad operating frequency

range within the same design. Achieving this would enable an incredibly flexible

transmitter-side design for future WPT applications beyond what has been

presented here.

6. Experimenting with different element shapes as well as sizes and non-regular

patterns: anyone looking into resonator geometry optimisation must proceed with

caution, as this exercise could be viewed as a somewhat wasteful endeavour, given

the vast amount of embodiments that could be conceived. Nevertheless, exploring

different shaped and sized conductive elements within the same resonator design

could enable new resonant modes to align better to some desired operating bands.

For example, a particular design might be better suited for resonators wishing

to strictly adhere to the discrete transmission frequency bands set by, say, the

industrial, scientific and medical (ISM) radio bands, whose centre frequencies

occupy the popular 6.78 MHz and 13.56 MHz allocations but also the 27.12 MHz,

40.68 MHz, 433.92 MHz and so on.

Furthermore, some exploration into how the system could cope with screen

printing errors such as pin-hole or even layer misalignment. In both cases there

might be some shorting between layers, the effort of which should be properly

determined in order to set acceptance criteria in scaled manufacture.

7. Carry on with the yarn-level design: while initially discounted in this work due to
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its complexity, there is particular merit to further exploring this type of resonator

design principle. In particular, it brings about the creation of strongly inductive

yarns that may in turn have usably low self-resonant frequencies. Furthermore,

from a textile engineering perspective, working with different yarn resonator

designs rather adds a new dimension to the garment design process, which could

allow for better flexibility than a bounded surface structure added at the end of

the garment making process.

8. Application testing in various environments: finally, all of the explored principles

could benefit from a thorough investigation of their use and behaviour in real-

world testing environments. As is often the case, many integration challenges

only become known when attempting to incorporate or introduce an invention

or system into its intended use environment. In this regard, testing these newly

proposed resonator structures in specified environments for targeted applications

would allow for the greatest opportunity for system refinement, leading to a higher

chance of end-user adoption.
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Chapter 9

Conclusions

This thesis has introduced an exciting new field within WPT - multi-model surface

resonator structures. The stated aim of this work was to demonstrate a viable

new approach to electronic resonator design. This has been achieved through

rigorous examination of the proposed resonator structure. These thus forms the

main contribution of this work: providing a new perspective to product developers

in the employment of wireless charging, particularly for smart garment or wearable

applications.

As this was a new exploration, this work predominantly focused on proving that

the proposed approach was not only an interesting concept, but that the science to

develop the thesis was sound and, more importantly, verifiable. Professional FEM

simulation tools were used throughout in order to iterate development quickly, and

these were themselves verified via known models from the literature. Doing so helped to

establish confidence that the results generated from the new and unknown models could

accurately represent implementations in the physical world. Of note in this regard,

it was shown that the standard quasi-static approximation used across many WPT

applications could just as easily be replaced with the more classical electromagnetic

wave equations by employing powerful, yet commercially available software suites.

Doing so helps move past the fuzzy notion of near- and far-field domains and allows

for a conceptually smoother transition throughout the propagation medium without

compromising on accuracy for the sake of simplification. This was an essential exercise,

given that the proposed resonator structures do not neatly classify into standard
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categories such as coil or antenna.

Indeed, the main exploration centred upon a surface-level implementation due to

available resource; however, the principles explored could just as well extend to the yarn-

level implementation explored in chapter 4, which might lead to even more possibilities

for textile specific applications. Nevertheless, it has been shown that planar resonator

structures, applied via printing and heat transfer to textiles, are a viable solution for

garment-based WPT.

Different resonator designs were explored and select designs were demonstrated via

simulation. Unlike classical coils, multiple and predictable modes for highly efficient

power transfer have been shown to exist across a broad spectrum of possible operating

frequencies. Choice resonator designs were constructed and tested with appropriate

measurement equipment, firstly to verify the theoretical models, but also to confirm

system functionality and practicability within the target application. The physical

prototypes aligned quite well with the theoretical models, and while the final WPT

performance fell short of the digital models, the root cause for this discrepancy is

clearly understood and certainly solvable in follow-up work.

In retrospect, the original goal of achieving 4-coil equivalent mid-range WPT with

such an innovative approach may have been overly ambitious, however, these planar

resonators are theoretically capable of achieving a substantially more effective WPT

system for the target application over the classical 2- and 3-coil systems. This was a

first significant milestone and pursuing the elusive 4-coil equivalent mid-range WPT

architecture could very much be accomplished through follow-up research projects.

Refinements and tuning of the resonator design process, both in simulation and

in physical implementation, are of course still required, but nevertheless, the work

accomplished through this PhD proves the viability of this unique approach and opens

up a whole new dimension in the WPT system design space.
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Appendices

A Mathematical Derivations for Class E Inverter

Consider the following circuit for analysis:

Figure A.1: A Class E inverter circuit

under ideal operating and design conditions, the output current Io can be defined by

Io(ωt) = Im sin(ωt+ φ) (A.1)

where Im is the amplitude of the output current wave, ωt is the period of the signal between 0

and 2π, and φ is the phase shift with respect to the switch’s open-close cycle.

For 0 ≤ ωt < π, the switch is closed and conducting,

∴ VD(ωt) = 0, IC1
(ωt) = 0 and the drain current ID(ωt) is simply the sum of Ii and Io(ωt),

∴ ID(ωt) = Ii + Im sin(ωt+ φ) (A.2)

For π ≤ ωt < 2π the switch is open and ID(ωt) = 0. Therefore, current begins to flow into C1

which is defined by

IC1
(ωt) = Ii + Im sin(ωt+ φ) (A.3)

182



This causes a voltage to form across C1 in time, which equals the switch voltage VD(ωt),

VD(ωt) =
1

ωC1

∫ ωt

π

IC1
(ωt) dωt+ VD(π) (A.4)

Under the assumption of ZVS, VD(π) = 0. Integrating with respect to ωt,

VD(ωt) =
1

ωC1

∫ ωt

π

Ii + Im sin(ωt+ φ) dωt

=
1

ωC1

[
Iiωt− Im cos(ωt+ φ)

]ωt
π

=
1

ωC1

(
Iiωt− Iiπ − Im cos(ωt+ φ) + Im cos(π + φ)

)

and using cos(A+B) = cosA cosB − sinA sinB,

VD(ωt) =
1

ωC1

(
Ii(ωt− π)− Im(cos(ωt+ φ) + cosφ)

)
(A.5)

Im can now be found from the ZVS condition when ωt = 2π,

VD(2π) =
1

ωC1

(
Ii(2π − π)− Im(cos(2π + φ) + cosφ)

)

again using cos(A+B) = cosA cosB − sinA sinB,

0 =
1

ωC1

(
Iiπ − Im(cosφ+ cosφ)

)

0 = Iiπ − Im2 cosφ

∴ Im =
Iiπ

2 cosφ
(A.6)

The phase shift φ can now be found by substituting A.6 into A.5 and applying the ZDVS

condition when ωt = 2π,
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VD(ωt) =
1

ωC1

(
Ii(ωt− π)− Iiπ

2 cosφ

(
cos(ωt+ φ) + cosφ

))

=
1

ωC1

(
Ii(ωt− π)− Iiπ

2 cosφ
cos(ωt+ φ) +

Iiπ

2

)

=
Ii
ωC1

(
ωt− π − π

2 cosφ
cos(ωt+ φ) +

π

2

)

=
Ii
ωC1

(
ωt− 3π

2
− π

2 cosφ
cos(ωt+ φ)

)

∴
dVD(ωt)

dωt
=

Ii
ωC1

(
1 +

π

2 cosφ
sin(ωt+ φ)

)
dVD(ωt)

dωt

∣∣∣∣
ωt=2π

= 0 for ZDVS

0 =
Ii
ωC1

(
1 +

π

2 cosφ
sin(2π + φ)

)

and using sin(A+B) = sinA cosB + cosA sinB,

0 =
Ii
ωC1

(
1 +

π

2 cosφ
sinφ

)

0 = 1 +
π

2

sinφ

cosφ

∴ tanφ = − 2

π
, φ ≈ 0.5669 rad (A.7)

Substituting A.7 into A.6,

Im =
Iiπ

2 cos(tan−1(−2/π)

=
Iiπ

2

√
π2 + 4

π

∴ Im =

√
π2 + 4

2
Ii , Im ≈ 1.8621Ii (A.8)

Additionally, Ii can be determined in terms of the input voltage Vi. This DC voltage is the

average of the switch’s drain voltage over the whole period ωt, given by

Vi =
1

2π

∫ 2π

0

VD(ωt) dωt (A.9)
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It was previously determined that

VD(ωt) =

{
0 for 0 ≤ ωt < π

Ii
ωC1

(
ωt− 3π

2 −
π

2 cosφ cos(ωt+ φ)

)
for π ≤ ωt < 2π

∴ Vi =
1

2π

∫ 2π

π

Ii
ωC1

(
ωt− 3π

2
− π

2 cosφ
cos(ωt+ φ)

)
dωt

=
Ii

2πωC1

[
ωt2

2
− 3πωt

2
− π

2 cosφ
sin(ωt+ φ)

]2π
π

and using sin(A+B) = sinA cosB + cosA sinB,

=
Ii

2πωC1

[
ωt2

2
− 3πωt

2
− π sinωt cosφ

2 cosφ
− π cosωtsinφ

2 cosφ

]2π
π

=
Ii

2πωC1

[
ωt2

2
− 3πωt

2
− π sinωt

2
+ cosωt

]2π
π

=
Ii

2πωC1

(
− 2π2

2
+ 1 +

2π2

2
+ 1

)

=
2Ii

2πωC1

∴ Ii = πωC1Vi (A.10)

Substituting A.10 into A.8 gives,

Im =

√
π2 + 4

2
πωC1Vi (A.11)

Normalising the equations for ID, IC1
,Io and VD with respect to Ii and Vi gives the characteristic

current and voltage waveforms over ωt for the Class E Inverter design,
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ID(ωt)

Ii
=

{
1 +

√
π2+4
2 sin(ωt+ φ) for 0 ≤ ωt < π

0 for π ≤ ωt < 2π

IC1
(ωt)

Ii
=

{
0 for 0 ≤ ωt < π

1 +
√
π2+4
2 sin(ωt+ φ) for π ≤ ωt < 2π

Io(ωt)

Ii
=

√
π2 + 4

2
sin(ωt+ φ)

VD(ωt)

Vi
=

{
0 for 0 ≤ ωt < π

π

(
ωt− 3π

2 −
π
2 cosωt− sinωt

)
for π ≤ ωt < 2π

The component values of C1, C2, L2, Lx and RL for this optimum switching need to be

determined. The values for C2 and L2 can simply be chosen such that, at resonance (i.e.

fs), the voltage across the them will be zero. Assuming, ideal switching, where all the input

power is delivered to the load,

Pi = Po =
1

2
I2mRL

∴ ViIi =
1

2
I2mRL

Vi
Ii

= Ri =
1

2

(
Im
Ii

)2

RL

using A.8,
Vi
Ii

= Ri =
π2 + 4

8
RL

where Ri is the input impedance of the inverter. From A.10,

Vi
Ii

=
1

πωC1

∴
π2 + 4

8
RL =

1

πωC1

∴ C1 =
8

π(π2 + 4)ωRL
≈ 0.1836

ωRL

To find Lx, the output voltage Vo will need to be determined. During operation at fs, L2 and

C2 will act as a short circuit. Therefore, using V = IR, the voltages across the series connected
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RL and Lx are given by

VRL
= ImRL sin(ωt+ φ)

and

VLx = Lx
d

dt

[
Im sin(ωt+ φ)

]

∴ Vo = VRL
+ VLx

= ImRL sin(ωt+ φ) + ImωLx cos(ωt+ φ)

Hence Vo can be viewed as a Fourier Trigonometric Series of the form

ao
2

+

∞∑
k=1

(ak cos kx+ bk sin kx)

where

ak =
1

π

∫ 2π

0

f(x) cos kx dx

bk =
1

π

∫ 2π

0

f(x) sin kx dx

where k are the integer multiples of the fundamental frequency given by fs. Vo is equal to

VD(ωt), thus

ak = ImωLx =
1

π

∫ 2π

0

VD(ωt) cos(kωt+ φ) dωt

bk = ImRL =
1

π

∫ 2π

0

VD(ωt) sin(kωt+ φ) dωt

and due to the L2C2 resonant tank, Vo will be only be equal to the fundamental component of

VD, therefore k = 1. The voltage across Lx will be given by
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VLx
=

1

π

∫ 2π

π

Viπ

(
ωt− 3π

2
− π

2
cosωt− sinωt

)
cos(ωt+ φ) dωt

=
Vi

4
√
π2 + 4

[
π2ωt+ 4ωt− 4π sinωt+ 6π2 sinωt− 8 sinωt

− 2 sin 2ωt− 2π cos 2ωt+

(
8(ωt− 2π) + π2 sinωt

)
cosωt

]2π
π

=
π(π2 − 4)

4
√
π2 + 4

Vi

ωLx =
VLx

Im
=

π(π2−4)
4
√
π2+4

Vi
π2+4

2 πωC1

=
π2 − 4

2(π2 + 4)ωC1

∴ Lx =
π2 − 4

2(π2 + 4)ω2C1
≈ 0.2116

ω2C1

B Mathematical Derivations for Class EF Inverter

Consider the following circuit for analysis:

Figure B.1: A Class EF inverter circuit

The output current Io will once again be sinusoidal due through L3C3,

Io(ωt) = Im sin(ωt+ φ) (B.1)

where Im is the amplitude of the output current wave, ωt is the period of the signal between 0

and 2π, and φ is the phase shift with respect to the switch’s open-close cycle.

For 0 ≤ ωt < 2πD, the switch is closed and conducting.

∴ VD(ωt) = 0, hence VL2C2
= 0. Since the voltage across L2C2 is zero, this resonant network
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will become a source free, undamped system. From the constitute relations,

VL2C2
= 0 = ωL2

dIC2(ωt)

dwt
+

1

ωC

∫ 2πD

0

IC2
(ωt) dwt

Normalising with respect to Ii and differentiating with respect to ωt gives a second order

differential equation of the following form,

0 =
d2

IC2
(ωt)

Ii

dωt2
+

1

ω2L2C2

IC2
(ωt)

Ii

with the following general solution,

IC2
(ωt)

Ii
= A1 cos(q1ωt) +B1 sin(q1ωt) (B.2)

where A1 and B1 are coefficients to be determined from the initial boundary conditions and

q1 = 1
ω
√
L2C2

. Furthermore, IC1
(ωt) = 0, therefore the drain current ID(ωt) is simply the sum

of Ii, IC2
(ωt) and Io(ωt).

∴
ID(ωt)

Ii
= 1−A1 cos(q1ωt)−B1 sin(q1ωt)−

Im
Ii

sin(ωt+ φ) (B.3)

For 2πD ≤ ωt < 2π, the switch is open and ID(ωt) = 0. Current through L2C2 is now

IC2
(ωt) = Ii − Io − IC1

(ωt)

= Ii − Im sin(ωt+ φ)− ωC1
dVD(ωt)

dωt
(B.4)

Likewise,

VD(ωt) = VL2C2
+ VC2

(2πD)

= ωL2
dIC2

(ωt)

dωt
+

1

ωC2

∫ 2π

2πD

IC2(ωt) + VC2(2πD)

∴
dVC2(2πD)

dωt
= ωL2

d2IC2
(ωt)

dωt2
+

1

ωC2
IC2

(ωt)
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Substituting into B.4

IC2
(ωt) = Ii − Im sin(ωt+ φ)− ω2L2C1

d2IC2(ωt)

dωt2
− C1

C2
IC2

(ωt)

∴ Ii − Im sin(ωt+ φ) = ω2L2C1
d2IC2

(ωt)

dωt2
+

(
1 +

C1

C2

)
IC2

(ωt)

Ii − Im sin(ωt+ φ)

ω2L2C1
=
d2IC2

(ωt)

dωt2
+

(
C2 + C1

ω2L2C1C2

)
IC2

(ωt)

which is a second order differential equation with a forced response. The solution may be

expressed as

IC2
(ωt) = IC2

(ωt)η + IC2
(ωt)ρ

where IC2
(ωt)η is the complementary solution, being that of an undamped oscillator similar

to B.2 and IC2(ωt)ρ is known as the particular solution, which when coupled with IC2(ωt)η,

gives the general solution sought for the second order differential equation. Finding IC2
(ωt)ρ is

non-trivial and would normally require the application of Methods of Undetermined coefficients

or Variation of Parameters method. For this type of forces response, it has been shown [231]

that the general solution when normalised with respect to Ii is

IC2
(ωt)

Ii
= A2 cos(q2ωt) +B2 sin(q2ωt)−

q22ρ

q22 − 1
sin(ωt+ φ) +

1

k + 1
(B.5)

where

k =
C1

C2
; q2 =

√
C1 + C2

L2C1C2
= q1

√
k + 1

k
; ρ =

C2

C1 + C2

Im
Ii

(B.6)

andA2 andB2 as with B.2 are coefficients to be determined from the initial boundary conditions.

A1, A2, B1, B2 are four unknowns that can be determined simultaneously from the continuity

equations of voltage and current for linear circuits at the switch opening and closing points;

i.e. voltage across a capacitor and current through an inductor can not change instantaneously

and hence are continuous in time.

∴ IC2
(2πD−) = IC2

(2πD+) and IC2
(0) = IC2

(2π)) where

IC2
(ωt)

∣∣
0≤ωt<2πD

= A1 cos(q1ωt) +B1 sin(q1ωt)

IC2(ωt)
∣∣
2πD≤ωt<2π

= A2 cos(q2ωt) +B2 sin(q2ωt)−
q22ρ

q22 − 1
sin(ωt+ φ) +

1

k + 1
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Likewise

dIC2(ωt)

dωt

∣∣∣∣
ωt=2πD+

=
dIC2(ωt)

dωt

∣∣∣∣
ωt=2πD−

and
dIC2(ωt)

dωt

∣∣∣∣
ωt=0

=
dIC2(ωt)

dωt

∣∣∣∣
ωt=2π

∴
dIC2(ωt)

dωt

∣∣∣∣
0≤ωt<2πD

= −A1q1 sin(q1ωt) +B1q1 cos(q1ωt)

and

dIC2(ωt)

dωt

∣∣∣∣
2πD≤ωt<2π

= −A2q2 sin(q2ωt) +B2q2 cos(q2ωt)−
q22ρ

q22 − 1
cos(ωt+ φ)

Solving for IC2
(0) = IC2

(2π)

A1 = A2 cos(2πq2) +B2 sin(2πq2)− q22ρ

q22 − 1
sinφ+

1

k + 1
(B.7)

Solving for
dIC2

(ωt)

dωt

∣∣∣∣
ωt=0

=
dIC2

(ωt)

dωt

∣∣∣∣
ωt=2π

B1 = −A2
q2
q1

sin(2πq2) +B2
q2
q1

cos(2πq2)− q22ρ

q1(q22 − 1)
cosφ (B.8)

Solving for IC2(2πD−) = IC2(2πD+)

A1 cos(2πDq1) +B1 sin(2πDq1)

= A2 cos(2πDq2) +B2 sin(2πDq2)− q22ρ

q22 − 1
sin(2πD + φ) +

1

k + 1
(B.9)

and solving for
dIC2

(ωt)

dωt

∣∣∣∣
ωt=2πD+

=
dIC2

(ωt)

dωt

∣∣∣∣
ωt=2πD−

A1q1 sin(2πDq1)−B1q1 cos(2πDq1)

= A2q2 sin(2πDq2)−B2q2 cos(2πDq2) +
q22ρ

q22 − 1
cos(2πD + φ) (B.10)

These equations can now be solved to give an analytical solution for A1, A2, B1, B2. The other

two unknowns in this analysis are φ and ρ. To determine their values the conditions of ZVS

and ZDVS will be applied to the open-close transition of the switch, i.e at ωt = 2π.
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VD(ωt) =
1

ωC1

∫ ωt

2πD

IC1
(ωt) dωt

where IC1(ωt) = Ii − Io − IC2(ωt)

= Ii − Im sin(ωt+ φ)− Ii
[
A2 cos(q2ωt) +B2 sin(q2ωt)

− q22ρ

q22 − 1
sin(ωt+ φ) +

1

k + 1

]

∴ VD(ωt) =
Ii
ωC1

∫ ωt

2πD

1− Im
Ii

sin(ωt+ φ)−A2 cos(q2ωt)−B2 sin(q2ωt)

+
q22ρ

q22 − 1
sin(ωt+ φ)− 1

k + 1
dωt

=
Ii
ωC1

[
ωt+

Im
Ii

cos(ωt+ φ)− A2

q2
sin(q2ωt) +

B2

q2
cos(q2ωt)

− q22ρ

q22 − 1
cos(ωt+ φ)− ωt

k + 1

]ωt
2πD

and ρ =
C2

C1 + C2

Im
Ii

=
1

C1

C2
+ 1

Im
Ii

=
1

k + 1

Im
Ii

Im
Ii

= ρ(k + 1) (B.11)

∴ VD(ωt) =
Ii
ωC1

(
k(ωt− 2πD)

k + 1
+ ρ
(

cos(2πD + φ)− cos(ωt+ φ)
)( q22
q22 − 1

− (k + 1)
)

+
A2

q2

(
sin(2πDq2)− sin(q2ωt)

)
+
B2

q2

(
cos(q2ωt)− cos(2πDq2)

))

From ZVS, VD(2π) = 0, therefore,

0 = 2π
k

k + 1
(1−D) + ρ

(
cos(2πD + φ)− cosφ

)( q22
q22 − 1

− (k + 1)

)

+
A2

q2

(
sin(2πDq2)− sin(2πq2)

)
+
B2

q2

(
cos(2πq2)− cos(2πDq2)

)
(B.12)
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and from ZDVS, dVD(ωt)
dωt

∣∣∣∣
ωt=2π

= 0, therefore

dVD(ωt)

dωt
=
IC1

(ωt)

ωC1

∴ 0 = IC1
(2π)

= 1− Im
Ii

sin(2π + φ)−A2 cos(2πq2)−B2 sin(2πq2)

+
q22ρ

q22 − 1
sin(2π + φ)− 1

k + 1

= 1− ρ(k + 1) sinφ−A2 cos(2πq2)−B2 sin(2πq2)

+
q22ρ

q22 − 1
sinφ− 1

k + 1

∴ 0 =
k

k + 1
+ ρ sinφ

(
q22

q22 − 1
− (k + 1)

)
−A2 cos(2πq2)−B2 sin(2πq2) (B.13)

As previously demonstrated Ii can be given in terms of the input voltage Vi. As before, this is

the average of the switch’s drain voltage over the whole period of ωt,

Vi =
1

2π

∫ 2π

0

VD(ωt) dωt

∴ =
Ii

2πωC1

∫ 2π

0

∫ 2π

2πD

IC1
(ωt)

Ii
dωt dωt

Normalising VD(ωt) with respect to Vi,

VD(ωt

Vi
= 2π

α

β

where,

α =
k(ωt− 2πD)

k + 1
+ ρ
(

cos(2πD + φ)− cos(ωt+ φ)
)( q22
q22 − 1

− (k + 1)
)

+
A2

q2

(
sin(2πDq2)− sin(q2ωt)

)
+
B2

q2

(
cos(q2ωt)− cos(2πDq2)

)
and

β =

∫ 2π

0

∫ 2π

2πD

IC1
(ωt)

Ii
dωt dωt
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In summary, the waveforms for this Class EF inverter design are given by

ID(ωt)

Ii
=

{
1−A1 cos(q1ωt)−B1 sin(q1ωt)− ρ(k + 1) sin(ωt+ φ) for 0 ≤ ωt < 2πD

0 for 2πD ≤ ωt < 2π

Io(ωt)

Ii
= ρ(k + 1) sin(ωt+ φ)

VD(ωt)

Vi
=

{
0 for 0 ≤ ωt < 2πD

2παβ for 2πD ≤ ωt < 2π

and for a given k, q1 and D, equations B.7 - B.13 can be solved numerically to give values for

A1, A2, B1, B2, ρ and φ.

Finally, the component values of the circuit would need to be determined to realise this inverter

operation. C1, C2 and L2 can easily be calculated based on the desired values of q1 and k.

Likewise, the values of C3 and L3 are chosen in order to resonate with the switching frequency

fs. This leaves RL and Lx, which as previously shown, can be found by determining the

relationship between the input impedance Ri and RL, and by finding the voltage across Lx and

using V = IR. The DC input current Ii will be the average of the current through the switch

over the period 0 ≤ ωt < 2π,

∴ Ii =
1

2π

∫ 2π

0

ID(ωt) dωt

1 =
1

2π

∫ 2π

0

ID(ωt)

Ii
dωt

=
1

2π

∫ 2πD

0

1−A1 cos(q1ωt)−B1 sin(q1ωt)−
Im
Ii

sin(ωt+ φ) dωt

=
1

2π

[
ωt+

1

q1

(
B1 cos(q1ωt)−A1 sin(q1ωt)

)
+
Im
Ii

cos(ωt+ φ)

]2πD
0

Im
Ii

=
2π(1−D) + A1

q1
sin(2πDq1) + 2B1

q1
sin2(πDq1)

cos(2πD + φ)− cosφ
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Once again, assuming ideal switching where all the input power is delivered to RL,

Pi = Po =
1

2
I2mRL

∴ ViIi =
1

2
I2mRL

Vi
Ii

= Ri =
1

2

(
Im
Ii

)2

RL

=
1

2

(
2π(1−D) + A1

q1
sin(2πDq1) + 2B1

q1
sin2(πDq1)

cos(2πD + φ)− cosφ

)2

RL

Likewise,

Vi
Ii

=
1

2πωC1
β (B.14)

where β =

∫ 2π

0

∫ 2π

2πD

IC1
(ωt)

Ii
dωt dωt

∴
1

2πωC1
β =

1

2

(
2π(1−D) + A1

q1
sin(2πDq1) + 2B1

q1
sin2(πDq1)

cos(2πD + φ)− cosφ

)2

RL

C1 =
β

πωRL

(
cos(2πD + φ)− cosφ

2π(1−D) + A1

q1
sin(2πDq1) + 2B1

q1
sin2(πDq1)

)2

From Fourier Trigonometric Series, the voltage across Lx is

VLx
=

1

π

∫ 2π

0

VD(ωt) cos(ωt+ φ) dωt (B.15)

ωLx =
VLx

Im
and VD(ωt) = α

Ii
ωC1

∴ Lx =

∫ 2π

2πD
α cos(ωt+ φ) dωt

πω2C1

cos(2πD + φ)− cosφ

2π(1−D) + A1

q1
sin(2πDq1) + 2B1

q1
sin2(πDq1)

where α =
k(ωt− 2πD)

k + 1
+ ρ
(

cos(2πD + φ)− cos(ωt+ φ)
)( q22
q22 − 1

− (k + 1)
)

+
A2

q2

(
sin(2πDq2)− sin(q2ωt)

)
+
B2

q2

(
cos(q2ωt)− cos(2πDq2)

)
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C MATLAB code for Class E and Class EF Waveforms

Class E plot and component code

1 res = 1000;
2 phi = atan(-2/pi);
3 Im = sqrt(piˆ2 + 4)/2;
4 wta = 0:pi/res:2*pi;
5 wto = pi:pi/res:2*pi;
6 wtf = 0:pi/res:pi;
7

8 ID = 1 + Im*sin(wtf + phi);
9 IC = 1 + Im*sin(wto + phi);

10 Io = Im*sin(wta + phi);
11 VD = pi*(wto - (3*pi/2) - (pi/2)*cos(wto) - sin(wto));
12

13 IDp = [ID(1:size(ID,2)-1),zeros(1,res+1)];
14 VDp = [zeros(1,res),VD];
15 ICp = [zeros(1,res), IC];
16

17 [IDm, IDmid] = max(IDp,[], 2);
18 [VDm, VDmid] = max(VDp, [], 2);
19 [IoM, ˜] = max(Io,[], 2);
20 [Iom, ˜] = min(Io,[], 2);
21 [ICM, ˜] = max(ICp,[], 2);
22 [ICm, ˜] = min(ICp,[], 2);
23

24 figure;
25 subplot(2,2,1:2);
26 plot([0,wta(IDmid)], [IDm IDm], ’LineStyle’, ’--’, ’Color’, ’k’, ’LineWidth’, 0.5)

; hold on
27 plot([0,wta(VDmid)], [VDm VDm], ’LineStyle’, ’--’, ’Color’, ’k’, ’LineWidth’, 0.5)

; hold on
28 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
29 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
30 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
31 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
32 set(gca, ’xticklabel’, tick);
33 set(gca, ’ytick’, [0 IDm VDm]);
34 grid on
35 grid minor
36

37 subplot(2,2,3); plot(wta, ICp, ’LineWidth’, 1);
38 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
39 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
40 set(gca, ’xticklabel’, tick);
41 set(gca, ’ytick’, [round(ICm,2) 0 round(ICM,2)]);
42 grid on
43 grid minor
44

45 subplot(2,2,4);
46 plot(wta, Io, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]);
47 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
48 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
49 set(gca, ’xticklabel’, tick);
50 set(gca, ’ytick’, [round(Iom,2) 0 round(IoM,2)]);
51 grid on
52 grid minor

1 function [ C1, C2, Lx] = ClassE_50(RL, L2, f)
2

3 w = 2*pi*f;
4 C1 = 8/(sqrt(piˆ2 + 4)*pi*RL*w);
5 Lx = (piˆ2 - 4) / (2*(piˆ2 + 4)*(wˆ2)*C1);
6 C2 = 1/((wˆ2)*L2);
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Class EF plot and component code

1 D = 0.3750; k = 0.867; q1 = 2;
2 cons = [D k q1]; % Setting constants to pass to function EFeqns
3 Fun = @(x) EFeqns(x, cons); % Function of dummy variable x
4 x = fsolve(Fun,[0 0 0 0 0 0]);
5

6 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5); p = x(6);
7

8 % Creating Voltage and Current waveforms
9

10 q2 = q1*sqrt((k+1)/k);
11 syms wt
12

13 alphas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

14 betas = int(alphas, wt, 2*pi*D, 2*pi);
15

16 res = 1000;
17 wta = 0:pi/res:2*pi;
18 wto = 2*pi*D:pi/res:2*pi;
19 wtf = 0:pi/res:2*pi*D;
20

21 alpha = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)
/(q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*
q2) - cos(2*pi*D*q2)) ;

22 beta = double(betas);
23

24 ID = 1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi); % Normalised
current through the switch

25 VD = 2*pi*(alpha/beta); % Normalised voltage across the switch
26 Io = p*(k+1)*sin(wta + phi); % Normalised output current
27 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic

LC network when switch is closed
28 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k

+1); % Normalised current through the harmonic LC network when switch is open
29

30 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

31 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
32 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC

network
33

34 figure;
35 subplot(2,2,[1 3]);
36 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
37 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
38 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
39 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
40 set(gca, ’xticklabel’, tick);
41 grid on
42 grid minor
43

44 subplot(2,2,2);
45 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, [1

17 181] ./ 255); hold on
46 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255 ); hold on
47 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
48 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
49 set(gca, ’xticklabel’, tick);
50 grid on
51 grid minor
52

53 subplot(2,2,4);
54 plot(wta, Io, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
55 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
56 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
57 set(gca, ’xticklabel’, tick);
58 grid on
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59 grid minor
60

61 % Calculating values for C1 Lx C2 L2
62 RL = 5; fs = 6780000; w = 2*pi*fs; % Set parameters according to design

preferences
63

64 C1 = beta/(pi*w*RL)*((cos(2*pi*D + phi) - cos(phi))/(2*pi*(1-D) + (A1/q1)*sin(2*pi

*D*q1) + (2*B1/q1)*(sin(pi*D*q1))ˆ2))ˆ2;
65 Lx = (double(int((alphas*cos(wt+phi)), wt, 2*pi*D, 2*pi)))*(cos(2*pi*D + phi) -

cos(phi))/((pi*wˆ2*C1)*(2*pi*(1-D) + (A1/q1)*sin(2*pi*D*q1) + (2*B1/q1)*(sin(
pi*D*q1))ˆ2));

66 C2 = C1/k;
67 L2 = 1/(((q1*w)ˆ2)*C2);

1 function F = EFeqns(x, cons)
2 % x(1) = A1
3 % x(2) = B1
4 % x(3) = A2
5 % x(4) = B2
6 % x(5) = phi
7 % x(6) = p
8

9 D = cons(1);
10 k = cons(2);
11 q1 = cons(3);
12 q2 = q1*sqrt((k+1)/k);
13

14 % Equations made equal to 0
15 F(1) = x(3)*cos(q2*2*pi) + x(4)*sin(q2*2*pi) - ((q2ˆ2*x(6))/(q2ˆ2-1))*sin(x(5)) +

1/(k+1) - x(1);
16 F(2) = -x(3)*q2*sin(q2*2*pi) + x(4)*q2*cos(q2*2*pi) - ((q2ˆ2*x(6))/(q2ˆ2 - 1))*cos

(x(5)) - x(2)*q1;
17 F(3) = x(3)*cos(q2*2*pi*D) + x(4)*sin(q2*2*pi*D) - ((q2ˆ2*x(6))/(q2ˆ2-1))*sin(2*pi

*D + x(5)) + 1/(k+1) - x(1)*cos(q1*2*pi*D) - x(2)*sin(q1*2*pi*D);
18 F(4) = x(3)*q2*sin(q2*2*pi*D) - x(4)*q2*cos(q2*2*pi*D) + ((q2ˆ2*x(6))/(q2ˆ2 - 1))*

cos(2*pi*D + x(5)) - x(1)*q1*sin(q1*2*pi*D) + x(2)*q1*cos(q1*2*pi*D);
19 F(5) = (2*pi*k)/(k+1)*(1-D) + x(6)*(cos(2*pi*D + x(5)) - cos(x(5)))*((q2ˆ2)/(q2

ˆ2-1) - (k+1)) + (x(3)/q2)*(sin(2*pi*D*q2) - sin(2*pi*q2)) + (x(4)/q2)*(cos(2*
pi*q2) - cos(2*pi*D*q2));

20 F(6) = k/(k+1) + x(6)*sin(x(5))*((q2ˆ2)/(q2ˆ2-1)-(k+1)) - x(3)*cos(2*pi*q2) - x(4)

*sin(2*pi*q2);

D Analytical derivations and MATLAB code for a varying

load in a standard Class EF inverter

With changing values of RL the assumption of ZVS would no longer hold, hence, a new set

of simultaneous equations are needed to numerically calculate values of A1, A2, B1, B2, ρ

and φ dependent on RL at each instance under investigation. Similar to the Fourier analysis

conducted in Appendices A and B, Vo can be given by,

ao
2

+

∞∑
k=1

(ak cos kx+ bk sin kx)

where,
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ak =
1

π

∫ 2π

0

f(x) cos kx dx

bk =
1

π

∫ 2π

0

f(x) sin kx dx

where k is the integer multiples of the fundamental frequency fs. Vo is also equal to VD(ωt),

and thus

ak = ImωLx =
1

π

∫ 2π

0

VD(ωt) cos(ωt+ φ) dωt

bk = ImRL =
1

π

∫ 2π

0

VD(ωt) sin(ωt+ φ) dωt

for the fundamental component of VD(ωt). Hence, multiplying by Ii and substituting in

equation (B.11), the above becomes

ρ(k + 1)ωLx =
Ii
π

∫ 2π

0

VD(ωt) cos(ωt+ φ) dωt

ρ(k + 1)RL =
Ii
π

∫ 2π

0

VD(ωt) sin(ωt+ φ) dωt

∴ ρ(k + 1)ωLx =
1

ωC1π

∫ 2π

0

α cos(ωt+ φ) dωt

ρ(k + 1)RL =
1

ωC1π

∫ 2π

0

α sin(ωt+ φ) dωt

Furthermore, the second harmonic component of VD (i.e. when k=1), will be zero due to the

LC resonant circuit, resulting in the following equations,

0 =

∫ 2π

0

α cos(2ωt+ φ) dωt

0 =

∫ 2π

0

α sin(2ωt+ φ) dωt

Hence, these four new equations can be combined with either of the previous ones determined

from the continuity equations of voltage and current for linear circuits at the switch opening

and closing points, to form a new set of six simultaneous equations with six unknowns. The

MATLAB code used to solve these equations and generate the associated plots for different

values of RL is found below.

1 % Measuring the effect on Load Variation for Ropt, 0.75*Ropt, 1.25*Ropt
2 % with fixed values of D, K, RL - if you want to change these values you
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3 % also need to change the vRLeqns script to emulate more EFeqns
4

5 % Using parameters with known results
6 D = 0.3750; k = 0.867; q1 = 2; RL = 1;
7 guess=[0,0,0,0,0,0];
8

9 %% Ropt
10

11 % Solving equations to measure effect on Load Variation
12 Fun = @(x) vRLeqns(x, RL); % Function of dummy variable x
13 x = fsolve(Fun, guess); % Solving for unknowns
14

15 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5); p = x(6);
16

17 % Creating Voltage and Current waveforms using optimum RL
18

19 syms wt
20 q2 = q1*sqrt((k+1)/k);
21

22 res = 1000;
23 wta = 0:pi/res:2*pi;
24 wto = 2*pi*D:pi/res:2*pi;
25 wtf = 0:pi/res:2*pi*D;
26

27 syms wt
28 betas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

29 alphas = int(betas, wt, 2*pi*D, 2*pi);
30 alpha = double(alphas);
31

32 beta = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*q2)
- cos(2*pi*D*q2)) ;

33

34 ID = 1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi); % Normalised
current through the switch

35 VD = 2*pi*(beta/alpha); % Normalised voltage across the switch
36 Io = p*(k+1)*sin(wta + phi); % Normalised output current
37

38 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

39 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
40

41 figure(1);
42 subplot(1,3,1);
43 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’k’); hold on
44 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
45 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
46 set(gca, ’xticklabel’, tick);
47

48 subplot(1,3,2);
49 plot(wta, IDp, ’LineWidth’, 1, ’Color’, ’k’); hold on
50 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
51 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
52 set(gca, ’xticklabel’, tick);
53

54 subplot(1,3,3);
55 plot(wta, Io, ’LineWidth’, 1, ’Color’, ’k’); hold on
56 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
57 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
58 set(gca, ’xticklabel’, tick);
59

60 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic
LC network when switch is closed

61 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k
+1); % Normalised current through the harmonic LC network when switch is open

62 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC
network

63
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64 figure(2);
65 subplot(2,2,[1 3]);
66 plot(wta, IDp, ’LineWidth’, 1, ’Color’, ’k’); hold on
67 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
68 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
69 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
70 set(gca, ’xticklabel’, tick);
71

72 subplot(2,2,2);
73 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, ’k’)

; hold on
74 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
75 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
76 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
77 set(gca, ’xticklabel’, tick);
78

79 subplot(2,2,4);
80 plot(wta, Io, ’LineWidth’, 1, ’Color’, ’k’); hold on
81 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
82 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
83 set(gca, ’xticklabel’, tick);
84

85

86 %% Ropt*0.75
87

88 % Solving equations to measure effect on Load Variation
89 Fun = @(x) vRLeqns(x, RL*0.75); % Function of dummy variable x
90 x = fsolve(Fun, guess); % Solving for unknowns
91

92 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5); p = x(6);
93

94 % Creating Voltage and Current waveforms using optimum RL - should be the
95 % same as running regular ClassEF procedure
96

97 syms wt
98 q2 = q1*sqrt((k+1)/k);
99

100 res = 1000;
101 wta = 0:pi/res:2*pi;
102 wto = 2*pi*D:pi/res:2*pi;
103 wtf = 0:pi/res:2*pi*D;
104

105 syms wt
106 betas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

107 alphas = int(betas, wt, 2*pi*D, 2*pi);
108 alpha = double(alphas);
109

110 beta = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*q2)
- cos(2*pi*D*q2)) ;

111

112 ID = 1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi); % Normalised
current through the switch

113 VD = 2*pi*(beta/alpha); % Normalised voltage across the switch
114 Io = p*(k+1)*sin(wta + phi); % Normalised output current
115

116 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

117 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
118

119 figure(1);
120 subplot(1,3,1);
121 plot(wta, VDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
122 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
123 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
124 set(gca, ’xticklabel’, tick);
125

126 subplot(1,3,2);
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127 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
128 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
129 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
130 set(gca, ’xticklabel’, tick);
131

132 subplot(1,3,3);
133 plot(wta, Io, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
134 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
135 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
136 set(gca, ’xticklabel’, tick);
137

138 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic
LC network when switch is closed

139 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k
+1); % Normalised current through the harmonic LC network when switch is open

140 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC
network

141

142 figure(2);
143 subplot(2,2,[1 3]);
144 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
145 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
146 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
147 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
148 set(gca, ’xticklabel’, tick);
149

150 subplot(2,2,2);
151 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, [1

17 181] ./ 255); hold on
152 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
153 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
154 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
155 set(gca, ’xticklabel’, tick);
156

157 subplot(2,2,4);
158 plot(wta, Io, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
159 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
160 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
161 set(gca, ’xticklabel’, tick);
162

163

164 %% Ropt*1.25
165

166 % Solving equations to measure effect on Load Variation
167 Fun = @(x) vRLeqns(x, RL*1.25); % Function of dummy variable x
168 x = fsolve(Fun, guess); % Solving for unknowns
169

170 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5); p = x(6);
171

172 % Creating Voltage and Current waveforms using optimum RL - should be the
173 % same as running regular ClassEF procedure
174

175 syms wt
176 q2 = q1*sqrt((k+1)/k);
177

178 res = 1000;
179 wta = 0:pi/res:2*pi;
180 wto = 2*pi*D:pi/res:2*pi;
181 wtf = 0:pi/res:2*pi*D;
182

183 syms wt
184 betas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

185 alphas = int(betas, wt, 2*pi*D, 2*pi);
186 alpha = double(alphas);
187

188 beta = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*q2)
- cos(2*pi*D*q2)) ;
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189

190 ID = 1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi); % Normalised
current through the switch

191 VD = 2*pi*(beta/alpha); % Normalised voltage across the switch
192 Io = p*(k+1)*sin(wta + phi); % Normalised output current
193

194 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

195 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
196

197 figure(1);
198 subplot(1,3,1);
199 plot(wta, VDp, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
200 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
201 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
202 set(gca, ’xticklabel’, tick);
203 grid on
204 grid minor
205

206 subplot(1,3,2);
207 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
208 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
209 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
210 set(gca, ’xticklabel’, tick);
211 grid on
212 grid minor
213

214 subplot(1,3,3);
215 plot(wta, Io, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
216 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
217 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
218 set(gca, ’xticklabel’, tick);
219 grid on
220 grid minor
221

222 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic
LC network when switch is closed

223 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k
+1); % Normalised current through the harmonic LC network when switch is open

224 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC
network

225

226 figure(2);
227 subplot(2,2,[1 3]);
228 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
229 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
230 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
231 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
232 set(gca, ’xticklabel’, tick);
233 grid on
234 grid minor
235

236 subplot(2,2,2);
237 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, [1

17 181] ./ 255); hold on
238 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255 ); hold on
239 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
240 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
241 set(gca, ’xticklabel’, tick);
242 grid on
243 grid minor
244

245 subplot(2,2,4);
246 plot(wta, Io, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
247 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
248 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
249 set(gca, ’xticklabel’, tick);
250 grid on
251 grid minor
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1 function F = vRLeqns3(x, RL)
2 %guess=[-1,-1,-1,-1,2.5,0,0.8];
3

4 % x(1) = A1
5 % x(2) = B1
6 % x(3) = A2
7 % x(4) = B2
8 % x(5) = phi
9 % x(6) = p

10 % RL=1; %0.75, %1.25
11 q1=2; D=0.375; k=0.867;
12 q2 = q1*sqrt((k+1)/k);
13 %RL=1;
14 %w=1;
15 wC1=131.8374e-003; wLx= 2.0339;
16 %
17 % D = cons(1);
18 % k = cons(2);
19 % q1 = cons(3);
20 % fs = cons(4);
21 % RL = cons(5);
22 % Lx = cons(6);
23 % C1 = cons(7);
24 % q2 = q1*sqrt((k+1)/k);
25 % w = 2*pi*fs;
26

27

28 F(1) = x(3)*cos(q2*2*pi*D) + x(4)*sin(q2*2*pi*D) - ((q2ˆ2*x(6))/(q2ˆ2-1))*sin(2*pi

*D + x(5)) + 1/(k+1) - x(1)*cos(q1*2*pi*D) - x(2)*sin(q1*2*pi*D);
29 F(2) = x(3)*cos(q2*2*pi) + x(4)*sin(q2*2*pi) - ((q2ˆ2*x(6))/(q2ˆ2-1))*sin(x(5)) +

1/(k+1) - x(1);
30

31 % getting alpha, where is VDS = (Iin/wC1)*(alpha)
32 syms wt
33 alpha = (k*(wt - 2*pi*D))/(k+1) + x(6)*(cos(2*pi*D + x(5)) - cos(wt + x(5)))*((q2

ˆ2)/(q2ˆ2-1)-(k+1)) + (x(3)/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (x(4)/q2)*(cos
(wt*q2) - cos(2*pi*D*q2)) ;

34

35 F(3) = (1/(pi*wC1))*int(alpha*sin(wt+x(5)), wt, 2*pi*D, 2*pi) - x(6)*(k+1)*RL;
36 F(4) = (1/(pi*wC1))*int(alpha*cos(wt+x(5)), wt, 2*pi*D, 2*pi) - x(6)*(k+1)*wLx;
37 F(5) = int(alpha*sin(2*wt+x(5)), wt, 2*pi*D, 2*pi);
38 F(6) = int(alpha*cos(2*wt+x(5)), wt, 2*pi*D, 2*pi);

E Mathematical Derivation and MATLAB code for a Constant

Output Current Class EF Inverter

Following on from the analysis presented in Appendix B, the voltage across the load resister

can be written as,

VRL
= ImRL =

1

π

∫ 2π

0

VD(ωt) sin(ωt+ φ) dωt (E.1)
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and, assuming no losses,

Pi = Po =
1

2
I2mRL

∴ ViIi =
1

2
I2mRL

Vi
Ii

=
1

2

(
Im
Ii

)2

RL

∴ RL =
2Vi

Ii

(
Im
Ii

)2
Now, substituting this relationship for RL into equation E.1 and dividing by Vi gives,

Im
Vi

2Vi

Ii

(
Im
Ii

)2 =
2

β

∫ 2π

2πD

α sin(ωt+ φ) dωt

Im
Ii

=
1

β

∫ 2π

2πD

α sin(ωt+ φ) dωt

and substituting equation B.11 gives

1

(k + 1)
=
ρ

β

∫ 2π

2πD

α sin(ωt+ φ) dωt

For constant current operation, various parameters in the above equation would need to remain

constant as ρ changes, or put another way,

d

dρ

(
ρ

β

∫ 2π

2πD

α sin(ωt+ φ) dωt

)
= 0

and using this condition as well as equations B.7 to B and B.13, will give a new set of

simultaneous equations which can be solved in order to generate the desired waveforms from

the following equations;

Xc
ID(ωt)

Vi
=

{
2π
β

(
1−A1 cos(q1ωt)−B1 sin(q1ωt)− ρ(k + 1) sin(ωt+ φ)

)
for 0 ≤ ωt < 2πD

0 for 2πD ≤ ωt < 2π

Xc
Io(ωt)

Vi
=

2πρ(k + 1)

β
sin(ωt+ φ)

VD(ωt)

Vi
=

{
0 for 0 ≤ ωt < 2πD

2παβ for 2πD ≤ ωt < 2π

205



Furthermore, using B.14 and B.15, the component values for C1 and Lx can also be found with

respect to a set upper bound value for RL, which are given by,

C1 =
β

πρ2(k + 1)2ωRL

Lx =

∫ 2π

2πD
α sin(ωt+ φ) dωt

πω2C1ρ(k + 1)

The MATLAB code used to solve these equations and plot waveforms for different values of ρ

are found below.

1 % Measuring the effect on Load Variation for varying p
2

3 % Using parameters with known results
4 D = 0.3; k = 1.3296; q1 = 1.67; fs = 6780000; w = 2*pi*fs; RL = 1;q2 = q1*sqrt((k

+1)/k);
5

6 %% first set with p = 3
7 p = 3;
8

9 %Limiting upper and lower bounds to what we should be expecting
10 x0 = [3 -4 5 5 2];
11 lb = [3 -4 5 5 2];
12 ub = [4 3 6 6 3];
13

14 cons = [D k q1 q2 p]; % Setting constants to pass to function
15 Fun = @(x) newLIeqns(x, cons); % Function of dummy variable x
16 options = optimoptions(’lsqnonlin’, ’Display’,’off’, ’TolFun’, 1e-12, ’TolX’, 1e

-6);
17 x = lsqnonlin(Fun,x0,lb,ub,options); %run lsqnonlin which is essentially fsolve,

with ub and lb
18

19 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5);
20

21 res = 1000;
22 wta = 0:pi/res:2*pi;
23 wto = 2*pi*D:pi/res:2*pi;
24 wtf = 0:pi/res:2*pi*D;
25

26 syms wt
27 betas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

28 alphas = int(betas, wt, 2*pi*D, 2*pi);
29 alpha = double(alphas);
30

31 beta = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*q2)
- cos(2*pi*D*q2)) ;

32

33 ID = (2*pi/alpha)*(1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi)); %
Normalised current through the switch with factor (Xc.ID)/Vi

34 VD = 2*pi*(beta/alpha); % Normalised voltage across the switch
35 Io = (2*pi/alpha)*(p*(k+1)*sin(wta + phi)); % Normalised output current
36

37 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

38 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
39

40 figure(1);
41 subplot(1,3,1);
42 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’k’); hold on
43 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
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44 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
45 set(gca, ’xticklabel’, tick);
46 grid on
47 grid minor
48

49 subplot(1,3,2);
50 plot(wta, IDp, ’LineWidth’, 1, ’Color’, ’k’); hold on
51 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
52 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
53 set(gca, ’xticklabel’, tick);
54 grid on
55 grid minor
56

57 subplot(1,3,3);
58 plot(wta, Io, ’LineWidth’, 1, ’Color’, ’k’); hold on
59 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
60 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
61 set(gca, ’xticklabel’, tick);
62 grid on
63 grid minor
64

65 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic
LC network when switch is closed

66 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k
+1); % Normalised current through the harmonic LC network when switch is open

67 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC
network

68

69 figure(2);
70 subplot(2,2,[1 3]);
71 plot(wta, IDp, ’LineWidth’, 1, ’Color’, ’k’); hold on
72 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
73 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
74 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
75 set(gca, ’xticklabel’, tick);
76 grid on
77 grid minor
78

79 subplot(2,2,2);
80 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, ’k’)

; hold on
81 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
82 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
83 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
84 set(gca, ’xticklabel’, tick);
85 grid on
86 grid minor
87

88 subplot(2,2,4);
89 plot(wta, Io, ’LineWidth’, 1, ’Color’, ’k’); hold on
90 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
91 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
92 set(gca, ’xticklabel’, tick);
93 grid on
94 grid minor
95

96 %% With p= 1.5
97 p=1.5;
98

99 %Limiting upper and lower bounds to what we should be expecting
100 x0 = [2 -4 4 2 2];
101 lb = [1 -5 3 1 2];
102 ub = [3 -3 4 3 3];
103

104 cons = [D k q1 q2 p]; % Setting constants to pass to function
105 Fun = @(x) newLIeqns(x, cons); % Function of dummy variable x
106 options = optimoptions(’lsqnonlin’, ’Display’,’off’, ’TolFun’, 1e-12, ’TolX’, 1e

-6);
107 x = lsqnonlin(Fun,x0,lb,ub,options); %run lsqnonlin which is essentially fsolve,

with ub and lb
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108

109 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5);
110

111 res = 1000;
112 wta = 0:pi/res:2*pi;
113 wto = 2*pi*D:pi/res:2*pi;
114 wtf = 0:pi/res:2*pi*D;
115

116 syms wt
117 betas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

118 alphas = int(betas, wt, 2*pi*D, 2*pi);
119 alpha = double(alphas);
120

121 beta = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*q2)
- cos(2*pi*D*q2)) ;

122

123 ID = (2*pi/alpha)*(1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi)); %
Normalised current through the switch with factor (Xc.ID)/Vi

124 VD = 2*pi*(beta/alpha); % Normalised voltage across the switch
125 Io = (2*pi/alpha)*(p*(k+1)*sin(wta + phi)); % Normalised output current
126

127 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

128 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
129

130 figure(1);
131 subplot(1,3,1);
132 plot(wta, VDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
133 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
134 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
135 set(gca, ’xticklabel’, tick);
136 grid on
137 grid minor
138

139 subplot(1,3,2);
140 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
141 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
142 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
143 set(gca, ’xticklabel’, tick);
144 grid on
145 grid minor
146

147 subplot(1,3,3);
148 plot(wta, Io, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
149 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
150 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
151 set(gca, ’xticklabel’, tick);
152 grid on
153 grid minor
154

155 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic
LC network when switch is closed

156 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k
+1); % Normalised current through the harmonic LC network when switch is open

157 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC
network

158

159 figure(2);
160 subplot(2,2,[1 3]);
161 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
162 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
163 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
164 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
165 set(gca, ’xticklabel’, tick);
166 grid on
167 grid minor
168
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169 subplot(2,2,2);
170 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, [1

17 181] ./ 255); hold on
171 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
172 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
173 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
174 set(gca, ’xticklabel’, tick);
175 grid on
176 grid minor
177

178 subplot(2,2,4);
179 plot(wta, Io, ’LineWidth’, 1, ’Color’, [0 0.4470 0.7410]); hold on
180 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
181 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
182 set(gca, ’xticklabel’, tick);
183 grid on
184 grid minor
185

186 %% With p = 5
187 p=5;
188

189 %Limiting upper and lower bounds to what we should be expecting
190 x0 = [5 -4 6 10 2];
191 lb = [1 -5 6 9 2];
192 ub = [6 -3 7 10 3];
193

194 cons = [D k q1 q2 p]; % Setting constants to pass to function
195 Fun = @(x) newLIeqns(x, cons); % Function of dummy variable x
196 options = optimoptions(’lsqnonlin’, ’Display’,’off’, ’TolFun’, 1e-12, ’TolX’, 1e

-6);
197 x = lsqnonlin(Fun,x0,lb,ub,options); %run lsqnonlin which is essentially fsolve,

with ub and lb
198

199 A1 = x(1); B1 = x(2); A2 = x(3); B2 = x(4); phi = x(5);
200

201 res = 1000;
202 wta = 0:pi/res:2*pi;
203 wto = 2*pi*D:pi/res:2*pi;
204 wtf = 0:pi/res:2*pi*D;
205

206 syms wt
207 betas = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2)) ;

208 alphas = int(betas, wt, 2*pi*D, 2*pi);
209 alpha = double(alphas);
210

211 beta = (k*(wto - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wto + phi))*((q2ˆ2)/(
q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wto*q2)) + (B2/q2)*(cos(wto*q2)
- cos(2*pi*D*q2)) ;

212

213 ID = (2*pi/alpha)*(1 - A1*cos(q1*wtf) - B1*sin(q1*wtf) - p*(k+1)*sin(wtf+phi)); %
Normalised current through the switch with factor (Xc.ID)/Vi

214 VD = 2*pi*(beta/alpha); % Normalised voltage across the switch
215 Io = (2*pi/alpha)*(p*(k+1)*sin(wta + phi)); % Normalised output current
216

217 IDp = [ID(1:size(ID,2)-1),zeros(1,size(wto,2))]; % Normalised current waveform
through switch

218 VDp = [zeros(1,size(wtf,2)-1),VD]; % Normalised voltage waveform across switch
219

220 figure(1);
221 subplot(1,3,1);
222 plot(wta, VDp, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
223 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
224 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
225 set(gca, ’xticklabel’, tick);
226 grid on
227 grid minor
228

229 subplot(1,3,2);

209



230 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
231 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
232 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
233 set(gca, ’xticklabel’, tick);
234 grid on
235 grid minor
236

237 subplot(1,3,3);
238 plot(wta, Io, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
239 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
240 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
241 set(gca, ’xticklabel’, tick);
242 grid on
243 grid minor
244

245 IC2_1 = A1*cos(q1*wtf) + B1*sin(q1*wtf); % Normalised current through the harmonic
LC network when switch is closed

246 IC2_2 = A2*cos(q2*wto) + B2*sin(q2*wto) - ((p*q2ˆ2)/(q2ˆ2-1))*sin(wto+phi) + 1/(k
+1); % Normalised current through the harmonic LC network when switch is open

247 IC2p = [IC2_1(1:size(IC2_1,2)-1), IC2_2]; % Normalised current waveform through LC
network

248

249 figure(2);
250 subplot(2,2,[1 3]);
251 plot(wta, IDp, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
252 plot(wta, VDp, ’LineWidth’, 1, ’Color’, ’r’); hold on
253 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
254 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
255 set(gca, ’xticklabel’, tick);
256 grid on
257 grid minor
258

259 subplot(2,2,2);
260 plot(wtf(1:size(wtf,2)-1), IC2_1(1:size(IC2_1,2)-1), ’LineWidth’, 1, ’Color’, [1

17 181] ./ 255); hold on
261 plot(wto, IC2_2, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
262 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
263 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
264 set(gca, ’xticklabel’, tick);
265 grid on
266 grid minor
267

268 subplot(2,2,4);
269 plot(wta, Io, ’LineWidth’, 1, ’Color’, [251 111 66] ./ 255); hold on
270 set(gca, ’xtick’, [0 pi/2 pi 3*pi/2 2*pi]);
271 tick = {’0’; ’\pi/2’; ’\pi’; ’3\pi/2’; ’2\pi’};
272 set(gca, ’xticklabel’, tick);
273 grid on
274 grid minor

1 function F = newLIeqns(x, cons)
2 % x(1) = A1
3 % x(2) = B1
4 % x(3) = A2
5 % x(4) = B2
6 % x(5) = phi
7

8 D = cons(1);
9 k = cons(2);

10 q1 = cons(3);
11 q2 = cons(4);
12 p = cons(5);
13

14 F(1) = x(3)*cos(q2*2*pi) + x(4)*sin(q2*2*pi) - ((q2ˆ2*p)/(q2ˆ2-1))*sin(x(5)) + 1/(
k+1) - x(1);

15 F(2) = -x(3)*q2*sin(q2*2*pi) + x(4)*q2*cos(q2*2*pi) - ((q2ˆ2*p)/(q2ˆ2 - 1))*cos(x
(5)) - x(2)*q1;

16 F(3) = x(3)*cos(q2*2*pi*D) + x(4)*sin(q2*2*pi*D) - ((q2ˆ2*p)/(q2ˆ2-1))*sin(2*pi*D
+ x(5)) + 1/(k+1) - x(1)*cos(q1*2*pi*D) - x(2)*sin(q1*2*pi*D);

17 F(4) = (2*pi*k)/(k+1)*(1-D) + p*(cos(2*pi*D + x(5)) - cos(x(5)))*((q2ˆ2)/(q2ˆ2-1)
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- (k+1)) + (x(3)/q2)*(sin(2*pi*D*q2) - sin(2*pi*q2)) + (x(4)/q2)*(cos(2*pi*q2)
- cos(2*pi*D*q2));

18

19 syms wt p phi A2 B2 q2 k
20 alpha = (k*(wt - 2*pi*D))/(k+1) + p*(cos(2*pi*D + phi) - cos(wt + phi))*((q2ˆ2)/(

q2ˆ2-1)-(k+1)) + (A2/q2)*(sin(2*pi*D*q2) - sin(wt*q2)) + (B2/q2)*(cos(wt*q2) -
cos(2*pi*D*q2));

21 beta = int(alpha, wt, 2*pi*D, 2*pi);
22 ppsi = p*int(alpha*sin(wt + phi), wt, 2*pi*D, 2*pi);
23 eqn = diff(ppsi/beta, p);
24

25 F(5) = subs(eqn,[A2 B2 phi p k q2],[x(3) x(4) x(5) cons(5) cons(2) cons(4)]);

F Schematic, Layout and Embedded Code for Class EF

boards

The schematic and board layout for the initial prototype board is shown below, along with an

unpopulated aluminium etched board.

(a)

(b) (c)

Figure F.1: (a) Schematic of the Class EF Inverter and receiving side circuity, (b) Board layout, and
(c) Etched layout on a single layer Aluminium Board

The schematic and board layout for the externally constructed and populated boards is shown

below.
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(a)

(b) (c)

Figure F.2: (a) Schematic of the Class EF Inverter and receiving side circuity, (b) Board layout
highlighting the Top Layer, and (c) Board layout highlighting the Bottom Layer.

This ATmega32U4 is the main microprocessor chip on the Arduino Yún which was used to

generate a fast switching signal with a desired duty cycle. This chip is able to achieve quite high

frequency switching on its PWM pins (up to 96MHz) but at the cost of duty cycle resolution.

For a 1MHz signal, the duty cycle resolution was adequate, and the code to implement this

design is given below.

1 #include <avr/io.h>
2
3 void setup() {
4
5 pinMode(13,OUTPUT); //Ouput Pin for OC4A
6
7 PLLFRQ |= (1 << PLLTM0); // Pass the 48 MHz PLL clock straight

through to the Timer4 Prescale module
8 TCCR4A = (1 << COM4A1) | (1 << PWM4A); // Set the PWM output to OC4A
9 TCCR4D = (1 << WGM40); // Set the timer up for Phase and

Frequency currect PWM mode.
10 TCCR4E = (1 << ENHC4); // Activate Enhanced PWM mode
11
12 float period = 2; // Set Period; micro-seconds
13 float onTime = 0.6; // Set onTime; micro-seconds
14 unsigned int top; // Holds the register-equivelent period value
15 unsigned int match; // Holds the register-equivelent on time value
16
17 top = (unsigned int)(48 * period/2); // Set the period for Timer4
18 match = (unsigned int)(48 * onTime); // Set the on-time for the PWM
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19
20 // Assign the calculated values to the correct registers
21 TC4H = (top >> 8); // Set the high 3 bits of the timer period
22 OCR4C = (unsigned char)top; // Set the lower 8 bytes of the timer period
23
24 TC4H = (match >> 8); // Set the high 3 bytes of the timer on-time
25 OCR4A = (unsigned char)match; // Set the lower 8 bytes of the timer on-time
26
27 TCCR4B &= ˜(B00001111); // Clear the existing prescaler bits
28 TCCR4B |= 1; // Set the new prescaler value (1:1)
29 }
30
31 void loop() {}

G Analysis and Supplementary Figures of a Constant Output

Current Class EF Inverter Implementation

Once the ClassEF inverter was constructed, it was examined to ensure that the performance

was as expected. A Power source was supplied by a standard bench power supply

which was capable of delivering the v30V needed for Vi. A Tektronix TDS 3014B four

channel oscilloscope, capable of up to 100 MHz signal capture, was used in order to

view the signals probed. Due to the expected fast signal changes, a low capacitance

voltage probe was required in order to capture a good signal. An HP 10432A Probe

was used which had a rated capacitance of just 7.5pF. Furthermore, a Tektronic CT-2

current transformer with P6041 Probe was also used in order to capture the current

signal and display it on the oscilloscope. This was chosen as it had a very high

sensitivity (1mA/mV), good frequency response (1.2 kHz - 200 MHz) and adequate

operating range (up to 2.5A RMS). Finally, a FLIR One Gen 2 thermal imaging camera

smartphone attachment was used to view the thermal performance of the board. This

had a rated resolution of 0.1◦C and surface temperature capture range of -20 to 150◦C.

The circuit was initially checked to ensure that it was stable as expected with no load

on the output. A driving signal with an on-period duty cycle D of 30% was used to

drive the MOSFET for 30 minutes, both with and without the 12 VDC PC cooling fan.

The results are shown in Figure G.1.
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(a) (b)

(c)

(d)

Figure G.1: Oscilloscope traces at no load RL for (a) the drive signal from Arduino at 1 Mhz fs and
30% D (5V/div); (b) the voltage across the MOSFET VD (50V/div - red) and the input current Ii
(0.2V/div - green); (c) a close-up of the voltage across the MOSFET VD (50V/div - red) and the
Output current Io (1A/div - green); and (d) thermal images of Class EF circuit board after 30 minutes
operation without the cooling fan (left) and with the cooling fan (right).

The measured voltages and currents are within the expected range, and the heat

dissipation warranted the use of an aluminium board and cooling fan. A closed-loop

resonant receiver with a negligible resistive load was brought close to the transmitting

coil to observe the behaviour of the circuit. Figure G.2 illustrates how the voltage

waveform across the MOSFET changed as the resonant receiver approached.

Of note is that when the coils were in very close proximity, the transmitting circuit

lost its ZVS characteristic, and was operating suboptimally. It is noted that this may

have been do to the large cross-coupling effect between the two coils, changing the
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(a) (b)

(c) (d)

Figure G.2: Oscilloscope traces of the the voltage across the MOSFET VD (50V/div) as a resonant
receiver approaches the transmitting coil L3 from (a) 6cm through to (d) a few mm.

effective reactances in the transmitting circuit. Loaded receivers were then applied at

varying distances, each with different receiving resistances, and thus different values

of RL at similar coil separations. Figure G.3 shows the output waveforms at these

instances. Finally, Figure G.4 show WPT using an LED on the receiving circuit to

illustrate received power with different coil separation distances.

(a) (b) (c)

Figure G.3: Oscilloscope traces of the voltage across the MOSFET VD (50V/div - red); voltage across
the load RL (1V/div - magenta) and current through the load RL (1A/div - green) when the Load on
the receiver is (a) 8.2Ω (b) 1Ω (c) 0.1Ω, separated by the same distance away from the transmitting
coil L3.
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(a)

(b)

(c)

Figure G.4: Bench top images of the WPT system, illustrating power transfer through a high-power
LED when (a) no power is transmitted, (b) some power is transmitted to dim the LED and (c) sufficient
power is transferred to fully switch on the LED.
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