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Abstract

Ocean heat transport (OHT) has been proposed as a major driver of sea ice extent

on multidecadal timescales. This thesis brings new insight into the mechanisms

behind this relationship, with implications for uncertainties arising in simulations

of present and future climate with coupled general circulation models (GCMs).

Using a novel implementation of a zonally-averaged energy-balance model

(EBM), it is shown that sea ice is intrinsically more sensitive to ocean that at-

mospheric heat transport (AHT). The ratio of sensitivities to the two heat trans-

ports mainly depends on large-scale atmospheric radiation parameters. A simple

equation is derived relating changes in sea ice, OHT, and surface temperature,

revealing how the sea ice sensitivity to OHT arises from emergent constraints on

the top-of-atmosphere radiation balance.

Simulations by GCMs exhibit strong anticorrelation between poleward OHT

and sea ice extent in both hemispheres, applying to both internal and forced (fu-

ture) multidecadal variability. These relationships are captured and explained by

the aforementioned EBM equation. Different qualitative processes are exhibited

in each hemisphere, robust across 20 GCMs and with analogues in the EBM.

In the Arctic, OHT converges along the Atlantic sea ice edge, efficiently eroding

the ice edge and enhancing AHT to higher latitudes. Poleward OHT into the

Southern Ocean is released relatively uniformly under the Antarctic sea ice pack.

Under rising greenhouse-gas emissions, GCMs simulate a wide range of pro-

v



jected sea ice losses in both hemispheres. This is strongly related to biases in

the mean-state and future change of poleward OHT. These results motivate the

need for improved ocean representation in GCMs to better constrain future sea

ice projections.
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Chapter 1

Introduction and background

Sea ice plays many important roles in climate and is a notable metric of cli-

mate change. Understanding the long-term evolution of climate and informing

environmental policy largely relies on projections by coupled general circulation

models (GCMs). Yet, such models participating in the latest (sixth) phase of the

Coupled Model Intercomparison Project (CMIP6) exhibit significant inter-model

spread in their simulations of past, present, and future sea ice extent. To discern

the origins of this, an understanding of the large-scale drivers of sea ice on decadal

and longer timescales is required. This is a key step towards reducing uncertainty

in climate projections.

The focus of this thesis is the impact of ocean heat transport (OHT) on

sea ice extent on multidecadal timescales. Despite extensive evidence that larger

heat transported by the ocean towards the poles is associated with smaller sea ice

cover, there remain gaps in our theoretical understanding of the relationship and

its relevance to the aforementioned problem of inter-model spread. Specifically,

what are the factors setting and mechanisms underlying the sensitivity of sea ice

to OHT, how important is OHT compared to other climate processes, and to

what extent does OHT influence the rate of projected sea ice decline? This thesis

aims to address these questions, first by developing and analysing an idealised
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1 Introduction and background

energy-balance climate model to generate theoretical insight, and then applying

those results to the analysis of CMIP6 simulations.

This chapter starts with an overview of sea ice—its role in climate and the

wider Earth system (section 1.1.1), its simulation by GCMs (section 1.1.2), and

evidence for its physical drivers on multidecadal timescales (section 1.1.3). Sec-

tion 1.2 describes current understanding of OHT and its relationship with sea ice.

Next, the idealised energy balance model framework is explored in section 1.3,

providing scientific context and the starting point for a major part of the method-

ology in this work. Finally, the specific objectives of this research project are laid

out, and an outline of the remaining thesis structure is presented in section 1.4.

1.1 Sea ice in the climate system

1.1.1 Physical characteristics and importance

Sea ice is frozen sea water which, in the present-day climate, covers a substantial

area of the high-latitude oceans. Arctic and Antarctic sea ice exhibit dramatic

seasonality in extent, shaping the polar environment and affecting climate as

well as human and biological activity. Arctic sea ice extent has been in decline

in recent decades (Fig. 1.1, left), with significant attribution to anthropogenic

climate change (Notz and Marotzke, 2012). Antarctic sea ice has not shown such

a conspicuous trend, being insignificantly different from zero when considering

the period 1979–2020 (Fig. 1.1, right; IPCC, 2021), for which the underlying

reasons are not fully understood (Parkinson, 2019). This first section describes

the general physical properties and main roles of sea ice in the Earth system, to

emphasise the importance of understanding its drivers and how it responds to

climate change.

2



1.1 Sea ice in the climate system

A key large-scale impact of sea ice on climate is due to its high surface

reflectivity compared to ocean and bare land, such that it greatly contributes

to Earth’s albedo. Sea ice albedo depends on its physical properties (such as

thickness) and is affected by the presence of snow (increases) and melt ponds

(decreases; e.g., Flocco et al., 2012). When considering the large-scale energy

balance of the climate system as a whole, the planetary albedo becomes relev-

ant, in which atmospheric effects (i.e., clouds) significantly attenuate the surface

effects (Donohoe and Battisti, 2011). Still, this property gives rise to a major

positive feedback mechanism, in which melting of ice exposes ocean, increas-

ing absorption of shortwave radiation which reinforces the initial melting. This

ice–albedo feedback plays a significant role in amplifying future climate change

(Thackeray and Hall, 2019).

Sea ice acts as a physical barrier between the ocean and atmosphere, inhibit-

ing surface exchanges of heat, moisture, and momentum (Bourassa et al., 2013).

Thus, shrinking Arctic sea ice cover exposes more ocean, enhancing moisture

fluxes and leading to local increases in cloud cover (Kay and Gettelman, 2014;

Vihma, 2014; Huang et al., 2019) and precipitation (Bintanja and Selten, 2014;

Kopec et al., 2016). Ocean heat release associated with retreating Arctic sea ice

is a key part of the mechanism by which sea ice loss substantially contributes to

polar amplification (the greater increases in surface temperature at high latitudes

compared to that of the global mean in recent decades; Screen and Simmonds,

2010; Kim et al., 2016; Dai et al., 2019). Sea ice can affect global climate via

influences on the large-scale atmospheric circulation. For instance, some studies

link Arctic sea ice variability with mid-latitude precipitation via associated equat-

orward shifts in the mid-latitude jet stream (e.g., Screen, 2013; Ronalds et al.,

2018). Similar effects on the southern hemisphere jet are suggested to occur in

response to substantial Antarctic sea ice loss, although influences on precipitation

are limited to high latitudes (England et al., 2018).

3



1 Introduction and background

When sea water freezes, most of the salt content remains in the ocean, in-

creasing its water density and so contributing to deep water formation as part

of the ocean thermohaline circulation (e.g., Budikova, 2009). This and the asso-

ciated Atlantic meridional overturning circulation (AMOC) affect the transport

of heat around the globe (e.g., Rahmstorf, 2006, see also section 1.2.1). Some

studies suggest that long-term Arctic sea ice loss and the resulting freshwater

forcing could contribute to a weakening of the AMOC (Jahn and Holland, 2013;

Sévellec et al., 2017; Li et al., 2021). Expansion of Antarctic sea ice is thought to

partly explain ocean carbon uptake during the last glacial period by increasing

Antarctic deep water formation, and the consequent reduced mixing of deep and

shallow water masses (Bouttes et al., 2010; Ferrari et al., 2014).

While the basic physical properties of sea ice are the same in both hemi-

spheres, the two polar regions are geographically and oceanographically distinct,

leading to differences in behaviour and interactions with the ocean and atmo-

sphere. The Arctic Ocean is centred on the North pole, surrounded by the North

American and Eurasian continents, consisting largely of shallow, continental seas.

Primarily as a result of land constraints, the distribution of Arctic sea ice cover is

highly zonally-asymmetric (with some 20°N zonal variation in minimum latitude;

Bitz et al., 2005). In contrast, the Southern Ocean and its sea ice cover surrounds

the ice sheet-covered Antarctica, with no substantial land masses between 55°S

(the approximate southern-most latitude of South America) and the Antarctic

coast. The latitude of the Antarctic sea ice edge does not vary that much with

longitude, and the ice pack has greater mobility and a larger seasonal cycle in

extent compared with the Arctic. The oceanography of the two polar regions

also influences the nature of their sea ice covers. In the Arctic, rivers from the

surrounding continents input fresh water, while there is limited inflow from the

Atlantic and Pacific Oceans at lower latitudes (Serreze et al., 2006). The result

is a cold, fresh surface layer, separated from relatively warm, saline Atlantic and

4



1.1 Sea ice in the climate system

deeper Arctic waters by a strong halocline. Due to the strong vertical stability

of this setup, heat input from the Atlantic is largely prevented from reaching the

surface, effectively shielding sea ice from its influence (Rudels, 2012; Carmack

et al., 2015). In contrast, basal ocean heat fluxes are a key driver of Antarctic

sea ice. The Southern Ocean is a major site of deep water upwelling, closing

the inter-hemispheric overturning circulation (Marshall and Speer, 2012; Watson

et al., 2013). This particularly affects the winter Antarctic sea ice cover, via the

entrainment of heat into the mixed layer which slows the vertical sea ice growth

rate (e.g., Wilson et al., 2019). Typical ocean–ice heat fluxes under Antarctic sea

ice are ∼ 30 W m−2, while only a few W m−2 under the central Arctic sea ice

pack, largely explaining the existence of thicker, multi-year ice in the latter but

not the former (Maksym, 2019).

Recent trends in sea ice extent feature prominently in public communication

on anthropogenic climate change (Hardy and Jamieson, 2016; Christensen and

Nilsson, 2017). This is in some part due to the impact of sea ice on human

activity. An increasingly sea ice-free Arctic Ocean, for instance, enables shorter

trans-Arctic shipping routes, carrying political and economic implications (Ho,

2010; Melia et al., 2016; Askenov et al., 2017). Another aspect is the integral role

of sea ice in polar wildlife. For example, the increasingly early melt onset in the

Arctic negatively impacts survival of polar bears (Regehr et al., 2010). Although

Antarctic sea ice as a whole has not experienced the same long-term decline as the

Arctic, regional changes in its seasonality are thought to disrupt the marine food

web (e.g., by altering the timing of primary production; Raymond et al., 2009).

However, owing to the disparity between observations and model simulations,

and the wide spread in future estimates by the latter, the ongoing implications

for Southern Ocean ecology remain uncertain (Massom and Stammerjohn, 2010).
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1 Introduction and background

1.1.2 Simulation and projections by GCMs

Figure 1.1 shows sea ice extent, Si (total area with at least 15% sea ice cover-

age), in the historical (1850–2014; Eyring et al., 2016) and Tier 1 ScenarioMIP

(2015–2100; O‘Neill et al., 2016) experiments based on 15 CMIP6 models.1 In the

Arctic, models tend to capture the observed decline in annual mean and Septem-

ber sea ice extent. However, there is substantial inter-model spread, indicated

by the standard deviation across models, which widens as the simulations extend

into the late 21st century. The standard deviations of all four future scenarios

overlap in summer. This translates into significant uncertainty on the rate of

further ice loss, notably on the timing of the first sea ice-free Arctic summer.

Following Senftleben et al. (2020), this is defined as the first year of the first con-

secutive 5 yr period with sea ice extent less than 1 × 106 km2, and is computed

for 17 CMIP6 models and plotted in Fig. 1.2. This shows that there is a wide

range (several decades) in both the mean estimates across models and across en-

semble members of individual models, and the considerable overlap of scenarios

is evident. For the SSP1-2.6 (low emissions) scenario, the range of estimates is at

least 80 yr (8 models have simulations with summer sea ice remaining in 2100).

The lack of emergence of a coherent picture from the multi-model ensemble casts

doubt on the reliability of projections by state-of-the-art models.

On average, models simulate retreating Antarctic sea ice, at odds with ob-

servations. Inter-model spread in Antarctic sea ice is about twice that of the

Arctic, and is as large in the historical period as in the future. Five of the models

listed in Fig. 1.2 already simulate a seasonally sea ice-free Southern Ocean in the

historical period, while 8 have substantial summer sea ice extent at the end of the

21st century. These uncertainties in sea ice projections propagate into those of
1The ScenarioMIP experiments are labelled SSPi-j, where i is the Shared Socioeconomic

Pathway (SSP) and j is the 2100 global-average radiative forcing. For the purposes of this
thesis, details underlying the SSPs are not important and these experiments can be simply
thought of as different degrees of future warming.
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Figure 1.1: Historical simulations and future projections of (left) Arctic and (right)
Antarctic sea ice extent, Si, in 15 CMIP6 models, for four emission scenarios [SSPi-j,
where i is the scenario label and j is the 2100 nominal, global-average radiative forcing
(W m−2)]. See Fig. 1.2 for the models included. Top panels show the annual mean and
the bottom panels show the summer time series. Solid lines are multi-model means of
ensemble means, and shading indicates one standard deviation across ensemble means.
Observations are taken from the National Snow and Ice Data Center (NSIDC).

other climate metrics such as surface temperature and precipitation (Bracegirdle

et al., 2015).

The inter-model spread shown in Fig. 1.1 for CMIP6 models is comparable in

magnitude to that in previous-generation model simulations (SIMIP Community,

2020; Roach et al., 2020), and the problem is not limited to 21st century projec-

tions. Marzocchi and Jansen (2017) find that model differences in Antarctic sea

ice in CMIP5 simulations of the last glacial maximum (about 21 thousand years

ago) contribute to uncertainty in the state of the ocean circulation at that time.

This, for example, hampers understanding of the ocean role in CO2 sequestration

in such climates. Kageyama et al. (2021) show that Arctic sea ice differences
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Figure 1.2: Projected timings of transition to a seasonally sea ice-free Arctic in CMIP6
models, ordered by that of SSP5-8.5. This is defined as the first year of the first con-
secutive 5 yr period for which the September sea ice extent is less than 1×106 km2

(following Senftleben et al., 2020). Circles are ensemble means, and horizontal lines in-
dicate the range of ensemble members, for each model. Half circles at 2100 indicate that
sea ice remains in September at the end of the SSP simulation. Some of these models
do not provide simulations for some of the ScenarioMIP experiments (see Table 5.1).

across CMIP6 simulations of the last inter-glacial period is larger than that of

the corresponding pre-industrial (PI) control simulations. Understanding what

causes inter-model spread thus remains an important step towards improving

reliability of climate model simulations.

Possible factors contributing to inter-model spread are internal variabil-

ity (fluctuations and the resulting ensemble divergence arising from the chaotic

nature of the climate system), biases in atmosphere and ocean forcing, and the

tuning and physical shortcomings of sea ice model components (Notz et al., 2016).

Internal variability has been shown by Swart et al. (2015) to be sufficiently large

to account for the discrepancy between the CMIP5-modelled and observed Arctic

sea ice decline, and its contribution to the total uncertainty in future projections

is comparable to that of inter-model spread. It has also been frequently suggested
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1.1 Sea ice in the climate system

to explain why most models do not capture the observed behaviour of Antarctic

sea ice (Zunz et al., 2012; Polvani and Smith, 2013; Olonscheck and Notz, 2017;

Singh et al., 2019). This rests on the notion that the observed (lack of) trend

is a realisation of an extreme member of the hypothetical real-world ensemble of

climate trajectories. There is some support for this: for example, Meehl et al.

(2016) show that deepening of the Amundsen Sea low, associated with regional

sea ice expansion, is driven by a shift to a negative phase of the interdecadal

Pacific oscillation. Liu et al. (2013) showed that a dramatic reduction of the

spread in the projected timing of an ice-free Arctic summer could be made by

sub-sampling CMIP5 simulations best reproducing the observed sea ice trend. In

terms of future-projection uncertainty, internal variability accounts for a substan-

tial proportion (∼ 50%), while scenario uncertainty only becomes important at

the end of the 21st century and beyond (Roach et al., 2020; Bonan et al., 2021,

and roughly apparent in Fig. 1.1).

On the tuning of sea ice model components, Eisenman et al. (2007) find

that small adjustments in sea ice model parameters in GCMs intended to im-

prove comparisons to observations often carries the cost of effectively cancelling

errors arising from deficiencies in the atmospheric model. This means that mod-

els comparing well to observations in certain metrics such as winter Arctic sea

ice thickness may do so for invalid reasons. It is difficult to quantify the contri-

bution of this to projection uncertainty because modelling centres use different

procedures for tuning (Mauritsen et al., 2012; Notz, 2015; Hourdin et al., 2017).

The different representations of sea ice physics in models could also contribute to

inter-model spread. Holland et al. (2010) find that CMIP3 models with thicker

Arctic sea ice in the historical period tend to simulate more melt in the 21st

century, related to the underlying ice thickness distribution. Keen et al. (2021)

evaluate the Arctic sea ice mass budget in CMIP6 models. They do find rela-

tionships between, for example, specific melt-pond parameterisation schemes and
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1 Introduction and background

surface melt rates, but long-term changes in budget components across models

are mostly a function of the mean ice state in response to climate change. This

could suggest that physical differences between sea ice components of GCMs are

less important than external drivers (i.e., atmosphere and ocean) on timescales

relevant to long-term projections.

1.1.3 Multidecadal drivers

The previous section highlighted internal variability as a large contributor to un-

certainty in future sea ice projections. But for sea ice extent specifically, what

drives that variability? The influence of atmospheric and oceanic variability on

that of sea ice has been investigated using observations and models. Using histor-

ical and paleoproxy records, Miles et al. (2013) show that Atlantic multidecadal

variability (AMV) is strongly connected to variations in Atlantic sea ice extent,

and suggest that this relationship is likely relevant to the rate of present-day sea

ice loss. This is exhibited by GCMs, which show that positive anomalies in the

meridional overturning circulation lead to Arctic sea ice loss via increased OHT

(Mahajan et al., 2011; Day et al., 2012). On the other hand, Castruccio et al.

(2019) highlight the effect of AMV-associated shifts in the atmospheric circulation

on pan-Arctic sea ice loss, which occurs regardless of changes in OHT.

In paleoproxy reconstructions of the Southern Ocean over the last two mil-

lennia, repetitive El Niño and persistent positive phases of the southern annular

mode (SAM) correlate with negative anomalies in Antarctic sea ice extent on

multidecadal timescales (Crosta et al., 2021). Some studies suggest weakening

of Southern Ocean convection over recent decades could account for observed

increases in Antarctic sea ice (over the period 1979–2012; Zhang et al., 2019),

while the sharp decrease since 2016 is mediated by upper ocean warming (Meehl

et al., 2019), as a delayed effect in response to positive SAM (Ferreira et al., 2015;
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Kostov et al., 2017). Goosse and Zunz (2014) describe how a positive feedback

involving a reduction of the vertical oceanic heat flux sustains positive Antarctic

sea ice anomalies on decadal and longer timescales in a GCM control simulation.

The ocean thus seems to play a key a role in both hemispheres, suggesting

the hypothesis that ocean biases within and/or across models could explain a

significant proportion of inter-model spread. There is support for this in some

model intercomparison studies. In CMIP3 historical simulations, Mahlstein and

Knutti (2011) find a significant anticorrelation between OHT and Arctic sea ice

extent across models. They also find that models with larger OHT have larger

Arctic amplification in future simulations. A similar result is found for CMIP5

models by Nummelin et al. (2017), while Burgard and Notz (2017) find that

future sea ice loss is mainly driven by OHT in about half of a sample of CMIP5

future projections (the other half being mainly driven by net atmospheric surface

fluxes). These strongly motivate the need for a deeper understanding of how

OHT impacts sea ice and how important it is compared to other processes. The

next section describes processes giving rise to OHT in the real world, compares

it to atmospheric heat transport (AHT), and discusses previous studies which

directly examine the impact of OHT and AHT on sea ice extent.

1.2 Ocean heat transport

1.2.1 Qualitative description

One of the main effects of the ocean circulation in climate is heat redistribution.

Meridional OHT arises due to water masses being transported at different depths

and/or latitudes with different temperatures (i.e., heat content). Large-scale

features of the ocean circulation can then be broadly attributed to OHT. Notably,

the AMOC leads to an inter-hemispheric northward heat transport that accounts
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1 Introduction and background

for roughly half the Atlantic OHT and roughly a quarter of the global OHT.

The rest of the global OHT is primarily effected by the wind-driven gyres of the

Atlantic and Pacific Oceans (Boccaletti et al., 2005; Ferrari and Ferreira, 2011).

The effect of OHT interacts with the atmosphere via air–sea fluxes, Fs (pos-

itive upwards), which follows from energy conservation:

∂Eo

∂t
+ Fs + div OHT = 0, (1.1)

where Eo is the column-integrated ocean heat content and t is time. In other

words, anomalous OHT divergence either decreases the local heat content (lowers

its temperature) or is balanced by reduced heat loss to the atmosphere via Fs (or

both). On long timescales the heat content tendency is small or zero, such that

OHT divergence is effectively equivalent to Fs. Forget and Ferreira (2019) take an

ocean reanalysis [Estimating the Climate and Circulation of the Ocean (ECCO)

version 4; Forget et al. (2015)] and decompose OHT into divergent and rotational

parts. The rotational part has, by construction, zero divergence so would drop

out in Eq. (1.1). The other, divergent component thus allows the identification of

basin contributions to the total meridional OHT, while removing ‘heat loops’ that

are real parts of the ocean circulation but do not ultimately contribute to OHT.

The result of their decomposition is reproduced in Fig. 1.3a. The Pacific Ocean is

the dominant contribution to OHT and is poleward at all latitudes. Only in the

mid northern latitudes does the Atlantic exceed the Pacific (attributable to the

Gulf stream), while the Indian Ocean contributes to the poleward heat export

in the southern hemisphere. Poleward of 60°N/°S, the majority of heat release

occurs in the Pacific sector.
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Figure 1.3: Independent estimates of ocean and atmospheric heat transport (OHT
and AHT respectively) from reanalyses. (a) Global OHT (thick, dark blue) and basin
OHT components (thin, light blue) derived from ECCO version 4 by Forget and Ferreira
(2019). (b) The same estimate of global OHT (blue) plotted with AHT (red, derived
from ERA-Interim by Liu et al., 2018) for comparison. Both are averaged over 1992–
2011. Their sum is shown in black. 1 PW = 1015 W.

1.2.2 Comparison with atmospheric heat transport

Net OHT is small compared to AHT, except in the deep tropics where it is the

slightly greater contribution to the net meridional heat transport (MHT); see

Fig. 1.3b. In the tropics, poleward AHT is primarily driven by the mean meri-

dional overturning circulation of the Hadley cells; in the extratropics transient

eddies are the dominant contribution to AHT (Armour et al., 2019). The lat-

itudinal distribution of OHT is significantly skewed, peaking at about 15°N/°S,

compared to AHT, which peaks at about 45°N/°S.

Since the atmosphere and ocean are coupled via Fs, the AHT and OHT

are not independent. Bjerknes (1964) proposed that if top-of-atmosphere (TOA)

fluxes do not change much in steady state, then the total MHT cannot change,

and therefore increases in OHT must be balanced by the equivalent decrease in

AHT. Due to the sparseness of long-term oceanic observations it is currently

difficult to investigate directly whether Bjerknes compensation (BC) occurs in

the real world; however, Liu et al. (2020) show that it exists in several different
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1 Introduction and background

reanalysis products, and it is exhibited by coupled GCMs (e.g., Outten et al.,

2018).

1.2.3 Relationship with sea ice

Extensive evidence exists for the impact of OHT on sea ice. In the classic ocean

circulation GCM experiments of Winton (2003), when varying prescribed ocean

current strengths by ±50% around ∓30% change in sea ice extent occurs, des-

pite compensating responses of comparable magnitude in AHT. An ocean energy

budget analysis using the Community Climate System Model (CCSM) carried out

by Bitz et al. (2005) showed that OHT convergence (OHTC) ∼ 100 W m−2 is the

main factor controlling the location of the sea ice edge in present-day conditions.

Furthermore, they find that in response to CO2 forcing there is an associated re-

duction of OHTC following the ice edge, implying that the rate of loss of sea ice

is less than would otherwise be expected in a warming climate. In future climate

simulations by the CMIP5 EC-Earth model, Koenigk and Brodeau (2014) find

that OHT is largely lost to the atmosphere in the Atlantic sector and contributes

to atmospheric warming, but direct melting by ocean heat does not occur in the

central Arctic. Singh et al. (2017) analysed an updated version of CCSM finding

that, in response to doubling CO2, OHTC shifts poleward, coincident with sea ice

retreat. They also highlight the ocean’s role in enhancing polar amplification (by

heat release warming the high latitudes, as in Koenigk and Brodeau, 2014), and

how this is controlled by the partitioning of the total MHT into its atmospheric

and oceanic components. Using the CMIP6 version of EC-Earth, Docquier et al.

(2021) run perturbed northern hemisphere sea surface temperature experiments

and find proportionate reductions in sea ice extent occur via basal melt. Analyses

of the large ensemble simulations in the Community Earth System Model (CESM)

find that atmospheric effects become more important than oceanic effects when
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the sea ice cover is initially smaller (Auclair and Tremblay, 2018; Årthun et al.,

2019).

Links between OHT and sea ice are also found in radically different climates

of the distant past. In a coupled GCM with idealised land geometry, multiple

sea ice states are exhibited, including one with sea ice extending into the mid-

latitudes. This exotic state (which could be representative of the last glacial

maximum) is stabilised by large OHTC near the ice edge, opposing the albedo

feedback and preventing expansion of the ice cover (Ferreira et al., 2011, 2018).

Similar results are found in simulations of the Neoproterozoic era (∼ 500 Myr

before present). Poulsen and Jacob (2004) identify the wind-driven ocean cir-

culation as a key mechanism preventing global sea ice cover in a coupled-model

simulation, while Rose (2015) shows that, in both comprehensive and idealised

models, tropical ice caps can be supported by OHTC ∼ 100 W m−2—comparable

in magnitude to that found in simulations of present-day climate.

There are fewer examples in the literature of links between AHT and ice

extent on climatic time and spatial scales. Thorndike (1992) presents an ideal-

ised single-column model of sea ice in thermal equilibrium with the atmosphere

and a prescribed ocean heat flux. An increase of around 30 W m−2 in AHT

convergence (AHTC) was sufficient to generate a transition from present-day to

perennially-ice-free climate. However, this being a single-column model makes it

difficult to infer the impact of AHT on ice extent. Atmospheric heat transport

has been identified as a mechanism of polar amplification, although only a signi-

ficant driver when the sea ice extent is fixed, playing a minor role (in terms of the

equilibrium climate response) when the surface albedo feedback is active (Alexeev

and Jackson, 2012). Other studies point to the influence of the atmosphere on sea

ice extent on interannual timescales through feedbacks associated with enhanced

moisture transport in the northern hemisphere (Kapsch et al., 2013; Olonscheck

et al., 2019), and via large-scale modes of variability in the southern hemisphere
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(Yuan, 2004; Simpkins et al., 2012; Serreze and Meier, 2019).

The question of the relative roles of AHT and OHT in setting sea ice extent

has been partially addressed in previous studies. The aforementioned work by

Thorndike (1992) found that the ice thickness was about twice as sensitive to basal

(i.e., oceanic) than surface (i.e., atmospheric) heating. Eisenman (2012), also

using a single-column model but of a different formulation, derived an expression

for the enhanced rate of ice growth due to basal versus surface heating in terms

of a single climate-feedback parameter, suggesting that the ocean is always a

more effective driver of sea ice growth than the atmosphere. Singh et al. (2017,

supplemental material) used an atmosphere–ocean box model to show that OHTC

is a more effective driver of surface warming than AHTC, although there is no sea

ice in their model. However, these results cannot be generalised to the impacts

on sea ice extent due to the lack of latitudinal variation in those models.

1.3 Energy Balance Models

Latitudinally-varying energy balance models (EBMs) are highly idealised, zonal-

average climate models constructed from simple parameterisations of large-scale

physical processes. These include, at minimum: solar radiation, outgoing long-

wave radiation (OLR), and net MHT. This basic configuration provides a frame-

work that can be easily expanded with more detailed physics as required. Such

conceptual models are useful for understanding the behaviour of the climate sys-

tem that cannot always be inferred from the complex output of GCMs. This is

due to their relative simplicity, such that parameter sensitivity experiments can

be rapidly generated and there is scope for analytical relationships to be derived.

Section 1.3.1 provides theoretical background on the EBM framework, an

extension of which constitutes a major part of the methodology in this thesis.
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The classic diffusive EBM is presented, demonstrating how it can be used to

estimate the sensitivity of the ice cap to MHT. This motivates the use of an

EBM (with enhanced ocean and sea ice representation) to study the impact of

OHT on sea ice extent. Section 1.3.3 then summarises more recent applications

of EBMs, both to emphasise their ongoing utility and to identify improvements

to EBMs in existing literature required for the purposes of the present work.

1.3.1 The diffusive EBM: formulation

The steady-state, annual-mean climate of one hemisphere is determined by a

single variable Ts (x), the zonal-average, near-surface air temperature as a func-

tion of x = sinφ, where φ is latitude. At each latitude, net solar radiation is bal-

anced by OLR and divergence of MHT. Of particular interest here is the MHT

being modelled as diffusion of Ts (x), as implemented by North (1975a). The

OLR is approximated as a linear function of Ts (x), and the net solar radiation

is the product of the TOA incident solar radiation, QS (x), and the planetary

coalbedo, a (x, xi), where Q is one quarter of the solar constant,2 S (x) is the nor-

malised distribution of incident solar radiation, and xi = sinφi is the location of

the ice edge. The EBM is then expressed by the following second-order ordinary

differential equation in Ts (x):

− d
dx

[
D
(
1− x2

) dTs (x)
dx

]
︸ ︷︷ ︸

MHT divergence

+ A+BTs (x)︸ ︷︷ ︸
OLR

= QS (x) a (x, xi)︸ ︷︷ ︸
solar radiation

, (1.2)

where D is a diffusion coefficient, and A and B are constants. Horizontal heat

transfer is given by −D∇Ts (x), the divergence of which evaluates as the first

term on the left-hand side (LHS) of Eq. (1.2). North and Coakley (1979) showed

2The factor of 4 arises from the ratio of Earth’s cross-sectional area normal to the solar flux,
πR2

E, and its irradiated surface area, 4πR2
E, where RE is the Earth radius.
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that the real distribution of TOA solar radiation is well approximated by:

S (x) = 1 + S2P2(x) (1.3)

where P2 is the degree-2 Legendre polynomial and S2 is a fitted amplitude. This

is shown in Fig. 1.4a, where Eq. (1.3)—with S2 = −0.48 and multiplied by the

present-day value of Q = Q0 = 340 W m−2—almost overlaps the observed profile.

The ice edge location, xi = sinφi, is defined by assigning it a temperature

Ti ≡ Ts (xi). Besides the albedo effect, there is no sea ice physics in this model,

so here xi is an ice-cap edge representing collectively the zonal-mean extent of ice

sheets, sea ice, and the permanent snow line. The dependence of the coalbedo

on xi introduces non-linearity into the system. In its simplest form, the coalbedo

is a step function such that a = af for x < xi (ice free) and a = ai for x > xi

(ice covered). This extreme transition strongly contributes to the emergence of

the small ice cap instability (SICI), where solutions with high φi are unstable

with respect to perturbations in Q (North, 1984). Since the SICI is not robustly

exhibited by GCMs (Winton, 2006; Ridley et al., 2008, 2012; Tietsche et al., 2011)

and stability is not the focus of this thesis, here the albedo transition across the

ice edge is smoothed using the error function:

a (x, xi) = af + ai

2 − af − ai

2 erf
(
x− xi

δx

)
, (1.4)

where δx is a characteristic smoothing scale. This eliminates the SICI (see sec-

tion 1.3.2) and with appropriate choices of ai, ao, and δx, Eq. (1.4) gives a good

representation of the net shortwave flux (Fig. 1.4a).

Equation (1.2) is subject to MHT = 0 boundary conditions at the equator

(x = 0) and pole (x = 1), and is then solvable analytically (Held and Suarez,

1974; North, 1975a). The derivation and mathematical details of the solution are
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omitted here (it is not relevant to the extended EBM developed in this thesis

which must be solved numerically). In short, Ts can be expressed as an infin-

ite series of even-order Legendre polynomials with coefficients depending on the

model parameters. The series can be rearranged to express the hysteresis curve,

Q (xi) [North (1981) provides a summary of these equations]. It is sufficient to

truncate the series at the second-order term (North, 1975b).

Figure 1.4 shows the terms in Eq. (1.2) for a solution comparable to the

typical present-day climate. Parameter values are tuned from those of North

(1981), by at most a few percent each, to improve the comparison to present-day

northern hemisphere conditions as derived from ERA-Interim reanalysis data

(Dee et al., 2011) averaged over 2008–2018. The present day zonal-mean sea

ice edge is about 71°N, at which the zonal-mean surface temperature is about

−5°C (Figure 1.4b), so this is used for Ti rather than −10°C as in North (1981).

Figure 1.4b shows that Ts (φ) in this solution of the EBM is a good idealisation

of the observed profile.

Figure 1.4c compares OLR in the EBM to the real world. Poleward of about

30°N the distribution is correct, verifying the linear relationship with Ts, although

there is an offset of about 10 W m−2. The linearisation of OLR about Ts is origin-

ally due to Budyko (1969), who found such a relationship in observations. The

relationship does not hold well in the tropics, where deep convective clouds sub-

stantially modify the OLR, and this breakdown is apparent in Fig. 1.4c. Outside

of the tropics, the linearisation has been shown to be a robust property of the

climate valid over the typical range of Earth surface temperatures, arising from a

cancelling of the non-linearity of the Stefan–Boltzmann law (i.e., OLR ∼ T 4
s ) by

increased absorptivity of water vapour with temperature (Koll and Cronin, 2018;

Zhang et al., 2020). For extratropical applications, it remains a powerful way of

simplifying the representation of atmospheric radiation, and has also been used

for turbulent and downwelling longwave fluxes in multi-layer EBMs (i.e., with
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Figure 1.4: A solution of the diffusive EBM with smoothed coalbedo,
Eqs. (1.2–1.4). Quantities in the EBM are shown by solid lines, and those for
the present-day northern hemisphere state (derived from ERA-Interim, 2008–2018)
are shown by dashed lines. (a) Incident solar radiation (upper curves; Q0S in
the EBM) and net downward solar radiation (lower curves; Q0Sa in the EBM).
(b) Surface temperature. Vertical lines indicate the ice edge, φi. (c) Outgoing long-
wave radiation (OLR; A + BTs in the EBM). (d) Meridional heat transport (MHT;
1 PW= 1015 W; proportional to D∇Ts in the EBM). Parameter values generating this
solution: Q = Q0 = 340 W m−2, D = D0 = 0.57 W m−2 °C−1, A = 208 W m−2,
B = 1.9 W m−2 °C−1, ai = 0.42, af = 0.71, and δx = 0.1.

coupled surface and mid-tropospheric temperature profiles; Rose and Marshall,

2009; Rose, 2015).

Although diffusion of temperature is not the real mechanism of MHT, in the

extratropics the total MHT is mostly attributed to atmospheric transient eddies

which act to macroscopically diffuse heat poleward (Armour et al., 2019). This

parameterisation thus produces a good approximation of the MHT at mid–high

latitudes, but not in the tropics where the Hadley circulation is the dominant

contribution to AHT (Armour et al., 2019) and OHT is comparable in mag-

nitude (Trenberth and Fasullo, 2017), neither of which behave diffusively. This

can be seen in Fig. 1.4d: the MHT distribution in the EBM is generally ac-

curate on a hemispheric scale, with a peak of the correct order of magnitude
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1.3 Energy Balance Models

at the correct latitude (about 35°N). However, the EBM does not reproduce the

cross-equatorial transport due to boundary conditions, and the inadequacy of the

diffusion parameterisation at low latitudes leads to a smoother, more symmetric

profile compared to observations.

1.3.2 The diffusive EBM: insights

Although ice-cap stability is not the theme of this thesis, it is worth a brief

description for its historical significance in terms of EBM development, and as

demonstration of how such a simple system generates physical insight. By varying

Q relative to the default, present-day value Q0, one or more solutions for the

climate state, represented by xi, can be found. Figure 1.5a shows the resulting

curves of Q (φi), repeated for various values of D. With respect to variations

in Q, solutions are stable if ∂φi/∂Q > 0 and unstable if ∂φi/∂Q < 0 (Budyko,

1972; Cahalan and North, 1979). Variation of Q could be interpreted literally

as a change in mean solar flux, or as a proxy for the radiative forcing arising

due to changing atmospheric composition (such as greenhouse gases or volcanic

dust; Sellers, 1969). These curves suggest the existence of multiple equilibria

for given Q. For instance, at Q = Q0 and D = D0, Fig. 1.5a shows there are

completely ice covered (φi = 0°N), polar ice cap (φi ∼ 70°N), and tropical ice

cap (φi ∼ 10°N) solutions, although the last is unstable. Completely ice free

(φi = 90°N) solutions also exist for slightly increased D or Q. If the coalbedo is

represented as a step function, the polar ice cap is unstable (thin, grey curves in

Fig. 1.5a). This occurs because the albedo feedback is stronger, i.e., the increase

in absorbed solar radiation with an increase in Q is proportional to (ao − ai) in

the step-function case, whereas in the smoothed case this is reduced by a factor

depending on the smoothing scale δx and the functional form of the smoothing

(North, 1984). The multiple states hypothesised by the EBM have since been
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Figure 1.5: (a) Diffusive EBM ice cap hysteresis curves, φi (Q), for various diffusivities,
D. Solid (dashed) lines indicate stable (unstable) solutions. Thick curves are solutions
using smooth albedo, Eq. (1.4); thin, grey curves are that when the albedo is a step
function across the ice edge, producing the small ice cap instability at high latitudes.
(b) Stable φi solutions as a function of D for Q = Q0. (c) φi as a function of MHT
convergence averaged over the ice cap, h, generated by varying D. An ordinary least
squares (OLS) regression line to points with 0.5 ≤ D/D0 ≤ 0.9 is fitted, which has
slope 0.46°N (W m−2)−1.

discovered in comprehensive GCMs, including the tropical ice cap solution which

is rendered stable by strong OHT counteracting the albedo feedback (Ferreira

et al., 2011, 2018; Rose, 2015). The tropical state becomes stable in EBMs when

explicit OHT is included (Rose and Marshall, 2009; Rose, 2015).

The Q (xi) curve is strongly sensitive to D at high latitudes, such that the

stable ice caps comparable to present-day conditions disappear after about a 10%

increase in D (Fig. 1.5b). Increasing D enhances the poleward heat transport

efficiency via implicit changes to the processes contained within D—for example,

a strengthening of the mean meridional overturning circulation. The retreat of

φi with increased D in Fig. 1.5b therefore implies a sensitivity of the ice cap to

the MHT. Figure 1.5c plots the set of stable solutions as a function of h, the

MHT convergence averaged over sea ice, as D varies, and suggests that the ice

cap edge retreats by about 0.5°N per 1 W m−2 of MHT converging over the ice
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1.3 Energy Balance Models

pack. This result is limited, mainly because this EBM does not separate MHT

into ocean and atmospheric components. This point is addressed in the first part

of this thesis, building upon recent studies (discussed in the next section), and

ultimately deriving new estimates of this sensitivity to OHT and AHT separately.

1.3.3 EBM variants

An important example of an EBM with extended physics is that of Wagner and

Eisenman (2015), who incorporate a simplified single-column sea ice model (Eis-

enman and Wettlaufer, 2009) and seasonality into that of the diffusive EBM.

This introduces sea ice thickness, Hi, renewing the definition of φi as the min-

imum latitude where Hi = 0. Also, φi now specifically represents the sea ice edge,

as opposed to the ice cap edge that it was before the introduction of sea ice phys-

ics. Further details of this model are given in section 2.1.3, but in short, sea ice

is held at the freezing temperature, Tf , at the base, and diffuses heat vertically,

with thermal conductivity ki, assuming a linear variation in temperature up to

the surface (Ts). The EBM is still one-dimensional, but requires a representation

of OHT to enable sea ice basal melt. This is achieved by introducing a constant,

uniform OHTC, denoted Fb (“basal flux”; Fig. 1.6a). The purpose of this model

was to demonstrate that seasonality and MHT strongly influence sea ice stabil-

ity, bridging the gap between low-order EBMs and high-order GCMs. Although

it did not matter in this particular application, in general the representation of

OHTC as a constant, Fb, is crude, because it does not represent the real-world

meridional structure of OHT (Fig. 1.3a) and is a global heat source. Variation of

Fb is therefore likely to overestimate the sensitivity of the sea ice cover to OHT.

The result of varying Fb in this model is shown in Fig. 1.6b—indeed, the slope of

the annual mean φi versus Fb is about four times larger than that in the standard

diffusive EBM (Fig. 1.5c).
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Figure 1.6: (a) Schematic of the 1D diffusive EBM (top) with added sea ice thickness,
Hi, and prescribed OHTC, Fb (bottom) of Wagner and Eisenman (2015; adapted from
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ice thermal conductivity, ki. (b) Sensitivity of φi to Fb in this model.

Rose and Marshall (2009) explored a series of EBM extensions with increas-

ingly complex representations of OHT, starting from a two-layer diffusive model

(i.e., separate diffusive heat transport for the atmosphere and ocean), and end-

ing with a complex parameterisation of the wind-driven gyres in an interactive

energy–momentum balance model. These models all demonstrate the importance

of OHT in maintaining sea ice cover. For example, the first model does not allow a

tropical sea ice edge because the diffusive parameterisation leads to a broad OHT

distribution like that in Fig. 1.4d (which is not realistic for OHT), whereas the

more complex models with gyre parameterisation do. They also found that the

inclusion of dynamics is not needed for the mechanism in which OHT maintains

the sea ice cover. These variants do not include sea ice thickness. Rose (2015)

used, effectively, the EBM of Wagner and Eisenman (2015) but allowed Fb to

depend on φ, with a functional form better representing the real-world distribu-

tion of OHT (in particular, with a peak in the tropics rather than mid-latitudes).

However, here the OHT and AHT do not interact (since OHT is prescribed).

Examples of recent EBM applications in other contexts include Hwang and

Frierson (2010), who use a modified version of Eq. (1.2) representing transport
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1.3 Energy Balance Models

of atmospheric moist-static energy (by allowing the gradient term in Eq. 1.2 to

depend on specific humidity as well as temperature), to interpret CMIP3 inter-

model spread in future poleward AHT. A similar model has been used to study

Bjerknes compensation—essentially by imposing OHT as a perturbation and ex-

amining the AHT response—developing expressions relating the rate of compens-

ation to the climate feedback parameter (Liu et al., 2016, 2018). Roe et al. (2015)

show that the EBM captures the surface temperature response to local climate

feedbacks as simulated by GCMs, enabling the attribution of tropical-feedback

uncertainty across GCMs to the global surface temperature uncertainty, while

polar feedbacks mostly affect the regional uncertainty. Finally, Siler et al. (2018)

add a parameterisation for the Hadley circulation to the EBM, and use it to ex-

plain how spatial variations in factors such as radiative feedbacks and ocean heat

uptake contribute to GCM biases in the hydrological-cycle response to climate

change.

1.3.4 Limitations and summary

This section has given an overview of the EBM framework, demonstrating that

it is capable of mimicking the real world climate and generates useful physical

insight. Given that they address the large-scale climate, work better in polar re-

gions, and naturally incorporate MHT and ice extent (through φi), the suitability

of an EBM for investigating the impact of OHT on sea ice extent is clear. Many

of the principles described in this section—such as the OLR parameterisation

and use of parameter sensitivities to modify heat transport—are applied in the

implementation (chapter 2) and analysis (chapter 3) of a new EBM in the first

part of this thesis.

While the EBM approach has major advantages, particularly in reducing

a complex problem down to the essential physics, there are some limitations
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which should be acknowledged. Simple examples include that EBMs are not

well suited to smaller spatial- and time-scale processes, and can rapidly become

too complex (defeating their purpose) if zonal variation needs to be explicitly

accounted for (e.g., with the addition of land). They require, upfront, a choice of

what physical processes need to be included, and how to effectively parameterise

them. There is also a limit in relating their behaviour to the real world: although

Fig. 1.4 shows that the classic EBM is able to reproduce typical climate metrics,

this does not necessarily mean that, for instance, the sensitivity in Fig. 1.5c is

realistic. In that example, an estimate of the sensitivity derived from observations

would be required for comparison; but in this context, this is hindered by limited

long-term ocean observations. In this thesis, some of these limitations are easily

worked around: for example, constructing a new EBM by combining previous

works in which various parameterisations have already been devised and tested

against observations (in chapter 2, such analyses are also updated using more

recent observations). Although land is particularly important for Arctic sea ice

(section 1.1.1), it is undesirable to complicate the EBM by adding land. Instead,

the reverse approach is taken: land is effectively removed from observations and

GCM output by using a using a specific sea ice-edge diagnostic which only includes

areas where sea ice can freely move meridionally (see sections 2.3.3 and 4.1.2; the

latter also assesses this diagnostic against more conventional measures of sea ice

cover).

1.4 Research aims and thesis outline

1.4.1 Research questions

The overarching aim of this thesis is to improve our understanding of the rela-

tionship between OHT and sea ice. Focus is on the large spatial scale (i.e., global
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OHT and response of the Arctic or Antarctic sea ice cover as a whole), and the

long, multidecadal timescale—particularly relevant to long-term climate projec-

tions (Fig. 1.1) and the expected sea ice response to OHT changes (section 1.2.3).

The specific aims are expressed via three research questions:

1. What sets the sensitivity of sea ice to OHT?

The first part of this thesis seeks to understand what factors control the

sensitivity of sea ice to OHT on multidecadal timescales, and compare it to

other processes—particularly, AHT. Such insights are a step toward under-

standing the role of heat transport biases in the spread of sea ice extent in

coupled GCMs, by providing a theoretical framework to interpret emergent

model trends in terms of physical processes.

2. What is the relationship between unforced variability in OHT and

sea ice in GCMs?

To better understand what role the ocean might play in sea ice uncertainties

in coupled GCMs, an evaluation of the relationship between the ocean and

sea ice in the latest generation of models is required. Previous studies

have used sensitivity experiments or rely on rising-emissions simulations,

and frequently emphasis is placed on the Arctic (section 1.2.3). As such,

these describe a forced response of sea ice to OHT (and not addressing

the direct effect of OHT in the case of global-warming experiments). Here,

the impact of natural variability in OHT on both Arctic and Antarctic sea

ice is investigated: what are the associated physical mechanisms, and how

consistently is this exhibited by different models? Due to the contrasting

oceanic settings, it is reasonable to suppose that such mechanisms may differ

between the two hemispheres (section 1.1.1). By eliminating the influence of

external forcing, these results can also be used as a ‘baseline’ for comparison

of the sea ice response in future-climate simulations.
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3. To what extent does OHT explain uncertainties in future projec-

tions of sea ice?

Previous studies have shown that there is a relationship between present-day

OHT and Arctic sea ice extent in previous-generation models (Mahlstein

and Knutti, 2011). However, the existence of a similar relationship in the

southern hemisphere, and the contribution of OHT to future sea ice losses,

remain open questions. This work seeks to establish whether there is a

relationship between future ice loss and OHT changes, within and across

models, in both hemispheres. To further our physical understanding of this,

the results of question (1) are applied to determine what factors set such

relationships. Furthermore, it is investigated whether the basic mechanisms

identified in question (2) are applicable, or modified, under the influence of

external forcing.

1.4.2 Methodology

Question (1) is addressed using an EBM which, as discussed in section 1.3, first

requires the formulation of a new EBM by combining elements from existing

work. The EBM is used to estimate the sensitivity of sea ice to OHT, compare it

to that of AHT, and generate simple equations describing the sea ice sensitivity

to OHT. This yields physical insight into the factors setting the sensitivities and

provides tools for the analysis of GCMs.

Analysis of CMIP6 PI-control simulations addresses question (2), in which

the impact of natural variations in OHT on sea ice extent in both hemispheres is

assessed. Simple diagnostics analogous to EBM quantities are used, which assists

the physical interpretation of model behaviour and simplifies the analysis. It

is beyond the scope to explain causes of variation in OHT itself (e.g., in terms

of specific circulation changes), but this approach facilitates a large number of
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models to be analysed, giving an indication of the robustness of the results across

models of different resolutions and configurations.

The historical and Tier 1 ScenarioMIP simulations (Fig. 1.1) are investig-

ated for question (3), as these are our most recent estimates of plausible future

climate change and contain the uncertainties which are of most societal relevance.

They also allow the determination of whether the magnitude of external forcing

influences the results. Finally, it is tested whether the physical framework of the

EBM captures the behaviour seen in coupled GCMs.

1.4.3 Thesis outline

The rest of this thesis is structured as follows. Chapter 2 describes the formulation

of a new EBM, and demonstrates that it improves the representation of OHT and

its interaction with sea ice compared to previous work. This EBM is then used

to carry out sensitivity studies on the various parameters, generating theoretical

insight into processes controlling the latitude of the sea ice edge and the relative

impacts of ocean and atmospheric heat convergence (chapter 3). Next is the

analysis of coupled GCMs, starting with the PI-control simulations of 20 CMIP6

models in chapter 4, which investigates the mechanisms underlying the impact

of natural variability in OHT on sea ice. In chapter 5, analysis of the historical

and ScenarioMIP experiments sheds light on the significance of the OHT–sea ice

relationship to uncertainty in future-climate projections. Finally, chapter 6 brings

all results together in a summary, implications and limitations are discussed, and

avenues for further research are given.
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Chapter 2

A new energy balance model

This chapter presents a novel EBM which forms the foundation of results gener-

ated in this thesis. Processes represented and the defining prognostic equations

are described in section 2.1. The implementation and testing of the model is

given in section 2.2, and the default parameter values giving a suitable reference

state are shown in section 2.3. This chapter is adapted from published work

(Aylmer et al., 2020, material rearranged from section 2, appendix A, and online

supplemental material).

2.1 Formulation

In essence, this model combines those of Eisenman and Wettlaufer (2009), Rose

and Marshall (2009), and Rose (2015), with some additional improvements. The

time, t, evolution of three temperature profiles, Ta(φ, t), Ts(φ, t), and Tml(φ, t),

representing the atmosphere, surface, and ocean mixed layer respectively, and sea

ice thickness, Hi(φ, t), are determined by vertical energy fluxes and meridional

heat transport convergence. All variables and heat fluxes represent zonal averages

as a function of latitude, φ. The domain is one hemisphere (0° ≤ φ ≤ 90°N) and

the system is subject to zero-horizontal-flux boundary conditions at the equator
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2 A new energy balance model

and pole. The ice-edge latitude, φi(t), is the lowest latitude containing a non-

zero ice thickness. The heat fluxes between each model component, described in

sections 2.1.1–2.1.3, are shown schematically in Fig. 2.1.

2.1.1 Atmosphere

The atmosphere is represented by a single ‘layer’ with temperature Ta(φ, t), which

evolves according to the net energy flux into the atmospheric column at each

latitude:

Ca
∂Ta

∂t
= −∇ · FAHT + Fup − Fdn − FOLR, (2.1)

where Ca is the (constant) atmospheric column heat capacity, FAHT is the AHT

per unit zonal distance, Fup and Fdn are upward and downward components of

air–sea surface fluxes respectively, and FOLR is the OLR (Fig. 2.1). AHT is para-

meterised as diffusion down the mean temperature gradient: FAHT = −KaCa∇Ta,

where Ka is a large-scale diffusivity for the atmosphere. The AHTC is then given

by −∇ · FAHT.1 This represents the net atmospheric moist-static energy trans-

port, AHT—there is no separation of dry and moist transports in this model as

this work is not concerned with the specific circulations that give rise to a certain

heat transport.

The surface fluxes Fup and Fdn are bulk representations of the combined

radiative, latent, and sensible heat fluxes (the latter two are contained within

Fup only). These are parameterised as linear functions of the surface and air

temperatures, respectively:

Fup = Aup +BupTs (2.2)

1In the EBM coordinate system, the gradient of an arbitrary scalar d is given by
∇d = R−1

E ∂d/∂φ, where RE is the mean Earth radius, and the divergence of an arbitrary
vector d is given by ∇ · d = (RE cosφ)−1∂(d cosφ)/∂φ.
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Figure 2.1: The EBM represents the climate system by an atmospheric ‘layer’ with
temperature Ta(φ), an ocean mixed layer with temperature Tml(φ), sea ice of thickness
Hi(φ) and surface temperature Ts(φ) (pink), and a deep ocean layer with prescribed
OHTC, Fb (φ). The ice-edge latitude is denoted φi. Vertical arrows represent zonally-
averaged heat fluxes between components: absorbed solar radiation, aS(φ, t); outgoing
longwave radiation, FOLR(Ta); upward and downward air–sea surface fluxes, Fup(Ts)
and Fdn(Ta); and conduction through sea ice, Fcon(Hi, Ts). Horizontal arrows represent
meridional heat transports in the atmosphere (FAHT) and ocean mixed layer (FOHT).

Fdn = Adn +BdnTa. (2.3)

Similarly, FOLR is expressed as:

FOLR = AOLR +BOLRTa. (2.4)

The A and B parameters in Eqs. (2.2–2.4) are constants. The Bs represent

net climate feedbacks (e.g., Planck and water-vapour feedbacks). In particular,

1/BOLR is approximately the climate-sensitivity parameter of the EBM (i.e., the

global-average surface temperature change per unit TOA radiative forcing; see

section 3.1.1). Spatial variations in the Bs are neglected for analytic simplicity

(which is a reasonable approximation: see section 2.3.2). This formulation means

that the atmosphere is implicitly opaque to surface upwelling longwave radiation,
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because FOLR does not have explicit Ts dependence. Transmission of such fluxes

through the atmosphere contribute less than 10% of the net OLR (Costa and

Shine, 2012) so this is a reasonable idealisation.

Following Rose and Marshall (2009), solar radiation is assumed to be ab-

sorbed entirely at the surface, making use of the planetary albedo, hence the

absence of a radiative driving term in Eq. (2.1). Although atmospheric absorp-

tion is not negligible (Valero et al., 2000), this is a simplification which eliminates

the need to handle surface and atmospheric reflections separately.

2.1.2 Ocean mixed layer

The prognostic equation for the ocean mixed-layer temperature Tml is given by:

Co
∂Tml

∂t
= aS + (Fb −∇ · FOHT) + Fdn − Fup, (2.5)

which applies at latitudes where ice is not present, φ < φi(t). Here, the mixed-

layer column heat capacity Co = coρoHml, with co, ρo and Hml the ocean specific

heat capacity, density, and mixed-layer depth, respectively, taken to be constants.

Absorbed solar radiation is the product of the planetary coalbedo, a, and the

incident solar radiation, S. The total OHTC is given by contributions from the

mixed layer, −∇ · FOHT, and the deep ocean, Fb [section 2.1.2(b)]. For latitudes

where ice is present, φ ≥ φi(t), Tml is fixed at the freezing temperature, Tf (which

is constant: salinity variations are neglected). If Eq. (2.5) produces a temperature

Tml > Tf for φ ≥ φi, Tml is reset to Tf and the surplus energy is used to melt sea

ice: by this mechanism, the mixed layer can directly melt ice just poleward of

the ice edge. How this is done in practice is described in section 2.2.
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(a) Absorbed solar radiation

The planetary coalbedo takes a constant value ai where sea ice is present (φ ≥ φi),

a spatially-varying value ao(φ) > ai over open ocean (φ < φi), and the transition

across the ice edge is smoothed over a characteristic latitude scale δφ using the

error function:

a(φ, φi) = ao(φ) + ai

2 − ao(φ)− ai

2 erf
(
φ− φi

δφ

)
, (2.6)

where

ao(φ) = a0 − a2φ
2. (2.7)

Note that a(0°) ≈ a0 and a(90°N) ≈ ai, both tending to equality in the limit

δφ→ 0. The parameter a2 roughly accounts for geometric factors (i.e., the change

in angle of incidence of solar radiation) and typical changes in cloud distribution

that reduce the planetary coalbedo at higher latitudes. Equations (2.6) and (2.7)

are motivated by previous idealised albedo formulas (e.g., Wagner and Eisenman,

2015) but here are expressed in terms of φ instead of sinφ. There is no physical

motivation for the specific functional form, although Eq. (2.7) could be thought

of as a Taylor expansion truncated at the quadratic term and dropping the linear

term for the sake of hemispheric symmetry. Figure 2.2a shows that this gives a

good representation of the typical real-world zonal-average planetary coalbedo,

as determined from ERA-Interim. Although including higher-order terms may

improve the fit, this would sacrifice simplicity and resemblance with previous

studies.

Typically, EBMs use an idealised analytical function for the TOA incident

solar radiation, S(φ, t), such as the series expansion:

S(x, t) = S0 + S1 cos (2πt)P1(x) + [S2 + S22 cos (4πt)]P2(x), (2.8)
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from North and Coakley (1979), where x = sinφ, Pn are Legendre polynomials

and Sn are fitted amplitudes. This is analogous to Eq. (1.3) but includes the

seasonal cycle. The time-dependent part was found to be a poor fit, particularly

at high latitudes. Since an analytic expression for S is not required, the present

EBM is forced with an accurate dataset of daily-mean insolation, generated using

the program of Huybers (2016). Figure 2.2b shows S from this data set at various

times, compared to S from Eq. (2.8). Although the annual mean is a reasonable

fit (as already shown in section 1.3.1), at some times Eq. (2.8) gives unphysical

S < 0 (e.g., in winter; Fig. 2.2b) and the error can be several tens of W m−2 (e.g.,

in Autumn at high latitudes; Fig. 2.2b).

(b) Ocean heat transport

Unlike for the AHT, a purely diffusive parameterisation does not well represent

the observed OHT (Rose and Marshall, 2009; Ferreira et al., 2011). A purely

prescribed OHT is also not appropriate because the ocean must interact dy-

namically with the atmosphere and sea ice. Additionally, it is worth keeping in

mind that Arctic and Antarctic sea ice are likely to respond differently to OHT

variation, because of oceanographic differences between the Arctic and South-

ern Oceans (section 1.1.1). The interpretation of EBM behaviour is mainly kept

‘hemisphere-neutral’ in chapter 3 before more insight is gained in chapter 4, but

it is wise to equip the EBM with means to directly vary ocean–ice fluxes and,

separately, to increase OHT at lower latitudes without substantially modifying

direct ocean–ice fluxes. Therefore, a combination of the two approaches is used:

a prescribed part, represented by its convergence, Fb(φ), and an interactive part,

FOHT = −KoCo∇Tml, where Ko is a large-scale ocean diffusivity. The FOHT com-

ponent is not meant to represent a mixed-layer OHT but may be loosely inter-

preted as an upper OHT which responds to and drives changes in surface fluxes,

and for simplicity is parameterised as a function of Tml. The prescribed part,
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Figure 2.2: (a) Planetary albedo, α = 1− a, derived from ERA-Interim TOA short-
wave flux data for 2010: the annual mean is shown by the blue line and the standard
deviation is shown in the pale-blue shading. The EBM profile (i.e., one minus Eq. 2.6
with standard parameter values as given in Table 2.1) is also shown (black). (b) Top-
of-atmosphere incident solar radiation, S, from the dataset used in the EBM (solid)
and according to Eq. (2.8) (dashed), at various times throughout the seasonal cycle.
The parameters S0 = 340, S1 = −271, S2 = −162, and S22 = 50, all in W m−2.

Fb, encapsulates the effects of the wind-driven gyres and meridional overturn-

ing circulation. Note that since OHT will be varied by adjusting its underlying

parameters {p}, Fb must not represent a net heat source, i.e.,

2πR2
E

∫ 90◦

0
Fb (φ, {p}) cosφ dφ = 0. (2.9)

Due to boundary conditions, the OHTC associated with FOHT automatically

satisfies Eq. (2.9).

The analogous quantity to Fb in many previous studies is taken to be a con-

stant, which does not satisfy Eq. (2.9). Rose (2015) uses an EBM with prescribed
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2 A new energy balance model

total OHTC (originally from Rose and Ferreira, 2013) for which the associated

OHT is more consistent with observations, given by

f(φ) = − ψ

2πR2
E

cos2N−2 φ
[
1− (2N + 1) sin2 φ

]
, (2.10)

where ψ is a constant and N ≥ 1 is an integer. This satisfies Eq. (2.9) for any ψ

and N , but it also decays rapidly to zero at high latitudes for N > 1. To satisfy

the requirements described above, Fb in the present EBM is set as:

Fb(φ) = f(φ) + Fbpg(φ), (2.11)

where Fbp (W m−2) is an adjustable parameter and

g(φ) = 1− 3 cos 2φ
4 , (2.12)

which is just Eq. (2.10) withN = 1 and normalised. This gives a broad hemispheric-

scale transport with maximum convergence at the pole. A schematic plot of the

two components of Fb, Eqs. (2.10) and (2.12), is shown in Fig. 2.3. For any choice

of Fbp, which is the value of Fb at the pole, Eq. (2.9) is satisfied. The analytic

functions f(φ) and g(φ) are left fixed, while Fbp is varied. This allows the mean

ocean–ice basal flux to be directly changed; specifically, Fbpg(φ) can be thought

of as a perturbation to a background state f(φ) which redistributes a relatively

small amount of tropical OHTC into high latitudes.

Globally, Fb and ∇·FOHT contribute roughly equally to the total OHT, with

the former dominating in the tropics and polar latitudes and the latter dominating

in the mid-latitudes. This effective partitioning, which depends on the choice of

ocean parameters, is somewhat arbitrary, but unimportant because it is only the

total OHT which matters and there is no attempt to attribute a certain OHT(C)

to a specific circulation. Ultimately this does not have a significant impact on
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W m−2

f(ϕ)
Fbpg(ϕ)

ϕ

~ 25

~ 20°N
45°N

Fbp

−Fbp/2

~ −50

Figure 2.3: Schematic of components and typical magnitudes of the prescribed deep
ocean heat transport convergence, Fb(φ); see Eq. (2.11). For φ < 45°N, Fb is dominated
by f(φ) (Eq. 2.10, solid), which sets the peak heat transport at around 20°N. This
component decays rapidly to zero at high latitudes, where Fb is dominated by Fbpg(φ)
(Eq. 2.12, dashed). In the reference state, Fbp = 2 W m−2. The position of the zero in
f(φ) is determined by N (here N = 5).

the results (see the end of section 3.2.3).

2.1.3 Sea ice

The simplified sea ice model of Eisenman and Wettlaufer (2009) makes up the sea

ice component of the EBM, which is derived from the more complex thermody-

namic sea ice model of Maykut and Untersteiner (1971) after making a number

of idealisations. A summary of this is given here. Changes in latent heat content

associated with melting and freezing are assumed to dominate changes in sensible

heat content, such that the net energy content of ice at each latitude is −LfHi,

where Lf is a bulk latent heat of fusion of sea ice. Salinity variations, snow, and

shortwave penetration are neglected. The surface of ice in contact with the ocean

is assumed to remain at the freezing temperature Tf . The temperature within

the ice is assumed to vary linearly with depth, such that there is uniform vertical
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2 A new energy balance model

conduction of heat given by:

Fcon = ki
Tf − Ts

Hi
, (2.13)

where ki is a bulk thermal conductivity of sea ice. The surface temperature (at

the ice–air interface) is determined by first calculating a ‘diagnostic’ temperature

Td, which is the surface temperature required for the top-surface heat balance to

be zero, i.e.,

ki
Tf − Td

Hi
= Aup +BupTd − Fdn − aS. (2.14)

If Td > Tm, where Tm is the melting temperature, this implies surface melt,

which occurs at the melting temperature so Ts = Tm. Otherwise Td ≤ Tm, which

is allowed:

Ts =


Tm Td > Tm

Td Td ≤ Tm.

(2.15)

In Eisenman and Wettlaufer (2009), Tm = Tf ; here this assumption is relaxed.

Typical salinities at the top ice surface are much lower than the underlying ocean

(due to brine rejection and drainage), such that the melting temperature is closer

to the freshwater value. This improves the comparison of typical ice thicknesses

in the EBM to observational estimates for the Arctic (shown in section 2.3.3).

Top-surface melt and the bottom-surface melt/growth rates are implied by

the imbalance of fluxes at the respective surfaces, but the evolution of the ice

thickness only depends on the net energy input to the column:

−Lf
∂Hi

∂t
= aS + Fb + Fdn − Fup. (2.16)

The surface temperature diagnostic, Eqs. (2.14) and (2.15), and the ice-thickness

prognostic, Eq. (2.16), together describe the sea ice component of the EBM.

These equations apply where φ ≥ φi(t). Where ice is not present, the surface
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temperature is equal to the mixed-layer temperature.

2.2 Implementation

The EBM is determined by the three prognostic Eqs. (2.1), (2.5), and (2.16) and

the surface-temperature diagnostic Eq. (2.15). The time-dependent vertical heat

fluxes are approximated as constants over time step ∆t (i.e., Ta, Tml, Ts, and Hi

at t = (n+ 1)∆t are solved subject to fluxes calculated at t = n∆t). The spatial

discretisation of the divergence terms in Eqs. (2.1) and (2.5) is handled using

the partial differential equation solver pdepe() of MATLAB. Equation (2.16)

is solved using a simple first-order forward time stepping routine, at each latit-

ude. Although it imposes a time-step restriction for numerical accuracy, this is a

simple approach to handling the non-smoothness at the ice edge and the model

is computationally cheap to run anyway.

Equations (2.5) and (2.16) apply to open-ocean and ice-covered latitudes,

respectively. The ice edge φi(t) evolves as either open ocean freezes (Tml falls

below Tf) or ice retreats (Hi falls to zero at the edge). In practice, as the system

is solved numerically, a correction is applied at the end of each time step to

update φi. If Tml < Tf at any latitude (freezing has occurred), the ice thickness

there is increased by ∆Hi = Co(Tf − Tml)/Lf and Tml is reset to Tf . Similarly,

if Hi < 0 at any latitude (heat in excess of that required to completely melt the

ice has converged at that latitude), the mixed-layer temperature is increased by

∆Tml = −LfHi/Co and Hi is reset to zero.

2.2.1 Test of implementation

Averaging over the seasonal cycle, steady-state solutions to the EBM should have

zero net TOA flux. This provides a simple test that the EBM has been imple-
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Figure 2.4: (a) Global-mean OLR (blue) and net solar radiation (orange), annually-
averaged, in a 60 yr spin-up simulation of the EBM starting from arbitrary initial
conditions with default parameters at t = 0. (b) Difference between the curves in (a).

mented correctly and is used to identify a suitable spin-up time for sensitivity

experiments. Starting from a set of arbitrary initial conditions, and with para-

meters set to the defaults listed in Table 2.1, a 60 yr spin-up simulation was

run. For this and all EBM simulations generating results in this thesis, the time

step ∆t = 0.5 days and grid resolution ∆φ = 0.25°N, as a balance between well

resolving changes in the ice-edge latitude and reasonable computation time. The

global-mean FOLR and net shortwave radiation, aS, are plotted in Fig. 2.4a.

After about 30 yr the net TOA flux is sufficiently close to zero to consider

the system to be in equilibrium: the flux imbalance is about 5 × 10−3 W m−2

(Fig. 2.4b). At t = 60 yr, this reduces by another order of magnitude. In

practice, simulations are not initiated from an arbitrary state, but rather from a

saved previous simulation in which the system had reached equilibrium, and then
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2.3 Reference state

a small adjustment to a parameter is made. Therefore, 30 yr is ample spin-up

time for the sensitivity experiments (chapter 3).

2.3 Reference state

The reference state is the steady-state solution to the EBM in the default para-

meter space. This reference state is tuned to the present-day northern hemisphere

and forms the starting point about which to vary parameters in sensitivity experi-

ments. The ability of the EBM to reproduce typical climate metrics also serves as

model validation. In section 2.3.1, brief justifications of default parameter values

are given, and in section 2.3.2 the derivation of the A and B atmospheric radi-

ation parameters (Eqs. 2.2–2.4) is described in more detail. Finally, section 2.3.3

compares key climate metrics in the reference state to observational estimates.

2.3.1 Parameter values

Default parameter values, used to obtain the EBM reference state, are given in

Table 2.1. The ocean density and specific heat capacity correspond to those of

average temperatures and salinities in the ocean. The parameters of the deep

OHT, ψ and N , are tuned until the peak of the net OHT is close to the observed

value of about 1.5 PW at around 20°N (Fig. 1.3a). Previous studies suggest a

typical range of ocean–ice basal heat fluxes of around 2–4 W m−2, and here the

default value of Fbp = 2 W m−2.

The diffusivities Ka and Ko are tuned to best match the reference state to

observations. Compared to values used by Rose and Marshall (2009), the value

of Ka here is about a factor of 2 larger, and Ko is about a factor of 50 smaller.

The difference in Ko is accounted for by the difference in mixed-layer depth:

their model effectively uses a shallow mixed layer of about 2 m depth (inferred
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2 A new energy balance model

from their column heat capacity of 107 J m−2 °C−1), while here the value of

Hml = 75 m from Wagner and Eisenman (2015) is used. The difference in Ka

reflects the difference in formulations of surface and OLR fluxes between models.

The atmospheric column heat capacity, Ca, is a rough estimate based on the

mass-weighted vertical integral of the specific heat capacity assuming hydrostatic

balance.

Planetary coalbedo parameters a0, a2, ai, and δφ were determined by fitting

Eq. (2.6) to the fraction of solar radiation absorbed, deduced from net TOA

shortwave fluxes in the ERA-Interim atmospheric reanalysis (Dee et al., 2011)—

as in Fig. 2.2a.

The ice thermal conductivity, ki, takes the pure-ice value, as in Eisenman

and Wettlaufer (2009). The latent heat of fusion, Lf , is also given the value cor-

responding to pure ice. Although salinity reduces ki and Lf for sea ice (Affholder

and Valiron, 2001; Marshall, 2012), in section 3.1 it is found that the system

sensitivity is low as either ki or Lf are varied over ±10% of these default values.

2.3.2 Atmospheric radiation parameters

The determination of the A and B parameters in Eqs. (2.2–2.4) is described in

more detail than the other parameters in this section, because (i) these provide

updated estimates of the radiation parameters typically used in EBMs; (ii) the

formulation of the upward and downward components differs slightly from pre-

vious studies; and (iii) a similar procedure is carried out on GCM output in

chapter 4. Here, they are derived from ERA-Interim, using synoptic monthly-

mean data for the period 2010–2014, on a 1° grid. The analysis is separated by

hemisphere (Fig. 2.5a,c,e) and by ocean versus land-covered points (Fig. 2.5b,d,f)

to determine how important these factors are for the resulting parameter values.

For the upward surface flux, Aup and Bup are found from a linear fit to
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Table 2.1: EBM reference state parameter values.

Parameter Reference state value
Ka Atmosphere diffusivity 630× 104 m2 s−1

Ko Ocean diffusivity 1.4× 104 m2 s−1

Fbp Deep OHTC at 90°N 2.0 W m−2

ψ Deep OHT amplitude 13 PW
N Deep OHT spatial parameter 5
co Ocean specific heat capacity 4.0 kJ kg−1 °C−1

ρo Ocean density 1025 kg m−3

Hml Mixed-layer depth 75 m
Ca Atmosphere heat capacity 0.95× 107 J m−2 °C−1

Lf Sea ice latent heat of fusion 3.2× 108 J m−3

ki Sea ice thermal conductivity 2.0 W m−1 °C−1

Tf Ocean freezing temperature −1.8°C
Tm Sea ice surface melting temperature −0.1°C
Aup Surface flux up: constant term 380 W m−2

Bup Surface flux up: linear term 7.9 W m−2 °C−1

Adn Surface flux down: constant term 335 W m−2

Bdn Surface flux down: linear term 5.9 W m−2 °C−1

AOLR OLR: constant term 241 W m−2

BOLR OLR: linear term 2.4 W m−2 °C−1

a0 Coalbedo at equator 0.72
a2 Coalbedo spatial dependence 0.15 rad−2

ai Coalbedo over sea ice 0.36
δφ Coalbedo smoothing scale 0.04 rad

the zonal-average 2 m air temperature and the zonal-average sum of upward

longwave (Flw), sensible (Fsens) and latent (Flat) heat fluxes (Fig. 2.5a–b). The

near-surface air temperature is used rather than the sea surface temperature

to avoid complications of combining the sea ice and land surface temperatures,

and to get a global dataset. For the purposes of this work, T2m is sufficiently

accurate. There is some deviation from a linear dependence on T2m across the full

temperature range shown in (Fig. 2.5a–b). From the separation of points it can

be seen that the parameterisation is working least well over Antarctica (the lowest

temperatures). This is attributed to the Flat component: over Antarctica, Flat is
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Figure 2.5: (a) Net upward surface flux (sensible, latent, and upwelling longwave
radiation; Fup) plotted against near-surface air temperature, T2m. Each point is a
zonal average corresponding to a certain time and latitude, and points are separated
into northern (pink) and southern (green) hemispheres. A linear fit is added for all
points together (global, black) and for each hemisphere. The legend gives the intercept,
A (W m−2), and slope, B (W m−2 °C−1), in each case. (b) As in (a) but points are
separated by ocean (blue) and land (green) covered points. (c)–(d) As in (a)–(b) but
for the downwelling longwave radiation, Fdn, and air temperature at p0 = 700 hPa, Ta.
(e)–(f) As in (c)–(d) but with FOLR on the vertical axis.

significantly reduced (close to zero) because the extreme low surface temperature

limits moisture fluxes to the atmosphere. Here the EBM is being tuned to the

northern hemisphere, where the fit for Fup works much better, but this caveat

should be kept in mind as a potential limitation in generalising EBM results to

the southern hemisphere.
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Table 2.2: Values of Adn, Bdn, AOLR, and BOLR as a function of the reference pressure
p0. The units of the A parameters are W m−2 and of the B parameters are W m−2 °C−1.
These are obtained using the global dataset. The final column shows that the ratio
β = BOLR/Bdn is not sensitive to p0.

p0 Adn Bdn AOLR BOLR β = BOLR/Bdn

900 280 5.8 220 2.5 0.43
800 306 6.0 230 2.5 0.42
750 320 6.0 240 2.5 0.42
700 337 6.1 243 2.6 0.43
650 360 6.4 250 2.7 0.42
600 383 6.7 260 2.8 0.42
550 410 6.8 270 2.9 0.43
500 440 6.8 290 2.9 0.43
450 470 6.8 300 2.9 0.43
400 520 6.9 320 2.9 0.42
350 570 7.2 340 3.0 0.42
300 660 8.1 380 3.4 0.42
250 800 10 440 4.3 0.43

The downward surface flux parameters Adn and Bdn are determined in a

similar way, by fitting to the downwelling longwave flux at the surface and air

temperature (Fig. 2.5c–d), and for AOLR and BOLR the TOA longwave flux is used

(Fig. 2.5e–f). Here there is a choice of pressure level, p0, on which to take Ta.

The sensitivity of the fitted parameters Adn, Bdn, AOLR, and BOLR, is assessed

qualitatively in Table 2.2. The A parameters are affected more substantially than

the B parameters, but the former just set the mean state while the latter contain

the important physics. It is notable that the ratio β = BOLR/Bdn is insensitive

to p0. In section 3.3 it is shown analytically that results from the EBM depend

on β and not BOLR or Bdn individually; therefore, the choice of p0 is immaterial.

The downwelling longwave flux, Fdn, is well approximated by a linear de-

pendence on Ta (Fig. 2.5c–d). Noting that latitude decreases from left to right

on the Ta axis, some large-scale meridional deviations can be seen, but on aver-

age, globally, the linearisation works well. Those deviations are mostly associated
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with land covered points (Fig. 2.5c–d), but this does not make a significant dif-

ference to the slopes (i.e., Bdn). The OLR is also well approximated by a linear

dependence on Ta except in the lowest latitudes (highest Ta), as can be seen

in (Fig. 2.5e–f). As discussed in section 1.3.1, the breakdown of the paramet-

erisation in the tropics is associated with significant longwave absorption of deep

convective clouds reducing the OLR without affecting Ta. This effect is also seen

in the Fdn plots, but is less prominent there.

For the reference state, the values are taken with p0 = 700 hPa and for the

northern hemisphere. However, AOLR and Aup are modified by a few W m−2

from the fitted values for tuning purposes: this is because all metrics are highly

sensitive to these parameters, so they do not need to be adjusted much to change

the mean state (see section 3.1).

2.3.3 Comparison to observational estimates

Figure 2.6 shows the main metrics of interest for the EBM reference state in com-

parison to observational estimates for the present-day northern hemisphere. It is

tuned to best match the quantities of interest for this study: ice-edge latitude φi,

mean ice thickness 〈Hi〉, annual-mean surface temperature Ts, AHT and OHT.2

The ice-edge latitude, φi, is compared to that derived from ERA-Interim

over the period 2010–2014. This dataset is chosen because it provides a complete

set of gridded sea ice concentration consistent with the data used to determine

the various atmospheric parameters. Essentially, φi is identified as the zonal-

average 15% concentration contour, ignoring longitudes where land obstructs the

immediate meridional evolution of sea ice (a procedure due to Eisenman, 2010,

implemented and described in section 4.1.2). Figure 2.6a shows the annual cycle

of φi in the EBM (solid) compared to the estimate from ERA-Interim (dashed).

2Throughout, 〈d〉 denotes the spatial average of diagnostic d, and d denotes its time average.
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Figure 2.6: Key metrics of the EBM reference state compared to various estimates
of present-day conditions in the northern hemisphere. (a) Ice-edge latitude in the
EBM (black, solid) and zonal-average sea ice-edge latitude in ERA-Interim (dashed).
(b) Mean sea ice thickness in the EBM (black, solid) and in PIOMAS (dashed). Also
shown in (a)–(b) are those diagnostics if Tf = Tm = −1.8◦C (purple). (c) Annual-mean
surface temperature, Ts, in the EBM (solid) and zonal-average 2 m air temperature in
ERA-Interim. (d) Annual-mean Heat Transports (HT; 1 PW = 1015 W). The EBM
AHT (red, solid) is compared to an estimate from ERA-Interim (red, dashed), and the
EBM net OHT (blue, solid) is compared to an estimate from ECCO (blue, dashed).
In (a)–(d), shaded regions indicate one standard deviation of annual means over the
period of observational estimates shown (see main text).

The EBM mean ice-edge latitude (72°N) compares well with the mean in ERA-

Interim (71°N). The seasonal range is approximately 5°N too small. However,

the maximum error is less than 2°N.

The mean ice thickness, 〈Hi〉, is compared to the estimate from the Pan-

Arctic Ice–Ocean Modeling and Assimilation System (PIOMAS; Schweiger et al.,

2011) averaged over the period 2010–2018 (Fig. 2.6b). The annual mean 〈Hi〉 =

1.21 m in the EBM, which is of the right order of magnitude when compared

to PIOMAS which has an annual mean thickness of 1.39 m. The EBM is about

30 cm too thin in late winter to summer, but the agreement in autumn to early

winter is good, and the lag between maximum ice thickness and maximum ice
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extent is reproduced (cf. Fig. 2.6a).

Figure 2.6a,b also show φi and Hi when Tm = Tf = −1.8°C (without changing

other parameters). The annual mean ice edge increases a little (by about 0.5°N)

but the seasonal range improves. However, on average sea ice is substantially

thinner, by about 40 cm. The other metrics are negligibly affected. These differ-

ences to the original reference state make physical sense: less heat is required to

melt ice in summer because Tm is lower, so the summer ice edge retreats further

and the average ice thickness must decrease. On balance, using different Tf and

Tm is better because it is physically motivated and improves the ice thickness

representation for only a minor change in ice extent.

The annual-mean surface temperature in the EBM compares well with the

annual-mean zonal-average 2 m air temperature in ERA-Interim averaged over

2010–2014 (within 5°C; Fig. 2.6c). The comparison is not made to the sea-surface

temperature (SST) from ERA-Interim because in regions occupied by sea ice the

SST is not the sea ice-surface temperature. However, as discussed in section 2.3.2,

the 2 m air temperature is close to the surface temperature regardless of surface

type and was used to obtain default values of Aup and Bup. The EBM annual

and global mean surface temperature (18.6°C) is slightly higher than that of

ERA-Interim (16.7°C).

Atmospheric heat transport is diagnosed in the EBM by zonally integrating

FAHT. This is compared to the AHT in ERA-Interim, using processed data

provided by Liu et al. (2015). Figure 2.6d shows that the broad hemispheric

structure of AHT is represented well by the EBM diffusive transport. Due to

boundary conditions the EBM cannot reproduce the non-zero transport across

the equator, which leads to some error in low latitudes (similarly to the classic

diffusive EBM; section 1.3.1).

The mixed-layer OHT is diagnosed by zonally integrating FOHT, and the
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OHT associated with Fb is found by integrating Fb meridionally and zonally.

Here, a land fraction factor fL(φ), the fraction of longitudes occupied by land as

a function of latitude, is included for the zonal integral. Note that fL is only used

for diagnosing OHT and comparing to observations, and does not appear in the

EBM itself. The recent estimate of global OHT from the ECCO reanalysis by

Forget and Ferreira (2019)—as in Fig. 1.3a—is used for comparison to the EBM

OHT (Fig. 2.6d). The overall structure agrees well. There is some discrepancy

around 60°–70°N, because the EBM does not reproduce the structure of the sub-

polar gyres.

2.4 Chapter summary

This chapter establishes the implementation of an EBM suitable for addressing

the research aims of this thesis. The main novelties of this model are:

1. An improved representation of ocean heat transport, which has:

a) a more realistic meridional structure compared to the real world;

b) a means to vary high-latitude OHTC while conserving heat;

c) interaction with other model components;

2. Separate sea ice melting temperature for top and bottom ice surfaces, which

improves sea ice thickness without compromising other metrics;

3. Improved radiative heat flux parameterisations with updated estimates of

parameter values, which helped to establish a reference state carefully tuned

to observations.
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Chapter 3

Sensitivity studies

The EBM developed in the previous chapter is now used to explore the rela-

tionship between sea ice and OHT. Firstly, in section 3.1, the sensitivity to all

parameters is briefly presented, which provides general context (i.e., situating

the impact of ocean parameters in comparison to the others) and further estab-

lishes the reliability of the EBM by computing its climate sensitivity. Next, in

section 3.2, the effects of varying key parameters controlling OHT and AHT are

examined in more detail, producing estimates of the sensitivity of the sea ice edge

to OHTC and AHTC in perennial and seasonal ice climates. In section 3.3, the

analytical simplicity of the EBM is exploited to derive equations explaining the

ice edge sensitivities found in section 3.2. These develop the qualitative interpret-

ation and will guide the analysis of coupled GCMs in chapters 4–5. In section 3.4

the limitations of the EBM approach are discussed, and finally a summary of the

key insights are given in section 3.5. Sections 3.2, 3.3.1, and 3.4 are adapted from

the author’s published work (Aylmer et al., 2020).
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3.1 General parameter sensitivities

Taking each parameter, p, in turn, the EBM is spun up from the reference state

as initial conditions, but with p adjusted slightly from its reference-state value,

pref . The perturbed prognostic-variable data is saved and this is repeated over the

required range of variation in p. Figure 3.1 shows the sensitivity of φi to p/pref ,

grouped into separate plots for clarity. Steeper lines indicate greater sensitivities

to fractional changes in p. For the atmospheric radiation parameters (a) and

albedo parameters (c), the ranges of variation are based on the uncertainty of

fitting the associated parameterisations (Eqs. 2.2–2.4 and 2.6) to ERA-Interim

data (see section 2.3.2). The sensitivities of the global mean surface temperature,

〈Ts〉, and mean ice thickness, 〈Hi〉, are shown in Figs. 3.2 and 3.3, respectively.

The three metrics φi, 〈Ts〉, and 〈Hi〉 are most sensitive to AOLR and (with

the opposite sign) a0. These parameters directly control the mean OLR and net

absorbed shortwave radiation, respectively, and are thus leading-order determin-

ants of the mean heat content of the system. This explains the high sensitivities

and why these are suitable tuning parameters (section 2.3). The sea ice coalbedo,

ai, has a similar role to a0 but operates over a smaller area such that the sensit-

ivity is lower. There is also strong sensitivity to Adn and Aup, the constant heat

fluxes toward and away from the surface, respectively, consistent with the signs

of the sensitivities. The sensitivities to the Bs are substantial compared to the

remaining parameters, but are weaker than their A counterparts.

The sensitivities of φi and 〈Ts〉 to Ko and Ka are similar but slightly larger

for Ka. These parameters provide a point of contact to classic diffusive EBM

(section 1.3.1): the sensitivity to φi is about a factor of 10 larger when varying

D in that model (Fig. 1.5b) compared to varying Ko or Ka here. This reflects

the more resolved physics in the new EBM. Here, varying the diffusivities has
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Figure 3.1: Sensitivity of the annual-mean ice edge, φi, to model parameters, p,
plotted relative to their reference-state values, pref . Filled (hollow) points indicate that
the equilibrium state has perennial ice (is seasonally ice free). Values in brackets of
each label are the slopes (°N) at p = pref . Note that the axes scales are different across
(a)–(d). In (a), the A parameters are the solid lines and the B parameters are the
dashed lines.

less effect because the heat transports are separated and comparatively small,

and melting sea ice requires latent heat absorption making φi inherently more

resistant to retreat compared to the classic EBM (in which φi is defined by a

reference temperature, Ti ≡ Ts (φi)—see section 1.3.1). For 〈Hi〉, Ka is about

5 times more effective than Ko, and the response to Ka is non linear over the

whole range shown (Fig. 3.3b). This is because Ko has, by construction, no

impact under sea ice, suggesting that increasing Ko indirectly causes ice retreat.

The range of Fbp shown in Figs. 3.1–3.3 is limited for comparison with other

parameters: corresponding roughly to a range of 0–4 W m−2 in mean ocean–ice

flux, it could plausibly be at least 2.5 times higher (Wagner and Eisenman, 2015).

Both φi and 〈Ts〉 are about a factor of ten less sensitive to Fbp than Ko, but the

sensitivity of 〈Hi〉 is about the same to both. This suggests different mechanisms

can be found from further analysis of the Ko and Fbp sensitivities.
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Figure 3.2: As in Fig. 3.1 but for the annual mean, global mean surface temperature,
〈Ts〉 (slopes at p = pref in °C).

Varying Ca has the same effect as varying Ka because time-averaged met-

rics are being considered, rendering them mathematically equivalent (i.e., the Ta

tendency averages to zero in Eq. 2.1, such that only the product KaCa appears

in the EBM prognostic equations). Since the value of Ka is an unknown only

determined by tuning, whereas Ca is well constrained by simple physical consid-

erations, it makes more sense to vary Ka to study the effect of AHT variations in

section 3.2. For the ocean, Ko does not behave the same as Hml (equivalently, co

or ρo), particularly at low Hml, because the ocean heat capacity plays a role in

the melting and freezing of sea ice. With a much lower Hml, it takes very little

cooling for Tml to reach Tf , such that sea ice forms more easily and φi decreases.

Under ice, Ko has no effect. The sensitivity of each metric to ψ is relatively low,

because it mainly determines the peak OHT in the tropics without substantially

affecting latitudes occupied by sea ice.

There is notably low sensitivity of all three metrics to sea ice thermodynamic

parameters, indicating that the large-scale sea ice state is determined mainly by
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Figure 3.3: As in Fig. 3.1 but for the annual mean, global mean sea ice thickness,
〈Hi〉 (slopes at p = pref in m).

the oceanic and atmospheric forcing. Only for 〈Hi〉 does ki matter more than

ocean parameters. These parameters affect 〈Hi〉 more than they do φi or 〈Ts〉,

which explains why the separation of top and bottom surface melting/freezing

temperatures improves the ice thickness in the reference state. The default surface

melting temperature, T ref
m , would need to be multiplied by 18 to set it equal to

the bottom freezing temperature, T ref
f (Table 2.1). Assuming the sensitivities

to Tm remain roughly linear as Tm is increased by a factor of 18, the slope in

Fig. 3.3 implies 〈Hi〉 would decrease by about 40 cm, while 〈Ts〉 would increase

by only 0.02°C (Fig. 3.2) and φi by 0.4°N (Fig. 3.1; consistent with the discussion

in section 2.3.3).

3.1.1 Climate sensitivity of the EBM

Applying a TOA forcing F (positive downward) in the EBM is equivalent to

decreasing AOLR (Eqs. 2.1 and 2.4). Thus, the sensitivity experiment on AOLR

57



3 Sensitivity studies

gives the EBM climate-sensitivity parameter:

λEBM = − ∂〈Ts〉
∂AOLR

= 83
241 = 0.34°C (W m−2)−1, (3.1)

where the local slope in Fig. 3.2a for AOLR and the value of Aref
OLR from Table 2.1

was used. The physics setting λEBM is contained mostly within BOLR and the

parameters defining the planetary coalbedo. This can be seen from the definition:

F = ∆〈FOLR〉 −∆〈aS〉 = ∆〈Ts〉
λEBM

, (3.2)

but because there is no simple expression for ∆〈aS〉 it is not possible to write λEBM

directly in terms of those parameters. Crudely, λEBM ≈ 1/BOLR as mentioned in

section 2.1.1. This follows from Eq. (3.2) assuming ∆〈FOLR〉 � ∆〈aS〉 and that

∆〈Ta〉 ≈ ∆〈Ts〉, which for the reference state gives λEBM ≈ 0.4°C (W m−2)−1.

Using F2× = 3.44 W m−2 for the effective radiative forcing of doubling

CO2 concentrations (Otto et al., 2013) gives the Equilibrium Climate Sensitivity

(ECS): ECSEBM = λEBMF2× = 1.2°C. This is below the range of values for

CMIP5/6 models (ECSCMIP = 1.84–5.66°C; Nijsse et al., 2020). However, it is

just in agreement with observation-constrained estimates (ECSobs = 2°C with a

95% confidence interval of [1.2, 3.9]°C; Otto et al., 2013). The low λEBM is likely

attributed to an overestimation of the Bs (particularly Bup at high latitudes; see

section 2.3.2). The fact that ECSEBM does not wildly differ from ECSobs suggests

that other sensitivities derived from EBM (as in the next section) can be taken

as reasonable estimates of real-world values.

3.2 Focus on heat transports

This section focuses on varying the parameters Ko, Ka, and Fbp, as these allow the

most direct determination of the sensitivities of the ice edge to OHT and AHT.
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The main metrics of interest are the mean ice-edge latitude, φi, and the AHTC

and OHTC averaged over times and latitudes where ice is present, hereafter:

ha = 〈−∇ · FAHT〉, (3.3)

and

ho = 〈Fb −∇ · FOHT〉, (3.4)

respectively. This lets the analysis focus on the average heat transport conver-

gence that ice covered regions are subject to, rather than the heat transport

across a fixed latitude, because this more directly quantifies the impact of heat

transport on the sea ice cover.1

3.2.1 Varying the ocean diffusivity

The ocean diffusivity, Ko, was varied between 10–500% of the reference state value

Kref
o . With larger Ko, the OHT increases and φi retreats in an approximately

linear response (Fig. 3.4a). The winter and summer ice edges, shown by the

shading in Fig. 3.4a, respond at similar rates. The system becomes seasonally ice

free (SIF) when Ko is increased by about a factor of 2.5 from its reference value,

Kref
o , and sea ice completely vanishes when it is increased by just over a factor of

4. The mean ice-edge latitude may either be calculated as (i) an annual mean,

or (ii) the average only when ice is present (as is done for ha and ho). When

the ice cover is perennial, (i) and (ii) are equal. When the ice cover is seasonal,

these lead to slightly different interpretations of the sensitivities. Averages (i),

shown by hollow circles in Fig. 3.4a, capture the general high-latitude warming

influence of the heat transports in summer which affects the amount of ice growth

in autumn/winter. Averages (ii), shown by hollow squares in Fig. 3.4a, misses

1The effect of heat transport across a fixed latitude is returned to in section 3.3.2.
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this but instead quantifies the more immediate impact of the heat transports in

melting ice. Both have merit and the results of both are discussed for the seasonal

cases.

The increase of Ko causes an increase in the net ocean–ice heat flux, ho

(Fig. 3.4b). Although FOHT = 0 under ice because the mixed-layer temperature

is fixed at the freezing temperature, across the ice edge there is a temperature

difference such that FOHT(φi) is non-zero. Therefore in this case the increase in

ho is due to an increase in OHTC at the ice edge. It should be emphasised that

ho and ha are dependent variables. Here, Ko is the independent variable which

changes the heat transport, triggering a shift of the coupled climate and hence

an adjustment of ho.

Figure 3.4c shows φi as a function of ho, as Ko varies. For the seasonal cases,

both averaging methods for the ice edge are shown: (i) annual means and (ii)

averages only when ice is present. Taken across the whole range the ice edge

retreat with increasing ho is non-linear but there is no abrupt transition to a SIF

climate. However, reasonable linear fits can be made to the perennial and SIF

regimes separately, excluding some of the points around the transition. The edge

of a seasonal ice cover is approximately 40 times less sensitive to ho than is the

edge of a perennial ice cover. In this case, the two averaging methods do not

make a major difference to the sensitivities (see values in the legend of Fig. 3.4c).

While changes in OHTC are being imposed via the change in Ko, other parts of

the system respond. Figure 3.4d shows how ha varies as a function of ho. For

small values of ho, ha increases slightly, then decreases more rapidly when the ice

becomes seasonal. Again there is no abrupt transition to the SIF regime. Linear

fits were made across the same subsets of simulations used for the fits in Fig. 3.4c.

For SIF climates, there is a clear compensating effect where ha decreases by about

0.2 W m−2 for every 1 W m−2 increase in ho. The response of ha suggests that the

sensitivities to ho in Fig. 3.4c are being exaggerated in the perennial ice cases and
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Figure 3.4: Sensitivity experiments for the ocean mixed-layer diffusivity, Ko.
(a) Ice-edge latitude, φi, as Ko varies relative to the reference-state value, Kref

o . The
annual mean is plotted and shading indicates the seasonal range. (b) Net OHTC, aver-
aged over times and latitudes where ice is present, ho, as Ko varies. (c) Annual-mean
ice-edge latitude, φi, as a function of ho as Ko varies. (d) AHTC, averaged over times
and latitudes where ice is present, ha, as a function of ho, as Ko varies. In (c) and
(d), ordinary least squares (OLS) fits are added for perennial (filled points, solid black
lines) and seasonally ice-free (hollow points, dashed and dotted black lines) simulations,
excluding some near the transition between regimes, and the legends give the slopes.
For the seasonal cases in (a) and (c), circles indicate that the mean ice-edge latitude is
calculated as an annual mean (OLS fit in dashed line) and squares indicate that it is
calculated as the mean only when ice is present (OLS fit in dotted line).

suppressed in the seasonal ice cases. This highlights that impacts of the two heat

transport components on the ice edge are interconnected, and the importance of

Bjerknes compensation (BC; Bjerknes, 1964) in modulating the impact of OHT.

This point is returned to in the next section, in order to distinguish between

‘effective’ (with BC) and ‘actual’ (in the absence of BC) sensitivities and thus

quantify the role of BC.

For the perennial-ice cases, why does ha increase when ho increases (for

ho ≈ 0–10 W m−2 in Fig. 3.4d)? As Ko is increased and OHT increases near

the ice edge, some is lost to the atmosphere via air–sea exchanges which is then

transported poleward by the atmosphere. For example, in the reference state

about 10% of the open-ocean OHTC is lost to the atmosphere rather than trans-
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ported under sea ice. This proportion increases with increasing Ko (e.g., to about

15% with Ko = 2Kref
o ). Thus, although changing Ko only directly affects OHT

at the ice edge, the ice edge retreats more than it otherwise would because the

atmosphere continues transporting heat further poleward (Fig. 3.4d), reducing

the ice thickness at higher latitudes (e.g., by about 0.3 m when Ko is doubled

from Kref
o ). Increased OHTC at the ice edge thus indirectly causes melt over the

entire ice pack, mediated by the atmosphere. This same mechanism applies for

the SIF regime, but only for the portion of the year where ice is present. For

the rest of the year, OHT reaches the pole and warms the high latitudes directly.

This reduces the temperature gradient in the atmosphere (e.g., by about 25%

between Ko = 2.5Kref
o and Ko = 5Kref

o ), reducing ha. The magnitude of this

summer reduction in ha is larger than the winter increase in ha due to increasing

OHTC at the ice edge, such that on average ha is smaller. The magnitudes of

the summer reduction in ha and winter increase in ha depend on how far the ice

edge advances in winter and on the magnitude of ho—hence the relatively smooth

transition between over-compensation and under-compensation (Fig. 3.4d).

3.2.2 Varying the atmospheric diffusivity

The atmospheric diffusivity Ka was varied between 50–500% of the reference

value, Kref
a . Figure 3.5a shows the response of φi. For the SIF cases, as with Ko

both the annual mean (i; hollow circles) and ice-only mean (ii; hollow squares)

ice-edge latitudes are plotted. Starting at small Ka, the mean φi increases approx-

imately linearly with Ka. The summer ice edge is more sensitive than the winter

ice edge, as shown by the edges of the shaded region in Fig. 3.5a. The system

becomes SIF when Ka approaches 1.75Kref
a . Beyond this value, a perennially-ice-

free solution was not obtained despite Ka being increased to 5Ka, although the

winter ice edge continues to retreat with further increases in Ka. This is unlike
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Figure 3.5: As in Fig. 3.4 but for the Ka sensitivity experiments, with Ka taking the
place of Ko and ha exchanged with ho. The last few simulations where ha tends to its
limit value are excluded from the fits to the seasonally ice free regime in (c).

the behaviour of Ko, in which a SIF climate was generated with about 2.5Kref
o

and a perennially-ice-free climate at about 4Kref
o . This is consistent with the

notion of OHT being a more effective driver of the ice-edge latitude than AHT.

As Ka is increased, ha tends toward a limit value of about 150 W m−2

(Fig. 3.5b). Although the EBM representation of AHT is not sophisticated and

does not explicitly describe any features of the atmospheric circulation, the large-

scale heat transport depends on the existence of a temperature gradient, so this

may suggest a limit on ha which may be insufficient to completely eliminate the

ice cover. Clearly, such climates with small hemispheric air-temperature gradients

are unrealistic. This limit should thus be taken with caution.

Figure 3.5c shows the response of φi to ha in this Ka sensitivity experiment.

As was done in the case of Ko, a line of best fit is added for perennial and

seasonal ice cover simulations separately. For the seasonal cases, the last few

solutions where ha does not change much are excluded. While ha changes by

about 40 W m−2 across the whole set of simulations, ho varies by only about

1 W m−2, with no major trend except the slight increase when ha reaches its
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limiting value (Fig. 3.5d). Since ∆ho � ∆ha, it is approximated that there is no

BC across this sensitivity experiment. This suggests that the actual sensitivity of

φi to AHT is about 0.35°N sea ice loss per 1 W m−2 increase in AHTC averaged

over the ice pack while ice survives in summer. The sensitivity in the seasonal

case depends on how the average ice-edge latitude is calculated: the annual-mean

ice edge is about 2.5 times more sensitive to AHT when the ice cover is seasonal

than when it is perennial, but the sensitivity of the ice edge when averaged

only during ice-covered times is not significantly changed across regimes. This

suggests roughly equal contributions of the indirect (high-latitude warming) and

direct (melting ice) mechanisms in setting the sensitivity of the ice edge to AHT.

Returning to the Ko sensitivity experiment, the actual sensitivity of φi to

ho (in the absence of variations in ha) can be determined. As described in the

previous section, Fig. 3.4c shows the effective sensitivity of φi to ho while both

ho and ha vary. Approximating all responses of the ice edge to changes in heat

transport convergence as linear:

∆φi = sa∆ha + so∆ho, (3.5)

where sa is the actual sensitivity of the ice edge to ha, when ho does not vary,

and vice versa for so. Note that so is a function of model parameters too because,

as will be seen, different parameters change ho in different ways; for brevity of

notation this is left implicit. As described above, in the Ka sensitivity experiment

∆ho ≈ 0, giving sa ≈ ∆φi/∆ha ≈ 0.35°N (W m−2)−1 for perennial ice and

≈ 0.83°N (W m−2)−1 for seasonal ice (focusing first on values derived using the

annual-mean ice edge). These values can now be used in Eq. (3.5) for the Ko

sensitivity experiment, in which the BC rate ∆ha/∆ho = −0.16 for seasonal ice

(Fig. 3.4d). Thus, the effective sensitivity ∆φi/∆ho ≈ 0.05°N (W m−2)−1 is a

suppression of the actual sensitivity, so ≈ 0.18°N (W m−2)−1. Alternatively, using
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the mean ice-edge latitude only when ice is present gives an actual sensitivity

so ≈ 0.13°N (W m−2)−1. The estimate of the actual sensitivity in the case of

perennial ice is not as straightforward here because the response of ha is small and

highly nonlinear over those simulations (Fig. 3.4d). A rough estimate suggests

the actual sensitivity of φi to ho for perennial ice is about 1.7°N (W m−2)−1,

compared to the effective sensitivity of 1.9°N (W m−2)−1.

When interpreting these numbers it should be kept in mind that the spatial

distribution of the increase in ho due to increasing Ko is concentrated at the ice

edge. In the next section, a sensitivity experiment is carried out in which the ho

variation is distributed across the ice pack, making a better comparison with the

impact of ha. Nevertheless, large OHTC near the ice edge does occur in models

(e.g., Bitz et al., 2005), and this analysis suggests that the ice edge is highly

sensitive to such anomalies in OHTC when the ice cover is perennial (such as in

the present-day climate). This is consistent with previous studies showing a link

between OHTC and the ice-edge latitude (section 1.2.3). These results suggest

further that in a SIF climate the role of such OHTC near the ice edge plays a

less dramatic role.

3.2.3 Varying directly the ocean–ice flux

Global OHTC in the EBM can also be varied by changing the shape of the

prescribed part, Fb(φ). Here, this is accomplished with the parameter Fbp, which

sets the OHTC at the pole by conservatively redistributing the pattern of OHTC

associated with Fb(φ). This changes the ocean–ice flux smoothly across the whole

ice pack.

The parameter Fbp was thus varied between 0–20 W m−2 which gives rise

to a variation in ho of about 4–22 W m−2. Both φi and ho increase linearly with

Fbp (Figs. 3.6a and 3.6b, respectively). The slope of ho versus Fbp is not exactly
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1 because Fb(φ) is non-uniform, and there is a contribution from the mixed-

layer transport, FOHT, at the ice edge [see section 2.1.2(b)]. Ice-edge retreat in

response to ho and BC of ha are also linear in both perennial and SIF regimes

(Figs. 3.6c and 3.6d, respectively). It is worth emphasising that increasing Fbp,

Ko, or Ka only redistribute heat: increases in heat content of the system are

due to ice-edge retreat which exposes the ocean, thus increasing net shortwave

radiation. The system becomes SIF when Fbp is about 11 W m−2, or when ho

is roughly 13 W m−2. This is about half the value of ho required to obtain a

SIF solution when Ko is varied (Fig. 3.4b), reflecting that φi is more sensitive to

ocean heat fluxes near the ice edge than in the central ice pack. As with the Ka

and Ko sensitivity analyses, Figs. 3.6a and 3.6c show the mean ice-edge latitude

calculated as the annual mean (hollow circles) and as the mean only when ice is

present (hollow squares). There is a smooth transition between the perennial and

SIF regimes, but the difference in effective sensitivities between regimes (legend

of Fig. 3.6c) is not as large as in the case of Ko, regardless of how the mean ice

edge is calculated. Bjerknes compensation is present in both regimes, but the

rate of BC halves in SIF climates (legend of Fig. 3.6d).

The actual sensitivities can be determined following the same procedure as

described in section 3.2.2. Figure 3.6d shows the associated decrease in ha as ho

increases; from this and Eq. (3.5), so ≈ 0.7°N (W m−2)−1 for perennial ice, about

a third of the value 1.7°N (W m−2)−1 obtained for the perennial-ice simulations

when Ko was varied. The reason for the difference is that increasing Fbp increases

the ocean–ice flux uniformly over the ice pack, compared to increasing Ko which

increases ho only at the ice edge. Clearly, ice is thinner at and near to the edge,

such that heat fluxes there have more impact on the ice-edge latitude than equal

heat fluxes at the pole. A given ho due to varying Ko thus has a greater effect on

the ice edge than the same ho due to varying Fbp. It is therefore not surprising

that the ice edge is more sensitive to ho when Ko is varied.
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Figure 3.6: As in Fig. 3.4, but for the Fbp sensitivity experiments, with Fbp taking the
place of Ko. Simulations near the transition between perennial and seasonal ice-cover
regimes are excluded in the linear fits in (b)–(d).

When the ice cover is seasonal, so ≈ 0.8°N (W m−2)−1, calculated from

annual-mean ice edges. This is notably similar to the value of sa for seasonal ice

cover, suggesting that the two heat transports have similar impacts on ice extent

in the seasonal regime. If the calculation here is done using the mean ice-edge lat-

itudes calculated only when ice is present, it is found that so ≈ 0.4°N (W m−2)−1

which is also similar to the value of sa obtained when calculating the ice-edge

latitude in the same way. The effective sensitivities to ho are about two-thirds

the actual sensitivities, in both perennial and seasonal regimes and independent

of how the mean ice-edge latitude is calculated in the latter. Therefore, the re-

lative impacts of AHT and OHT in the seasonal regime are independent of the

calculation method.

In terms of the annual-mean method, the sensitivities for SIF conditions

are larger than the sensitivities for perennial-ice conditions (for the atmosphere,

compensated and uncompensated ocean). Sensitivities derived based on aver-

aging method (ii)—the mean over times only when ice is present—are smaller for

SIF conditions. When ice is not present in summer, the role of the heat trans-
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Table 3.1: Summary of results [°N (W m−2)−1] obtained from sensitivity experiments
in which the parameters p = Ko, Ka and Fbp are varied. The ‘effective’ (i.e., with
Bjerknes compensation) sensitivities ∆φi/∆h and ‘actual’ (i.e., with compensation re-
moved) sensitivities s are given in the perennial and seasonal ice cover regimes. For
the seasonal case, values obtained when the ice-edge latitude is calculated as a mean
only when ice is present (rather than the annual mean) are indicated with *.

p Ice cover ∆φi/∆ha ∆φi/∆ho sa so

Ka perennial 0.35 — 0.35 —
seasonal 0.83 — 0.83 —
seasonal* 0.44 — 0.44 —

Ko perennial — ∼ 1.9 — ∼ 1.7
seasonal — 0.05 — 0.18
seasonal* — 0.06 — 0.13

Fbp perennial — 0.43 — 0.68
seasonal — 0.52 — 0.82
seasonal* — 0.26 — 0.42

ports is to warm the high latitudes to resist ice formation in winter. Since there

is no ice to act as a barrier to surface fluxes, it is reasonable to expect that AHT

would have roughly the same warming effect as OHT, and thus similar sensitivit-

ies (regardless of how the mean ice edge is calculated). The lack of ice in summer

also enhances solar absorption and thus warming at high latitudes. This effect

is captured when using the annual-mean ice edge, explaining why the seasonal

sensitivities in this case are larger than when calculated as a mean only when ice

is present.

The sensitivities of the ice-edge latitude to ho and ha are given in Table 3.1

and summarised graphically in Fig. 3.7, including the impacts of BC in each

ice-cover regime and the difference in using the annual mean and ice-only mean

ice-edge latitude. In Fig. 3.7, for the ocean only those sensitivities derived from

the Fbp sensitivity experiments are shown, rather than from the Ko ones: since

varying ho via Fbp varies the ocean–ice flux more uniformly than doing so with

Ko, this provides a fairer comparison with the ha sensitivities.
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Figure 3.7: Summary of sensitivities of the ice edge to AHTC (red), to OHTC in the
absence of compensation (dark green), and to OHTC in the presence of compensation
(light green). These are given for (left) perennial ice cover, (centre) seasonal ice cover
based on calculating the ice-edge latitude as an annual mean, and (right) seasonal ice
cover based on calculating the ice-edge latitude as the mean value only when ice is
present. For the OHTC, values derived from the Fbp sensitivity experiment are shown
rather than those from the Ko sensitivities as this provides a fairer comparison to the
AHTC sensitivities.

In section 2.1.2(b), it was mentioned that the partitioning of OHT between

the mixed layer (controlled by Ko) and prescribed component (controlled by

Fbp) was arbitrary. The results are not sensitive to this: for example, when

Ko = 0.75Kref
o (i.e., reducing the mixed layer component) and Fbp = 7 W m−2

(i.e., reducing the prescribed component), the total OHT and φi of the reference

state remain largely unchanged, despite roughly 25% of the mixed layer OHT

being ‘moved’ into the prescribed part. With respect to this alternate reference

state, the derived actual sensitivities change by only a few percent.
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3.3 Analytical relationships from the EBM

3.3.1 Ratio of sensitivities to OHTC and AHTC

In section 3.2 it was shown that, after accounting for Bjerknes compensation,

the sensitivity of the ice-edge latitude to OHTC is approximately twice that to

AHTC when ice remains in summer. In this section, that result is generalised by

deriving an analytic relation for the ratio of the two sensitivities. The parameter

dependence of so/sa facilitates a physical interpretation of the difference between

so and sa. The reader, if uninterested in the mathematical details, may skip the

derivation in subsection (a) and go to the result, Eq. (3.15), and its discussion in

subsection (b).

(a) Derivation

A relationship between ha, ho, and φi, derived from the EBM equations, with

minimum dependence on the background state (i.e., the prognostic variables Ta,

Tml, Ts, and Hi), is sought, to linearise about small perturbations. In essence,

the aim is to arrive at an equation of the form of Eq. (3.5). Since there are four

independent prognostic equations it is not possible to eliminate the background

state entirely, so the final result is an approximation assuming perturbations to

that background state are sufficiently small so as to not change it too much.

First, the domain dependence is eliminated from the mixed-layer and sea ice-

thickness prognostic equations, (2.5) and (2.16) respectively, as this complicates

the time averaging. In the continuous limit, ∇ · FOHT = 0 for φ ≥ φi, so those

equations may be combined into one:

∂E

∂t
= aS + (Fb −∇ · FOHT) + Fdn − Fup, (3.6)
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where

E =


−LfHi E ≤ 0

Co (Tml − Tf) E > 0
(3.7)

(recalling the approach of Wagner and Eisenman, 2015). Taking the time and

spatial average over latitudes occupied by sea ice of the Ta prognostic equation,

(2.1), and rearranging, gives:

−ha = (Aup − Adn − AOLR) +Bup〈Ts〉 − (Bdn +BOLR) 〈Ta〉, (3.8)

where Eqs. (2.2–2.4) were also used. Doing the same averaging on Eq. (3.6), and

rearranging, gives:

−ho = (Adn − Aup) +Bdn〈Ta〉 −Bup〈Ts〉+ ai〈S〉, (3.9)

where smoothing of coalbedo across the ice edge has been neglected. Next, 〈Ta〉

is eliminated by solving Eq. (3.9) for 〈Ta〉:

〈Ta〉 = Aup − Adn +Bup〈Ts〉 − ai〈S〉 − ho

Bdn
, (3.10)

then substituting this into Eq. (3.8) and rearranging, which gives:

ha + (1 + β)ho = γ0 + βBup〈Ts〉 − (1 + β) ai〈S〉, (3.11)

where γ0 = AOLR + β (Aup − Adn), and β = BOLR/Bdn. Note that while γ0 just

combines some constants for brevity and ultimately has no significance, β will

become an important part of the interpretation of the final result here, and in

that of section 3.3.2.

Next, 〈Ts〉 is eliminated in favour of 〈Hi〉. Approximating that for roughly

half the time the ice surface is melting and the rest of the time it is sub-freezing,
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as described in Eqs. (2.14) and (2.15), 〈Ts〉 ≈ (Tm +〈Td〉)/2. Averaging Eq. (2.14)

and neglecting cross correlations between variables (such that 〈TdHi〉 ≈ 〈Td〉〈Hi〉,

and so on) gives an expression for 〈Td〉, resulting in:

〈Ts〉 = Tm

2 + Adn − Aup +Bdn〈Ta〉+ ai〈S〉+ kiTf/〈Hi〉
2
(
Bup + ki/〈Hi〉

) . (3.12)

Now, 〈Ta〉 is eliminated by substituting Eq. (3.10) into Eq. (3.12) and then solv-

ing for 〈Ts〉. Upon rearrangement and simplification, this gives the following

expression for 〈Ts〉 in terms of 〈Hi〉:

〈Ts〉 = BupTm + ki (Tm + Tf) /〈Hi〉 − ho

Bup + 2ki/〈Hi〉
. (3.13)

Equation (3.13) is then substituted back into Eq. (3.11), and after collecting like

terms and simplifying this leads to:

ha +
[
1 + β

(
1 + Bup

Bup + 2ki/〈Hi〉

)]
ho

= γ0 + βBup
BupTm + ki (Tm + Tf) /〈Hi〉

Bup + 2ki/〈Hi〉
− (1 + β) ai〈S〉. (3.14)

Finally, for sufficiently small perturbations around a given background state with

ice edge φi, 〈S〉 ≈ s0 − s1φi, where s0 and s1 > 0 are empirical parameters

which depend weakly on the background state.2 This does not work if the system

becomes SIF because the averaging includes the annual mean and spatial mean

over sea ice. Although it is intuitive that 〈S〉 can be linearised about φi for

perennial ice cover because S depends only on t and φ, this was verified by

plotting 〈S〉 against φi for all sensitivity experiments described in section 3.1,

shown in Fig. 3.8a. Here it can be seen that the approximation is good even over

2The parameters s0 and s1 are not to be confused with S0 and S1 in Eq. (2.8).
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Figure 3.8: (a) Annual-mean TOA solar radiation averaged over sea ice, 〈S〉, as a
function of the mean ice-edge latitude, φi. These points come from the general para-
meter sensitivity experiments (i.e., the points in Fig. 3.1 for all parameters). Seasonally
ice free points are excluded. An OLS fit is added to points with φi within ±5°N of the
reference state value, φi

ref . (b) Sensitivity ratio, so/sa, for various choices of BOLR
and Bdn, plotted as the experimentally-derived value versus the value predicted by
Eq. (3.15). An OLS fit (black, solid) and y = x line (grey, dotted) are shown. Points
are coloured according to the value of β = BOLR/Bdn.

a substantial variation in φi of about ±5°N around the reference state, and the

value of s1 is about 1 W m−2 °N−1. It also shows that the relationship between φi

and 〈S〉 only depends on the background state, because the points in Fig. 3.8a lie

approximately along a common curve despite being obtained by changing different

parameters. Substituting s0−s1φi for 〈S〉 in Eq. (3.14) introduces dependence on

φi. Again assuming small perturbations such that 〈Hi〉 does not change much, it

then follows, by comparing the coefficients of ho and ha in Eq. (3.14) (cf. Eq. 3.5),

that the ratio of sensitivities is given by:

so

sa
≈ 1 + β

(
1 + Bup

Bup + 2ki/〈Hi〉

)
(3.15)

where, to reiterate, β = BOLR/Bdn. Since a number of approximations are in-

volved in deriving this equation, it was tested by repeating the sensitivity studies

with different values of BOLR and Bdn. Values of so/sa derived from experiment

agree with the predicted values from Eq. (3.15) within about 5% (Fig. 3.8b).
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In particular, it correctly predicts that a larger value of β results in a larger

sensitivity of φi to ho relative to ha (also depicted in Fig. 3.8b).

(b) Interpretation

In the derivation of Eq. (3.15), the main assumptions are that ice remains in

the summer, prognostic-variable correlations are neglected, and ha and ho are

smoothly distributed across the ice cap. This last point means the appropriate

sensitivity to ho is that when Fbp varies rather than Ko. Also, since the ratio

depends on the climate state (via the mean ice thickness, 〈Hi〉), the result applies

to small perturbations around a given reference state.

The factor in brackets in Eq. (3.15) is at least 1 in the limit 〈Hi〉 → 0, and

at most 2 in the limit 〈Hi〉 → ∞. For the reference state values of Bup, ki, and

〈Hi〉, this factor is about 1.7. In practice neither of the limits can be reached

since they correspond to the extreme cases of perennially ice free and snowball-

Earth climates, respectively, in which cases Eq. (3.15) certainly does not hold.

This suggests that the ratio of sensitivities is fairly insensitive to the background

climate.

Equation (3.15) shows that the ratio of sensitivities is set, to leading order,

by atmospheric feedbacks described by BOLR and Bdn. An interesting property

is that the ice edge is always more sensitive to OHTC than AHTC, with equality

of sensitivities only in the (unrealistic) limits BOLR → 0 or Bdn → ∞. Both of

these parameters relate to how much AHTC is transferred to the surface. Larger

values of either BOLR or Bdn lead to larger loss of heat from the atmosphere; in

the former case heat is lost to space (thus reducing the relative impact of AHTC

on the ice edge) and in the latter case it is lost to the surface where it is absorbed

by sea ice (thus increasing the relative impact of AHTC on the ice edge).

The third, higher-order term in Eq. (3.15) suggests that the sensitivity of the
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ice edge to OHTC relative to AHTC decreases with ki, increases with 〈Hi〉 and

increases with Bup. This term represents two additional processes relating to the

diversion of heat away from the ice surface. Firstly, any increase in downwelling

longwave radiation attributed to an increase in AHTC may simply be re-emitted

to the atmosphere, the proportion of which depends on Bup. A larger Bup thus

decreases sa, increasing so/sa. Secondly, the ocean–ice heat flux melts ice directly

at the base. The subsequently thinner ice then conducts heat to the surface more

effectively, increasing the surface temperature and longwave component of Fup,

counteracting the initial melting (this is analogous to the ice-thickness feedback;

e.g., Bitz and Roe, 2004). For larger 〈Hi〉, smaller ki, or smaller Bup, this effect

is smaller. Note that Bup controls both processes, but the atmosphere–surface

effect dominates the ice-thickness effect [∂(so/sa)/∂Bup > 0 for all parameter

choices]. Overall, Eq. (3.15) describes the difference in sensitivities in terms of

how perturbations to AHTC and OHTC are diverted to/from the ice pack.

3.3.2 Effective sensitivity to OHT

Equation (3.15) provides insight on why heat converging under sea ice has a larger

impact than the same heat converging over it. Here, a more general equation in

terms of the heat transport across a fixed latitude is discussed. This does not

require a specific underlying mechanism to be applicable, and ultimately bridges

the gap between the EBM and behaviour of coupled GCMs in chapters 4–5.

(a) Derivation

Consider the annual-mean, spatial-mean energy balance of the region between a

fixed reference latitude φ0 and the pole. From conservation of energy, changes in
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heat fluxes at the boundaries (TOA and at φ0) of this region must satisfy:

∆〈Fsw〉 = ∆〈FOLR〉 −
∆OHT + ∆AHT

A
, (3.16)

where Fsw is net shortwave radiation, A = 2πR2
E(1 − sinφ0) is the surface area

between φ0 and the pole, and OHT and AHT are evaluated at φ0. In the EBM,

Fsw ≡ aS. Here, shortwave radiation is written as a general flux Fsw, as this

makes more sense when the result of this section (Eq. 3.23a) is later applied

to CMIP6 models, where the explicit decomposition of net shortwave into the

incident solar radiation and planetary coalbedo is not required.

Assuming OHT and AHT are strongly coupled by Bjerknes compensation,

with bc = ∆AHT/∆OHT, the Bjerknes compensation rate, allows ∆AHT to be

eliminated:

∆〈Fsw〉 = BOLR∆〈Ta〉 −
1
A

(1 + bc) ∆OHT, (3.17)

where Eq. (2.4) was also used on the OLR term. The mean air temperature, 〈Ta〉,

is eliminated in favour of the mean surface temperature, 〈Ts〉, using the energy

balance of the atmospheric layer:

∆〈FOLR〉 = ∆〈Fup〉 −∆〈Fdn〉+ bc∆OHT
A

(3.18)

(cf. Eq. 2.1), or, using Eqs. (2.2–2.4):

BOLR∆〈Ta〉 = Bup∆〈Ts〉 −Bdn∆〈Ta〉+ bc∆OHT
A

. (3.19)

Rearranging for ∆〈Ta〉:

∆〈Ta〉 = Bup

BOLR +Bdn
∆〈Ts〉+ bc

A (BOLR +Bdn)∆OHT. (3.20)
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Substituting Eq. (3.20) into Eq. (3.17) and simplifying the ∆OHT terms:

∆〈Fsw〉 = βBup

1 + β
∆〈Ts〉 −

1
A

(
1 + bc

1 + β

)
∆OHT. (3.21)

Finally, it is assumed that changes in 〈Fsw〉 are purely a function of φi. Physically,

this assumption is based on the coalbedo difference between sea ice and ocean,

δa, which increases net shortwave absorption when the area of ocean proportional

to cosφi∆φi is exposed, such that:

∆〈Fsw〉 = 〈S〉δa cosφi∆φi ≡ s∆φi, (3.22)

where 〈S〉 is the time- and spatial-mean TOA solar radiation. In practice, it

is simpler to use the empirical constant s, i.e., the far-RHS of Eq. (3.22), to

make this ‘conversion’ between Fsw and φi, rather than computing δa (which is

not trivial because of the smoothing in the coalbedo formulation of Eq. 2.6).3

Substitution of Eq. (3.22) into Eq. (3.21) then gives

s∆φi = βBup

1 + β
∆〈Ts〉 −

1
A

(
1 + bc

1 + β

)
∆OHT (3.23a)

or, dividing through by s∆OHT to get the effective sensitivity of the ice edge to

OHT:
∆φi

∆OHT
= βBup

s (1 + β)
∆〈Ts〉
∆OHT

− 1
sA

(
1 + bc

1 + β

)
(3.23b)

(b) Interpretation

Two clarifying remarks should be made. Firstly, note that the LHS of Eq. (3.23a)

is really just ∆〈Fsw〉. This equation thus relies on a strong linear relationship

3This is not the same as the ‘conversion’ between mean solar radiation and the ice edge in
the derivation of Eq. (3.15): in that case, spatial averages are taken over sea ice, whereas here,
spatial averages are over a fixed region.
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between φi and Fsw averaged between φ0 and the pole in order to connect changes

in φi with OHT and Ts. Secondly, it should be emphasised that Eq. (3.23a)

describes the effective (to use the same terminology distinguishing ‘effective’ and

‘actual’ sensitivities in the previous sections) responses of each variable φi, 〈Ts〉,

and OHT. Thus, the minus sign on the term multiplying ∆OHT does not imply

that increases in OHT should increase the sea ice cover, because ∆〈Ts〉 and ∆OHT

are highly correlated—that is, the effect of ∆OHT is partly captured by ∆〈Ts〉.

Equation (3.23a) expresses energy conservation in a manner which parallels

the classic diffusive EBM formulation of Eq. (1.2): net shortwave radiation (the

LHS of Eq. 3.23a), is balanced by OLR [first term on the right-hand side (RHS)

of Eq. 3.23a] and net heat transport into the region (second term on the RHS of

Eq. 3.23a). The first term on the RHS of Eq. (3.23a) represents the contribution

to the OLR from surface heat loss to the atmosphere. The upward surface flux

appears directly as ∆〈Fup〉 = Bup∆〈Ts〉, and is weighted by a factor which repres-

ents the fraction of it partitioned into OLR: BOLR/ (BOLR +Bdn). This is similar

to the partitioning of AHTC into upward and downward components which, be-

ing controlled by the relative values of BOLR and Bdn, lead to the factor of β in

Eq. (3.15). This factor also appears in Eq. (3.23a): since bc∆OHT = ∆AHT, the

coefficient in front of the ‘hidden’ ∆AHT in Eq. (3.23a) is smaller than that in

front of ∆OHT by the same factor of 1 + β.

The EBM effective sensitivity of the ice edge to OHT can be determined

from the Ko and Fbp sensitivity experiments, as shown in Fig. 3.9a. To focus on a

relatively small perturbation to the reference state, only the Ko = (1± 0.25)Kref
o

simulations, and the varied-Fbp simulations falling in the same range of OHT,

are shown. The OLS fits give the effective sensitivities to OHT at φ0 = 60°N

when Ko varies (blue, 16.7°N PW−1) and when Fbp varies (green, 13.7°N PW−1).

Equation (3.23b) shows that these effective sensitivities depend on the terms

∆〈Ts〉/∆OHT, bc, and s. These are given by the OLS slopes in panels (b), (c),
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(a) Effective sensitivity of ϕi to OHT

Ko: Δϕi/ΔOHT = 16.66°N PW−1

Fbp: Δϕi/ΔOHT = 13.71°N PW−1

(c) Bjerknes compensation rate

Ko: bc = −1.25
Fbp: bc = −1.11

(d) Shortwave–sea ice conversion factor

Ko: s = 1.02 W m–2 °N–1

Fbp: s = 0.92 W m–2 °N–1

(b) Effective sensitivity of Ts to OHT

Ko: Δ Ts  /ΔOHT = 8.85°C PW−1

Fbp: Δ Ts  /ΔOHT = 8.24°C PW−1

Figure 3.9: (a) Effective sensitivity of the ice edge to OHT across 60°N as Ko var-
ies (blue) and as Fbp varies (green). The reference state is shown in black. Only a
subset of simulations are shown in each case (see main text). Slopes of the OLS fits
in the legends of (b)–(d) give the terms in Eq. (3.23b), respectively: ∆〈Ts〉/∆OHT,
bc = ∆AHT/∆OHT, and s = ∆〈Fsw〉/∆φi.

and (d) respectively of Fig. 3.9, which show plots of the required quantities in both

sensitivity experiments. Inserting the reference state constants (from Table 2.1)

and these terms for theKo case, the RHS of Eq. (3.23b) evaluates to 16.6°N PW−1,

and repeating this for the Fbp case gives 13.7°N PW−1. Both of these calculated

sensitivities agree with the OLS-determined sensitivities within 1%. Considering

the results of section 3.2 showing clear differences in the qualitative behaviour

of varying Ko and varying Fbp, this verifies that Eq. (3.23a) is unaffected by the

underlying mechanism.

The differences in the terms on the RHS of Eq. (3.23b) between the Ko and

Fbp cases are not striking, but are enough to give rise to an effective sensitivity

about 25% larger when Ko varies than when Fbp varies. This can be under-

stood from the values of the terms in Eq. (3.23b). First, the effective sensitivity
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of surface temperature to OHT is slightly larger when Ko varies (Fig. 3.9b),

contributing to a larger effective sensitivity of the ice edge, consistent with the

description in section 3.2.1 where intense OHTC near the ice edge is partially

lost to the atmosphere, contributing to poleward warming. This also explains

the more negative value of bc when Ko varies (Fig. 3.9c), since some of that heat

loss will be transported equatorward by the atmosphere. A more negative bc also

increases the sea ice sensitivity to OHT according to Eq. (3.23b). Finally, s is

larger when Ko varies (Fig. 3.9d): this would decrease ∆φi/∆OHT, so the Ts and

bc effects explain the larger sensitivity in the Ko case.

It is worth emphasising the simplicity of Eq. (3.23a), which is perhaps ob-

scured by the number of parameters appearing in it. This is particularly import-

ant since it represents the first attempt at providing a simple diagnostic equation

to interpret the emergent sea ice–OHT relationship in GCMs. As mentioned in

section 1.2.2, such models typically exhibit BC robustly and strongly. Thus, bc

might be treated as a constant, with a value close to −1. Assuming the same

can be done for s, and that the atmospheric radiation parameters Bup, Bdn, and

BOLR, can be derived following a similar procedure as for the reanalysis data

(section 2.3.2), Eq. (3.23a) can be expressed as:

∆φi = X∆〈Ts〉 − Y∆OHT, (3.24)

where the various parameters, including s and bc on the above assumptions, are

bundled into the constants X and Y . The ∆ operators in this equation could refer

to a variation across ensemble members of a GCM simulation, across a collection

of different GCMs, or to a time difference (e.g., in a climate change simulation). In

these contexts, Eq. (3.24) suggests that variations in sea ice extent are determined

simply by surface temperature and OHT, with coefficients depending on what are

essentially atmospheric properties. This is investigated in chapters 4 and 5.
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3.4 Discussion

The sensitivity experiments in section 3.2 showed that the ice-edge latitude is

more sensitive to OHTC than AHTC, but results depend on whether the ice

cover exists perennially or seasonally. In the perennial case, φi is more sensitive to

OHTC than AHTC by roughly a factor of 2 (found by varying the ocean–ice flux

parameter, Fbp), and by a further factor of 2 (i.e., 4 times more sensitive in total)

if the OHTC perturbation is concentrated at the ice edge (found by varying the

mixed-layer diffusivity, Ko). This higher sensitivity to oceanic than atmospheric

heat is consistent with previous studies (Thorndike, 1992; Singh et al., 2017);

in particular, Eq. (3.15) appears to be an expanded form of the result found

by Eisenman (2012, Eq. 17). These results are built upon here by quantifying

the sensitivity of ice extent (rather than thickness) in a two-layer, latitudinally-

varying system, making explicit the role of meridional energy transports.

It is worth recalling the estimate of the effective sensitivity of φi to net MHT

convergence, 0.46°N (W m−2)−1, in the classic diffusive EBM (Fig. 1.5c). This is

similar to the sensitivities derived in the new EBM, and lies between the perennial

and seasonal ha (close to the net MHT convergence) sensitivities of the new EBM.

The classic EBM does not yield information about the ocean, but the effect on

φi when varying Fbp can be compared to that of varying the constant Fb in the

model of Wagner and Eisenman (2015, WE15), as discussed in section 1.3.3.

Varying the constant Fb in WE15 gave a sensitivity of about 2°N (W m−2)−1,

which is closer to the Ko sensitivities in the present EBM. In WE15, however,

the large sensitivity arises due to an increase in net heat content: raising their

Fb has a similar effect to lowering AOLR in the present EBM, for which about

0.7°N (W m−2)−1 sensitivity occurs (Fig. 3.1a). The sensitivity to Fb in WE15

exceeds this because it is directly coupled to sea ice. Note the analogy of this

argument to the simple upward versus downward partitioning of ha via Eq. (3.15).
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The ratio of perennial sensitivities is fairly robust to the background climate

and is set to leading order by atmospheric feedback parameters according to

Eq. (3.15), which suggests OHT is always a more effective driver of the ice edge

compared to AHT. This is because only a fraction of AHTC is transferred to the

ice since some of it is lost to space via OLR (or re-emission from the surface).

In contrast, any OHT converging under sea ice must be absorbed by it. Part of

the absorbed ocean heat flux melts ice at the base, although a mechanism similar

to the ice-thickness feedback plays a role in which the resulting thinner ice more

effectively conducts heat to the surface where it may be radiated away.

When the ice cover is seasonal, the sensitivities of the ice edge to AHTC and

OHTC are roughly the same, but both are larger than the perennial sensitivities.

This is associated with uninhibited air–sea fluxes in ice free months making the

two heat transports have similar roles to play in warming the high latitudes,

and increased solar absorption which further enhances warming. Sensitivities

for the SIF regime should be considered with more caution than those for the

perennial regime, because it is possible that under the former conditions the B

values would change: for instance, in response to increasing Arctic cloud cover

(Kay and Gettelman, 2014; Vihma, 2014; Huang et al., 2019).

Bjerknes compensation, in which the AHTC counteracts a change in OHTC,

was shown to play a major role by modulating the impact of OHTC on the ice

edge. The effective sensitivity of the ice edge to increasing OHTC is about two-

thirds its actual sensitivity in both regimes. This is likely relevant to coupled

GCMs: Outten et al. (2018) established the presence of BC in a number of

CMIP5 models’ historical simulations, with typical rates of compensation similar

to that found in the present EBM. They report an average ratio of heat-transport

anomalies of −0.78±0.35, and that BC mainly occurs in regions of strong air–sea

fluxes (particularly the high latitudes and near the northern mid-latitude storm

track). Supported by theoretical ideas developed by Liu et al. (2016), they explain
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3.4 Discussion

that the rates of compensation in models are related to local climate feedbacks.

This suggests that there may be a deeper link between the ice-edge sensitivities

and BC than found in the present work, since the rate of BC is affected by the

very parameters found to control the relative actual sensitivities. Nevertheless,

the qualitative significance of AHT partly cancelling the effect of increasing OHT

is a notable, novel result, discovered due to the formulation of independent OHT

and AHT in the newly-developed EBM.

The simple, physical explanation for the sensitivities encapsulated in

Eq. (3.15) suggests it is relevant to the real world. Of course, there are some

caveats in making this connection. The EBM is zonally averaged and effect-

ively applies to an aquaplanet: land and zonal asymmetries in surface fluxes and

heat transport convergences clearly affect the real-world distribution of sea ice.

Results have been interpreted against the northern hemisphere (by tuning the

reference state to such conditions and allowing sea ice to exist up to the pole).

It is plausible that these results, at least in the perennial regime, are relevant to

the southern hemisphere as well (for example, the southern hemisphere value of

β is the same as the northern hemisphere value; see section 2.3.2). As alluded to

in section 2.1.2(b), and based on the description in section 1.1.1, it is plausible

to expect that Arctic sea ice would behave more in line with the Ko sensitivity

experiment, while Antarctic sea ice might behave more like the Fbp sensitivity

experiment. This would have implications for the sea ice sensitivities to OHT

in the two hemispheres of GCMs and the real world, but the investigation of

chapter 4 is required to gather more evidence of this.

Some other caveats relate to the physical realism of the EBM. For example,

it does not represent leads in the ice pack, thereby assuming that 100% of OHT

converging under ice melts it (rather than escaping to the atmosphere). This is

reasonable though since, although surface fluxes may indeed reach ∼ 100 W m−2

over such areas of exposed ocean, these persist on sub-daily timescales (Heorton
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et al., 2017) and so is averaged out on the EBM scale. Sea ice dynamics have

not been included, which may be particularly important in relating these results

to the southern hemisphere where sea ice export to warmer latitudes is a key

process (section 1.1.1). However, to first order this would likely only affect the

reference state (for the same thermodynamic conditions, the sea ice edge would

move poleward), and this could simply be re-tuned. Of particular importance to

Eq. (3.23a) is how changes in net shortwave radiation, Fsw, only depend on the

position of the ice edge (Eq. 2.6). Net shortwave radiation can also be affected by

changes in cloud cover, for example, which can occur independently of changes

in sea ice. Equation (3.21) shows that there is a sensitivity of Fsw to OHT

arising from maintenance of the TOA radiation balance. Assuming that all of

this sensitivity directly translates into sea ice sensitivity is true in the EBM as

constructed, but for the real world this implies that the sensitivities from the

EBM are overestimated.

Heat transports are usually quantified in terms of the transport (in W) across

a fixed latitude, whereas here the sensitivity experiments mainly used the average

convergences (in W m−2) over a variable area, ha and ho. In the EBM these are

linearly related, but this may not be so in the real world or a coupled GCM.

There may also be some point between the results of the Ko and Fbp sensitivity

experiments which gives the most realistic picture, dependent on the real-world

distribution of incoming OHT across the ice pack, or that in GCMs. This point is

addressed to some extent by the second analytical result, Eq. (3.23a), which only

assumes energy conservation and is valid for any underlying mechanism. It does,

however, rely on a strong conversion between the sea ice edge and net shortwave

radiation (i.e., a strong influence of sea ice cover on the planetary albedo) in order

to yield information about sea ice sensitivity. It remains to be seen whether such a

relationship emerges in the average behaviour of GCMs (or whether it is obscured

by other factors determining the planetary albedo, or zonal asymmetries). The
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first analytical result, Eq. (3.15), nevertheless remains useful in providing an

explanation of a fundamental difference between atmospheric and oceanic forcing

on sea ice—as alluded to in previous work (Thorndike, 1992; Eisenman, 2012;

Singh et al., 2017)—in simple physical terms.

3.5 Chapter summary

A summary of the key results from the EBM sensitivity studies in this chapter is

as follows:

1. A general sensitivity study was carried out on all parameters:

a) Broadly, sea ice is most sensitive to radiation parameters, least sens-

itive to sea ice parameters, with OHT parameters in between;

b) The climate sensitivity of the EBM is comparable to observational

estimates, suggesting that other sensitivities derived from the EBM

are relevant to the real world.

2. By calculating AHTC and OHTC averaged over sea ice (ha and

ho respectively), it was found that the ice edge latitude φi:

a) is about twice as sensitive to ho than to ha;

b) is a further factor of 2 more sensitive to ho when OHTC is concentrated

near the ice edge;

c) is ‘effectively’ about 1/3 less sensitive to OHTC in practice due to

Bjerknes compensation, because reduced AHTC partially offsets the

‘actual’ sensitivity to OHTC;

d) is equally sensitive to ho and to ha in a seasonally ice-free climate.
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3. An equation (3.15) was derived explaining why the impact of ha

is reduced relative to ho:

a) AHTC is partly transferred downward to sea ice and partly lost via

OLR, as controlled by atmospheric radiative feedback parameters;

b) Surface cooling further reduces the impact of AHTC, with higher-order

corrections due to vertical heat diffusion through sea ice depending on

its thickness and thermal conductivity.

4. Another equation (3.23) directly describes the effective sensitivity

of φi to OHT, which:

a) connects changes in sea ice, OHT, and surface temperature;

b) does not depend on an underlying mechanism of OHT;

c) parameterises specific processes (particularly Bjerknes compensation),

providing a simple diagnostic that could be applied to GCMs.
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Chapter 4

How does natural ocean

variability affect sea ice?

This chapter begins the analysis of coupled GCMs, by assessing the role of natural

variations in OHT in driving sea ice extent on multidecadal timescales. Here, the

focus is on explicating the underlying mechanisms, comparing the behaviour of

the northern (NH) and southern (SH) hemisphere, within and across models.

The relationship between OHT and sea ice extent is also cast into the theoretical

framework of the EBM analysis in the previous chapter. This provides a test of

the EBM results, generates insight into GCM behaviour, and sets up the analysis

of future-climate simulations in chapter 5.

In section 4.1, the data and methodology are described, including details of

the diagnostic procedures and an assessment of their shortcomings. The analysis

begins in section 4.2, firstly by computing correlations between sea ice, OHT,

and AHT, which suggests different mechanisms in the northern and southern

hemispheres. This is examined in more detail by looking at spatial patterns of the

changes in sea ice extent, OHTC, and AHTC, in a selected model. The similarity

to other models is then verified, making use of the EBM diagnostics of OHTC and

AHTC averaged over sea ice (ho and ha, respectively). Section 4.3 tests whether
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4 How does natural ocean variability affect sea ice?

the analytical result derived in the EBM analysis connecting variations in sea ice,

OHT, and surface temperature (Eq. 3.23a) can explain the relationship between

OHT and sea ice extent in models (considered individually and collectively).

The results from this chapter are discussed in section 4.4 and summarised in

section 4.5. The material in sections 4.1–4.2 has been adapted from the author’s

published work (Aylmer et al., 2022).

4.1 Data and methods

4.1.1 Models and simulations

The CMIP6 pre-industrial (PI) control runs provide a set of multi-century sim-

ulations of unforced climate variability suitable for this analysis. All models

providing the raw fields needed to calculate the main diagnostics required (sec-

tion 4.1.2) are included. This gives 20 models from various modelling groups,

with a range of physical cores and resolutions. Eleven provide a 500 yr time

series, one is shorter (CNRM-CM6-1-HR, 300 yr), and the remaining eight are

longer (Table 4.1). Most models have one PI-control ensemble member. For

MPI-ESM1-2-LR and MRI-ESM2-0, which provide more than one, the longest

time series is used (both having realisation label r = 1). For CanESM5 and

CanESM5-CanOE, the members with perturbed-physics label p = 2 are used,

in which a different interpolation procedure couples wind stress from the atmo-

sphere to the ocean. The developers explain that this improves the representation

of local ocean dynamics but otherwise does not substantially impact the large-

scale climate relative to the standard configuration with p = 1 (Swart et al.,

2019). The first 1000 yr of the 2000 yr IPSL-CM6A-LR simulation with initial-

isation label i = 1 is analysed (because sections of data were missing for some

fields). NorCPM1 provides three 500 yr realisations, but only that with r = 1 is
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4.1 Data and methods

included. For further details, see the references cited in Table 4.1.

4.1.2 Diagnostics

(a) Sea ice

Sea ice extent, Si, is calculated directly from the monthly-mean sea ice concen-

tration, ci, and ocean grid cell area, Ao, fields by summing Ao over cells with

ci ≥ c?i , in each hemisphere separately, as a function of time. The concentration

threshold, c?i , is taken to be 15%. A similar procedure is used for sea ice area,

Ai, but weighting Ao by ci and including all grid cells (i.e., not just those with

ci > c?i ). For consistency Si and Ai are computed from ci regardless of whether

they are provided as standard outputs, since the ci data are required for other

diagnostics. Note also that Si and Ai are only needed to validate the computa-

tion and use of the ice-edge latitude, φi, which serves as the main quantification

of ‘sea ice cover’. For this, ci is interpolated onto a regular, fixed grid, then

the algorithm described by Eisenman (2010) is applied. This determines φi as a

function of longitude, λ, by identifying meridionally adjacent grid cells where the

equatorward cell satisfies ci < c?i and the poleward cell satisfies ci ≥ c?i . If land

is present in any cell within a meridional distance yL of the identified pair, it is

rejected. In the case of multiple ice edges for a given longitude, the one nearest

the equator is chosen. This procedure results in a set of ice edges representative

of the thermodynamically-driven evolution of the sea ice cover, eliminating loca-

tions where the ice edge is temporarily fixed simply because there is no ocean for

it to move into. Using the cf-python package (Hassell et al., 2017), ci is linearly

interpolated onto a fixed grid of resolution δφ = 0.5°. For the land checking,

yL = 100 km is chosen which corresponds to 2 nearest grid cells when δφ = 0.5°.1

1In the original implementation by Eisenman (2010), land checking was done directly on the
meridionally-adjacent cells.
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4.1 Data and methods

An example of the identification of φi using this algorithm is shown in

Fig. 4.1, which plots ci contours and φi (λ) in March and September in the first

year of the PI-control simulation of HadGEM3-GC31-LL. Note the difference

between the c?i contour and φi (λ), which is particularly evident in the NH. In

the SH when sea ice is close to its maximum seasonal extent, the c?i contour and

φi (λ) happen to be identical in this case (Fig. 4.1, bottom right) because the ice

edge is sufficiently far from land everywhere. Since this analysis is considering

long-term averages, the sensitivity to the choice of interpolation resolution, the

land-checking parameter yL, and selecting nearest the pole instead of the equator

in the case of multiple ice edges, is low. This is demonstrated in Fig. 4.2, which

plots the time series of 25 yr averages (explained in section 4.1.3) of φi, zonally

averaged, in HadGEM3-GC31-LL, for various combinations of the diagnostic op-

tions. In the SH, there is little sensitivity to δφ and even less to yL because land

does not obstruct Antarctic sea ice that much. In the NH, the most important

option is yL which causes a poleward shift of ∼ 0.5°N when doubling yL (at fixed

δφ). Overall, different choices result mostly in an offset of the time series without

affecting multidecadal variability (i.e., anomalies ∆φi) which is of interest here.

Python code implementing this algorithm is archived online (Aylmer, 2021).

The ice-edge latitude diagnosed in this way and zonally averaged is an ef-

fective way of quantifying the sea ice cover. In addition to the connection with

the EBM analysis, this is because it can be easily compared across models and

works naturally when analysing heat transported across a fixed latitude. The

three metrics, Si, Ai, and φi, are strongly correlated in each model (Fig. 4.3), and

are thus effectively interchangeable; i.e., correlations based on φi can be applied

to Si or Ai (with sign reversal). However, the slope ∆φi/∆Si (or ∆φi/∆Ai) is

about twice as large in the NH compared to the SH. This is partly because the

area change associated with a latitude increment φ→ φ+ ∆φ is proportional to

cosφ, and so is larger in the SH where the mean ice edge is at a lower latitude,
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Figure 4.1: Ice-edge latitude as a function of longitude, φi (λ) (red points),
at two selected times during the first year of the PI-control simulation of
HadGEM3-GC31-LL: (left) March and (right) September. The c?i = 15% concen-
tration contour is shown in yellow. The algorithm described in section 4.1.2 was used,
with δφ = 0.5°, yL = 100 km, and choosing nearest the equator in the case of multiple
possible φi (λ). Points of φi (λ) are only shown in 5°E intervals of λ for clarity. Grey
shading indicates missing data (land mask) in the model. Coastlines (thin, black) are
added for illustration and are not part of the model.

∼ 64°S, than in the NH, ∼ 68°N. The dominant effect, however, is due to land:

in the NH, about 50% of longitudes at 68°N are occupied by land, whereas 64°S

is land free (see Fig. 4.6). Both geometric effects mean that a given change in

φi represents a larger areal change in sea ice cover in the SH compared to that

in the NH, resulting in the factor of 2 difference in the slopes of Fig. 4.3. This

means, for example, that equal sensitivities of the NH and SH ice edge to OHT

implies a factor of 2 difference in the Si sensitivities. Figure 4.3 also shows that

the inter-model spread in Antarctic sea ice-extent variability is about twice as

large as that for the Arctic.

In section 4.2.2, sea ice thickness, Hi, is considered. This is computed from

the sivol field, which is the ice volume per unit grid-cell area. Dividing by ci

gives the actual floe thickness. However, Hi could not be produced for CanESM5,

CanESM5-CanOE, and NorCPM1, because sivol was not available for these

models. Also required in that section is the near-surface air temperature (field:
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Figure 4.2: Time series of 25 yr averages of the zonal-mean ice edge latitude, φi,
in the PI-control simulation of HadGEM3-GC31-LL, for various choices of the ice-
edge algorithm parameters. (a,c) Sensitivity to choosing a different interpolation
resolution, δφ, in the NH and SH respectively (in all cases with yL = 100 km).
(b,d) Sensitivity to choice of land-checking distance, yL, in the NH and SH respect-
ively (in all cases with δφ = 0.5°). Also shown in each case in (a)–(d) is the difference
between choosing nearest the equator (solid) or pole (dashed) in the case of multiple
ice edges at a given longitude.

tas), which is provided by all models in Table 4.1 and does not require manipu-

lation other than averaging.

(b) Meridional heat transport

At the time of analysis, few models provided northward OHT already diagnosed

(field: hfbasin). Computing OHT directly from the ocean current and temper-

ature fields for each model is impractical due to data volume, non-trivial grid

geometries, and issues with closing heat budgets which may be worsened by in-

terpolation. Here, Eq. (1.1) is exploited: since most models provide the net

downward energy flux into the top of the ocean column (field: hfds; i.e., −Fs in

Eq. 1.1), northward OHT is approximated at each latitude φ by integrating hfds
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Figure 4.3: Zonal-mean sea ice edge latitude, φi, plotted against (left) sea ice extent,
Si, and (right) sea ice area, Ai, in the (top) NH and (bottom) SH. Each point is
a 25 yr average from the corresponding model’s (legend) PI-control simulation (see
section 4.1.3). Ordinary least squares (OLS) lines are fitted to all points in each panel,
with slopes given in the legends. Individual model correlations between each pair of
diagnostics are all statistically significant at the 95% confidence level based on a t-test.

over the area north of φ. This neglects heat storage tendency (i.e., the LHS of

Eq. 1.1, also not commonly provided), which on timescales relevant to this work

manifests as a non-zero heat transport at the south pole of typical magnitude

0.1 PW (Fig. 4.4, top left), or less than 1 W m−2 averaged over the world ocean.

For the SH analysis, a second version of OHT is computed by starting the in-

tegration at the south pole and proceeding north, which shifts the accumulated

error into the NH (Fig. 4.4, bottom left).

The turbulent, longwave, and shortwave heat fluxes evaluated at the surface

and TOA are combined to give the net heat flux into the atmospheric column

which, neglecting atmospheric heat storage, gives the column-integrated moist-
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static energy convergence. Then AHT follows from integrating in a similar man-

ner as is done for OHT. Although neglecting the heat capacity of the atmosphere

is a very good approximation, the same error arising in the OHT calculation

manifests in the AHT calculated in this way (since AHT and OHT are coupled

via Fs; Fig. 4.4, top right), so a second version of AHT is computed, integrating

from the south pole (Fig. 4.4, bottom right), for the SH analysis.

Finally, under the same approximations just discussed, the heat transport

divergences are given by hfds (−OHTC) and the net flux into the atmospheric

column (−AHTC). Again, these neglect heat storage tendencies. To compute ho

and ha, the OHTC and AHTC averaged over sea ice as defined in section 3.2,

simply requires averaging the aforementioned fields over locations where ci ≥ c?i .

In the case of AHTC, this requires interpolation of ci from the ocean grid to the

atmospheric grid, which is done using the same procedure as for calculating φi

(linear interpolation onto a fixed grid with resolution δφ = 0.5° using cf-python).2

4.1.3 Time-series analysis

To analyse how sea ice responds to natural variations in oceanic and atmospheric

heat fluxes during the PI control simulations, a simple approach is taken by

dividing each time series into consecutive, non-overlapping ∆t year averages, and

calculating Pearson correlations, r, between each pair of diagnostics. The choice

∆t = 25 yr is sufficiently long to study multidecadal variability. To give a sense

of the significance of r, critical values rcrit of a two-tailed Student’s t-test on the

null hypothesis that r = 0, at the 95% confidence level, are computed. Values

of r exceeding rcrit in magnitude are then significant at the 95% confidence level.

These depend on the time series length: for the shortest (300 yr), most common

(500 yr), and longest (1880 yr) time series respectively, rcrit = 0.50, 0.38, and 0.19.
2Although some models provide ci already interpolated onto their atmospheric grid, for

consistency the interpolation of the ocean-grid version of ci is done for all models.
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calculated by integrating column heat fluxes north of each φ. In the top panels, the
integration is started from the north pole, and in the bottom panels it is started from
the south pole [see section 4.1.2(b)].

Computing critical values in this way assumes that the sets of 25 yr averages for

individual diagnostics are uncorrelated. Figure 4.5 shows autocorrelations, ra, of

the main diagnostics for each model. In most cases ra becomes insignificant at a

lag of 25 yr. The worst case is ra (φi), which is significant for 5 models in the NH

and 9 in the SH. While this does not affect the correlations between diagnostics

in the next section, it does mean that rcrit is a lower bound for models with

significant autocorrelation at 25 yr lag.
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Figure 4.5: Autocorrelation, ra, of, from top to bottom: ice-edge latitude, φi, poleward
OHT across 60°N/°S, poleward AHT across 60°N/°S, OHTC averaged over sea ice, ho,
and AHTC averaged over sea ice, ha. Autocorrelations are computed from 25 yr moving
averages of the diagnostics for the purpose of smoothing. Shading indicates statistical
insignificance at the 95% confidence level based on a Student’s t-test of the consecutive,
non-overlapping 25 yr periods for 500 yr time series (rcrit = 0.38).
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4.2 Unravelling the mechanisms

4.2.1 Correlation analysis

(a) Northern hemisphere

To start, the correlations, r, between φi, OHT, and AHT, as a function of the lat-

itude at which the heat transports are evaluated, φ0, are computed. In the NH, 19

of 20 models show a positive correlation between OHT and φi equatorward of the

ice edge (Fig. 4.6a, right). This is physically intuitive (increased heat is associated

with less sea ice) and consistent with previous studies (section 1.2.3). All models

have r > rcrit for at least one latitude equatorward of their mean ice edges. In

many cases the correlations are strong and do not vary that much with latitude.

There is an abrupt change in r poleward of the ice edge, occurring roughly at the

seasonal minimum ice extent: some r become quite strongly negative, whereas

most (11) drop to an insignificant value. One model, CNRM-ESM2-1, retains a

significantly strong positive correlation up to the pole. The same 19 of 20 models

have a negative correlation between AHT and φi equatorward of the ice edge,

although there is more variation across models and fewer retain |r| > rcrit up

to the ice edge (Fig. 4.6c, right). Such negative correlations are physically non-

intuitive, but can be understood as a consequence of BC, which manifests as a

negative correlation between OHT and AHT, present in all models equatorward

of the mean ice edge (Fig. 4.6d, right). For many models, AHT and OHT become

uncorrelated over sea ice, which can be attributed to minimal air–sea exchanges

necessary for the compensation to occur. As with OHT there is a sharp change

in r(AHT, φi) across the ice edge but, in contrast, all 20 models have significant

positive r(AHT, φi) over the permanent ice cover.
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Figure 4.6: (a) Correlation (r) between 25 yr mean, zonal-mean sea ice edge latitude,
φi, and poleward OHT as a function of latitude in the (left) southern and (right)
northern hemispheres. (b) Mean φi in each model (circles) and their seasonal ranges
(horizontal bars). (c) As in (a) but for poleward AHT. (d) Correlation between OHT
and AHT as a function of latitude. Shading indicates where r is insignificant at the
95% confidence level based on a t-test for 500 yr time series. Thick grey lines in (a),
(c), and (d) show the fraction of longitudes occupied by land at each latitude. Note
the reversed horizontal axis in the left panels.

(b) Southern hemisphere

The picture in the SH does not mirror that in the NH. There is a large variation in

r(OHT, φi) across models between 50°–60°S (Fig. 4.6a, left), with four having sig-
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nificantly negative r(OHT, φi). Excluding MPI-ESM-1-2-HAM, these correlations

converge at high positive values near 65°S—roughly at the mean ice edge. When

considering higher southern latitudes, it must be borne in mind that the area of

enclosed ocean reduces to zero as the Antarctic coastline is approached, such that

the correlations become less meaningful. This is addressed more directly in the

next sections, but for now the left panels of Fig. 4.6 show the zonal land fraction

as a function of latitude (thick grey lines; i.e., the fraction of longitudes occupied

by land, exploiting the 0–1 scale on the vertical axes) to approximately indicate

the location of Antarctica. A similar issue arises for the NH when approaching

90◦N, but the important qualitative change in the behaviour of the correlations

already occurs by 80◦N. For all models except MPI-ESM-1-2-HAM, there is at

least one latitude equatorward of its mean φi which has r(OHT, φi) > rcrit. At-

mospheric heat transport is significantly negatively correlated with φi for most

models between 50°–65°S (Fig. 4.6c, left). For some, r(AHT, φi) becomes signi-

ficantly positive at higher latitudes, from about 72°S. However, the land fraction

here is above 0.5, so that AHT across these latitudes mostly converges over Ant-

arctica. In contrast, r(OHT, φi) remains generally positive between φi and the

0.5 land-fraction latitude. Bjerknes compensation is indicated in the southern

hemisphere (Fig. 4.6d, left), although less strongly than in the NH and two mod-

els (CNRM-CM6-1-HR and HadGEM3-GC31-MM) do not show the signal at the

lower latitudes of the range plotted. All models have significantly strong com-

pensation at about 65°S, coincident with the location of strongest r(OHT, φi).

This correlation analysis points towards qualitatively different behaviours

of the Arctic and Antarctic sea ice cover. In both hemispheres, there tends to

be less sea ice when poleward OHT increases just equatorward of the ice edge.

This holds, roughly, with OHT under the Antarctic ice pack, which implies that

sea ice contracts via increased basal melting. However, reduced Arctic sea ice

cover is associated with increased AHT over the permanent ice pack, where there
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is no consistent relation with OHT across models, i.e., direct ocean–ice fluxes

do not seem relevant in the NH in most cases. Possible explanations for the NH

correlations are OHT driving AHTC at higher latitudes, causing melt from above,

and/or OHT having a more localised effect by increasing OHTC close to the ice

edge (mimicking the behaviour of the Ko sensitivity experiment in the EBM in

chapter 3). Such potential mechanisms are not mutually exclusive and could be

exhibited to different degrees across models. To examine this in a more direct and

physical way, the next section presents the spatial patterns of changes in ocean

and atmospheric heat fluxes, and key sea ice metrics (concentration, thickness,

and surface temperature).

4.2.2 Spatial distribution of changes in heat fluxes

The changes in the various diagnostics between two 25 yr mean states correspond-

ing to the minimum and maximum mean φi are computed. This is presented for

one model, HadGEM3-GC31-LL, which is a typical case (i.e., having about the

average value and magnitude of variability of φi in both hemispheres; Fig. 4.6b).

This facilitates presentation and overall there are no major differences in the qual-

itative, large-scale behaviour when repeating this procedure on the other models.

It should not be taken that HadGEM3-GC31-LL is the ‘best’ case that other

models should be measured against—rather, this is merely a simplification of

presentation and the reader is directed to the supplemental material of Aylmer

et al. (2022) which contains the analogous plots for all 20 models (which are de-

scribed in this section). Furthermore, in section 4.2.3, summary statistics of all

models are provided (which also assess the whole time series rather than just the

extrema; Tables 4.2 and 4.3).
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(a) Northern hemisphere

Most of the change in Arctic sea ice from the period of minimum to maximum

φi occurs in the Atlantic sector. Between the two periods, a concentrated in-

crease in OHTC ∼ 60 W m−2 occurs in the Barents Sea where φi retreats by

∼ 2°N (Fig. 4.7c), coincident with substantial reductions in sea ice concentration

(Fig. 4.7a) and thickness (Fig. 4.7b). Comparable poleward shift in φi also occurs

in the Greenland Sea, but with strong localised OHTC slightly further poleward

of the ice edge compared with the Barents Sea. Between these areas, near Sval-

bard, is a patch of decreased OHTC ∼ 20 W m−2, and the change in φi is about

half that in the Barents Sea. Strong OHTC also occurs in the Labrador Sea

where φi retreats by ∼ 2°N, although the change in thickness is less striking than

in the Greenland and Barents Seas. Across the open ocean, ∆AHTC (Fig. 4.7d)

is approximately the same magnitude as ∆OHTC but of the opposite sign, which

implies the TOA flux does not change much and confirms the presence of BC. In

the Pacific sector, sea ice expands by a very small amount in the Bering Sea, con-

tracts by a similarly small amount in the Sea of Okhotsk, and in both cases the

local ∆OHTC and ∆AHTC is small. In sum, φi retreats more wherever OHTC

increases more.

In the central Arctic, OHTC and ci barely change between the two time

periods, yet Hi decreases by a substantial ∼ 50 cm, similar to the reduction near

the Atlantic ice edge where OHTC is strong. Over sea ice, ∆AHTC indicates

the sign of the change in net downward surface flux3, which increases over most

of the Arctic ice pack. Averaged over sea ice, the mean change in OHTC is

approximately zero while that of AHTC is a few W m−2 (this is quantified in

section 4.2.3 and Fig. 4.10). Thus the reduction in Hi at high latitudes must be

attributed primarily to surface rather than basal melt. This is verified by the

3The actual net downward surface flux was plotted to verify this but is not included here
because it is almost identical to Fig. 4.7d. This is also the case in the southern hemisphere.
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surface air temperature (Ts, Fig. 4.7e) and downwelling longwave radiation (Fdn,

Fig. 4.7f). Both Ts and Fdn increase over most of the Arctic ice pack, skewed

towards the Atlantic sector where OHTC is sufficiently high to both erode the

ice edge and promote surface warming. Since AHT and OHT are highly anticor-

related between 50°–70°N (Fig. 4.6d), the increase in AHTC in the central Arctic

must be primarily driven by oceanic heat loss close to the ice edge. On the other

side of the Arctic, a modest increase in ice thickness occurs (∼ 30 cm) in the

Chukchi Sea, coincident with slightly reduced Ts and Fdn, supporting the notion

that ice thickness changes are surface driven. There is possibly a dynamical com-

ponent to the explanation of sea ice changes in the central Arctic; this is beyond

the scope of the present investigation, but it can be reasonably speculated that

the changes in Hi are mostly thermodynamically driven because of the timescales

considered and the apparent spatial correlation of ∆Hi with ∆Fdn and ∆Ts. This

interpretation is also reminiscent of Ding et al. (2017), who argue a major role

of strengthening atmospheric circulation on recent summer Arctic sea ice decline

acting, ultimately, via increased downwelling longwave radiation at high latit-

udes. It is also consistent with the work of Olonscheck et al. (2019), in which

recent interannual variability in Arctic sea ice is linked with that of atmospheric

temperature, the latter being partly driven by ocean heat release. However, this

study focuses on the shorter, interannual timescale: caution should of course be

taken in drawing comparisons of processes across different timescales.

The spatial distributions of the changes in these diagnostics are largely the

same when considering the difference between the maximum and minimum sea

ice states in the other 19 models, with only minor exceptions. All models show

increased OHTC somewhere in the vicinity of the Atlantic ice edge of several

tens of W m−2, and only a few have similarly high values in the Pacific sector.

In CNRM-ESM2-1, ∆OHTC reaches 150 W m−2 in the Greenland sea where φi

retreats by about 5°N. CanESM5 and CanESM5-CanOE stand out as having
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Figure 4.7: Change in (a) sea ice concentration, ci, (b) sea ice thickness, Hi,
(c) OHTC, (d) AHTC, (e) surface air temperature, Ts, and (f) downwelling longwave
radiation, Fdn, between the maximum (green) and minimum (black) 25 year mean Arc-
tic sea ice-edge latitude in the PI-control simulation of HadGEM3-GC31-LL. Note that
there is at most one ice-edge point per longitude (see section 4.1.2).

relatively extensive ice cover in the Denmark Strait, in which OHT converges

nearer the coast of Greenland (i.e., well under sea ice). High-latitude ice thick-

ness decreases by several tens of centimetres in all models, even in cases with

modest variations in overall sea ice extent (e.g., CESM2 which only has strong
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∆OHTC in the Labrador sea). As in HadGEM3-GC31-LL, many models have

some areas of increased Hi, usually in the Pacific sector. Reduction in sea ice

concentration is always localised near the ice edge; in a few models ci increases

by a few percent in the central Arctic. These results strongly suggest that, on

multidecadal timescales, variations in Arctic sea ice extent are primarily driven

by local OHT convergence causing the ice edge to retreat in the vicinity. This has

a secondary effect of enhancing AHT into higher latitudes where the ice volume

decreases [explaining the change in sign of r(AHT, φi) across the summer (i.e.

perennial) ice edge in Fig. 4.6c, right].

(b) Southern hemisphere

Like in the Arctic, the largest reductions in Antarctic sea ice cover between the

minimum and maximum φi states occur where the largest increases in OHTC

occur: for HadGEM3-GC31-LL, this is primarily in the Ross Sea (Fig. 4.8c).

The difference is that OHTC increases by several W m−2 at most longitudes and

well under the Antarctic ice pack. Consequently, the reductions in concentration

and thickness (Fig. 4.8a,b) are relatively spatially uniform; although the largest

reductions in ci and Hi do occur in the Ross Sea. There are a few regional

exceptions: in the Amundsen–Bellingshausen Sea, ∆OHTC is smaller and the ice

edge does not move much, and decreased OHTC at about 110°–120°E coincides

with slight ice expansion.

Figure 4.8d shows that ∆AHTC is approximately the same magnitude but

opposite sign to ∆OHTC—as seen in the Arctic, but in the Antarctic this is true

over sea ice as well as open ocean. This can be attributed to the lower mean

sea ice concentration (43% in the Antarctic compared to 70% in the Arctic at

maximum sea ice extent in HadGEM3-GC31-LL), such that air–sea exchanges

are significantly less inhibited. Figure 4.8e–f show that Ts and Fdn increase quite
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Figure 4.8: As in Fig. 4.7 but for the southern hemisphere.

uniformly over sea ice, with the largest increases roughly coinciding with the

largest increases in OHTC. Over Antarctica, Ts, Fdn, and AHTC do not change

that much. Thus the increased surface warming and downwelling longwave radi-

ation are an effect of OHTC but are not attributed to the loss of ice thickness or

concentration, because the net surface flux (roughly, AHTC) decreases (which,

by itself, would have a surface cooling effect). Figure 4.8c clearly shows heat be-
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4.2 Unravelling the mechanisms

ing transported under sea ice, and explains why r(OHT, φi) is largest with OHT

evaluated near to the ice edge (Fig. 4.6a, left).

All models show the same basic features as HadGEM3-GC31-LL. Between

their minimum and maximum φi states, OHTC broadly increases under the Ant-

arctic ice pack, ∆AHTC is roughly the same but with opposite sign, and Ts

increases most wherever OHTC is largest. Although the increase in OHTC is

fairly spatially uniform (compared to the NH), roughly half of models have the

largest ∆OHTC in the Ross Sea, while for the others it occurs in the Weddell

Sea. CNRM-CM6-1-HR, with the largest variation in Antarctic sea ice extent,

exhibits strong ∆OHTC ∼ 40 W m−2 in the Weddell Sea where the ice edge

retreats by ∼ 8°. NorCPM1 is slightly unusual in that most of its strong increase

in OHTC is concentrated closer to the ice edge in the Amundsen Sea, Ross Sea,

and East Antarctica, such that the behaviour looks more like that in the NH. Its

mean sea ice concentration (42%) is comparable to that in HadGEM3-GC31-LL.

However, there is still clearly non-zero OHTC increase under the ice, particularly

in the Weddell Sea (∼ 10 W m−2). CESM2-WACCM-FV2 has the smallest vari-

ation in Antarctic sea ice extent, and it has small changes in both OHTC and

AHTC even though the ice concentration and thickness vary by similar amounts

to HadGEM3-GC31-LL. This is possibly indicative of a higher intrinsic sensitivity

in this model.

4.2.3 Heat fluxes averaged over sea ice

The previous section showed the changes in various heat fluxes in

HadGEM3-GC31-LL as the system moved from the minimum to maximum sea

ice cover during the PI control simulation. This is useful for illustration but

only shows the extrema—is the interpretation valid for the whole time series?

To check this, diagnostics that quantify the inferred mechanisms are required.
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4 How does natural ocean variability affect sea ice?

Specifically, the analysis suggested that most of the positive anomalies in OHT

are lost near the ice edge in the NH, while most converges under sea ice in the

SH. Concurrently, AHTC increases (decreases) over sea ice in the NH (SH). This

naturally suggests the analogues of the EBM diagnostics ho and ha used in sec-

tion 3.2. These also conveniently eliminate land-covered points from AHTC and

zonal asymmetries. To reiterate, ho and ha are OHTC and AHTC, respectively,

averaged over sea ice [i.e. where ci ≥ c?i , thus ‘following’ changes in sea ice; see

section 4.1.2(b)]. The annual series of ho and ha are then converted to series

of 25 yr averages in the same way as the previous diagnostics, and correlations

between those and φi are computed.

(a) Northern hemisphere

The correlations r(ho, φi) and r(ha, φi) in the NH [Table 4.2 columns (a)–(b)]

largely confirm what is suggested by Fig. 4.6 and are consistent with the discussion

in section 4.2.2. All models have r(ha, φi) > 0, although two (CanESM5-CanOE

and CNRM-CM6-1-HR) are statistically insignificant. The correlation of φi with

ho varies across models: four have strong positive r(ho, φi), and a few (notably

all CESM models) have strong negative r(ho, φi). The ones with strong positive

r(ho, φi) are those which have more extensive ice in the Denmark Strait/Labrador

Sea area (both CanESM models) or have larger overall variations (CNRM-ESM2-

1), such that ho captures the direct effect of OHTC. In contrast, all but two

models have statistically-significant positive r(ha, φi). Most have r(OHT, ha) > 0,

suggesting that the increase in AHTC over sea ice is at least partly ocean driven,

but many are relatively weak [Table 4.2, column (b)]. The reduced correlation

between OHT and ha could be attributed to the reduction in AHT as OHT

increases, such that there are two competing influences on ha: (i) the overall

decrease in heat available from AHT, and (ii) the increase in heat available from

ocean heat loss near the ice edge. In Table 4.2, column (c) lists correlations with
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4.2 Unravelling the mechanisms

fdn, the downwelling longwave flux averaged over sea ice, computing fdn in an

analogous procedure to ha. All models have significant positive r(fdn, φi), and

most have significant positive r(OHT, fdn) [Table 4.2, column (c)]. This supports

the atmosphere acting as a ‘bridge’ connecting incoming OHT to the top ice

surface. From a more general perspective, surface warming is associated with

both loss of sea ice and increased OHT [Table 4.2, column (d)]. Studies have

already shown a relation between global mean surface temperature and sea ice

extent in both hemispheres (e.g., Rosenblum and Eisenman, 2017). Given the

correlations between OHT, Ts, and φi, these results imply a potential role of

OHT in explaining model differences in such relationships.

(b) Southern hemisphere

Thirteen models exhibit strong (> 0.7) positive correlation of φi with ho and

correspondingly strong negative correlation with ha, confirming again the de-

scription in section 4.2.2 (Table 4.3). Some models do not fit this, including all

CESM models: CESM2 is the only model to show a significant (although weak)

negative r(ho, φi) despite having significantly positive r(OHT, φi), while the other

CESM models show statistically insignificant r(ho, φi). These models have among

the smallest variance in ho and φi, so the signal-to-noise ratio could be too small

to draw a meaningful interpretation in these cases (or the Antarctic sea ice sens-

itivity to OHT is relatively small). CAMS-CSM1-0 has practically no correlation

between ho and φi, despite strong positive r(OHT, φi) > 0.75 up to the Antarc-

tic coast. However, this model has cancelling regions of positive and negative

OHTC under ice in the Weddell Sea (Aylmer et al., 2022, supplemental material,

Fig. S.6) and ho averages over both regions. Similar reasoning explains the small

r(ho, φi) and r(ha, φi) in MPI-ESM-1-2-HAM (Aylmer et al., 2022, supplemental

material, Fig. S.28), which also has the smallest mean Antarctic sea ice extent

(Fig. 4.6b, left). The fact that BC is maintained over much of the Antarctic sea
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4 How does natural ocean variability affect sea ice?

ice pack (Fig. 4.6d, left), suggests that the negative correlation between φi and

ha mostly reflects heat loss from the ocean into the atmosphere via leads. There

could be a negative feedback such that the resulting AHT divergence offsets the

effect of OHTC, however it is difficult to ascertain this in the present analysis.

Comparing Tables 4.2 and 4.3, columns (a)–(b), emphasises the broad hemi-

spheric asymmetry in the response of φi to ho and ha. To illustrate this further,

let ∆φi be the difference between the maximum and minimum φi (from the 25 yr

averages), and ∆d be the difference in diagnostic d between the same times at

which max(φi) and min(φi) occur—exactly as was done for Figs. 4.7 and 4.8.

While ∆φi could loosely be interpreted as a ‘signed standard deviation’, the aim

with this is just to concisely summarise the general qualitative conclusions. This

metric is conducive to this end, as it gives single data points per model, elimin-

ates differences in mean states, and retains the sign of the relationship between

variables. Figure 4.9 shows that models with larger increases in φi are associated

with larger increases (decreases) in poleward OHT (AHT) in both hemispheres

(matching individual model descriptions). Here, it makes sense to use the same

reference latitude φ0 in both hemispheres and for all models for the sake of com-

parison. Since the mean value of φ0 at which r(OHT, φi) is strongest across

models is close to 60°N/°S in both hemispheres, this is taken for OHT and AHT

in Fig. 4.9. This plot is not qualitatively affected (nor do the correlations become

insignificant) if φ0 = 65°N/°S is chosen instead.
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Figure 4.9: Maximum increase in 25 yr mean ice-edge latitude, ∆φi, plotted against
the corresponding change in poleward (left) OHT and (right) AHT. Heat transports are
here evaluated at 60°N/S. Red points are northern hemisphere (NH) and blue points
are southern hemisphere (SH). Ordinary least-squares regression lines are added to all
models for the NH (red, solid) and SH (blue, solid), and also excluding certain models
(dashed; see legends). The legends give the corresponding correlation coefficients (r)
and slopes of the regression lines (s). 1 TW= 1012 W.

Figure 4.10 shows that ho does not change much between the maximum and

minimum sea ice states across models in the NH, but that ho increases by a few

W m−2 in the SH. In all models, ha increases from the minimum to maximum φi

in the NH, but decreases in the SH. The analysis in section 4.2.2 suggests that,

in the SH, ha decreases in response to Bjerknes compensation (which does not

occur in the NH because the ice concentration is too high). Figure 4.11 shows

∆Ts averaged between φ0 = 60°N/°S against (a) ∆φi and (b) ∆OHT evaluated at

60°N/°S. This reinforces the earlier point that the OHT–sea ice relationships re-

vealed here could be in part responsible for the previously noted relation between

sea ice extent and surface temperature (Rosenblum and Eisenman, 2017). It is

worth noting the non-zero intercepts of the fitted linear relations between ∆φi

and the other diagnostics in Figs. 4.9 and 4.11. This indicates that the variability

of φi cannot be wholly attributed to anomalies in heat transports.
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Figure 4.10: As in Fig. 4.9 but for (left) OHTC averaged over sea ice, ho, and (right)
AHTC averaged over sea ice, ha.

4.2.4 Section summary and discussion

Analysis of the PI-control simulations of 20 CMIP6 models has revealed distinct

mechanisms of how natural OHT variability impacts sea ice between the northern

and southern hemispheres. In summary:

1. Arctic and Antarctic sea ice extent contract with increased poleward OHT,

with significant correlation in all models.

2. Due to Bjerknes compensation, anomalous AHT towards the polar regions

is counterintuitively associated with larger sea ice cover.

3. In the northern hemisphere, for most models:

a) the direct effect of OHT is concentrated convergence and melting at

the ice edge in the Atlantic sector;

b) there is no substantial role of OHTC in the central Arctic;

c) a secondary Arctic-wide ice thinning occurs, mediated by increased

high-latitude AHTC.
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Figure 4.11: As in Fig. 4.9 but for (left) φi and mean near-surface air temperature,
Ts, and (right) Ts and OHT. Here, OHT is evaluated at 60°N/S and Ts is averaged
between 60°N/S and the pole.

4. In the southern hemisphere, for most models:

a) the effect of OHT is relatively-uniform convergence and consequent

melting under the entire Antarctic ice pack;

b) AHT does not have a direct impact on the ice cover, but transports

some ocean heat away from the ice pack.

The difference between Arctic and Antarctic sea ice behaviours is summarised

by Figs. 4.9 and 4.10: the former emphasises point (1), similarly to Mahlstein

and Knutti (2011) for CMIP3 in the NH,4 while the latter shows the key result

of this section: that OHT takes different ‘pathways’ in each hemisphere (points

3–4; Fig. 4.12). Point (2) is noteworthy as such relationships between the natural

variability of AHT and sea ice have not been widely acknowledged in prior studies

(although found in the controlled ocean experiments by Winton, 2003).

Figure 4.9a implies that the Arctic sea ice edge is about twice as sensitive

to poleward OHT than the Antarctic sea ice edge, although there are caveats

in this statement: it could depend on the choice of reference latitude for OHT,
4The relationship between the mean states of OHT and sea ice across models, found in

CMIP3 models by Mahlstein and Knutti (2011), is addressed directly for the CMIP6 models in
the next chapter (section 5.2.1).
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Figure 4.12: Schematic summary of the mechanisms of OHT influence on the sea ice
edge (φi) inferred from CMIP6 PI-control analysis in section 4.2.

and the cross-model behaviour does not necessarily reflect individual model be-

haviours. Also, the extrema of φi and OHT defining the points in Fig. 4.9 are not

necessarily representative of the whole time series [depending on r (OHT, φi)].

The change of slope between hemispheres in Fig. 4.9a is plausibly due to the

difference in mechanism, since local OHTC along the ice edge in the North At-

lantic is several times larger than OHTC under the Antarctic ice pack (Figs. 4.7c

and 4.8c), even though ∆OHT is similar for HadGEM3-GC31-LL in both hemi-

spheres (Fig. 4.9a). Switching to sea ice extent, Si, using the conversion factors

in Fig. 4.3, the sensitivities of Si to OHT are about the same in each hemisphere.

This differs from the sensitivities in terms of φi because of differences in land

distribution between the hemispheres. In using φi, it is possible to understand

how the land influence matters relative to the difference in sensitivities arising

from other factors, including the OHT mechanisms. This and the sensitivities of

the ice edge to OHT are explored in more detail in section 4.3.

Insight into the mechanisms in this chapter is based mostly on correlations,

which support but do not prove causal relationships. While clearly an important

caveat to acknowledge, the alternative would be to carry out controlled experi-

ments (e.g., imposing an OHT change) in every model, which is computationally
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Figure 4.13: Correlation between OHT and φi as a function of lag. As in Fig. 4.5,
correlations are computed from 25 yr moving averages for smoothing. Shading indicates
insignificance at the 95% confidence level based on a t-test of the non-overlapping 25 yr
averages for 500 yr time series. At negative lags, OHT leads φi (and vice-versa for
positive lags).

expensive and done on a smaller scale in previous studies (section 1.2.3). The key

here is to understand what happens in the climate system without external inter-

ference, and the correlation analysis is the simplest starting point from which such

insight can be generated with simulations which have already run. After analys-

ing multiple diagnostics, simple physical reasoning has been used to deduce the

qualitative mechanisms that are most consistent with all data. However, this

raises the question: is there an alternative description which also fits the data?

Specifically, in the NH it could be argued that negative anomalies in sea ice cover

allow increased upward air–sea heat fluxes due to newly exposed ocean which, in

turn, is compensated for by increased OHT. If this were the case, a lag in the

OHT response relative to the sea ice change would be expected because of the

long timescales associated with ocean heat content and circulation adjustments.

However, this alternative interpretation is not supported by the lagged correl-

ation between OHT and φi, for which the maximum occurs at zero or slightly

negative (ocean leads sea ice) lag in most models (Fig. 4.13). This suggests that
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the sea ice state at some time-averaging period is primarily influenced by OHT

at the same period, consistent with the interpretation in section 4.2.2, whereas

the alternative would be indicated by sea ice leading OHT.

Why does OHT continue under and through sea ice in the SH but is lost

nearer the ice edge in the NH? The methodology used here does not provide the

tools to rigorously answer this, but an explanation could be speculated based

on current understanding of the Arctic and Southern Oceans in today’s climate,

as described in section 1.1.1. In the central Arctic, sea ice is thick and high in

concentration, preventing ocean–atmosphere exchanges, and the upper ocean is

stably stratified, limiting heat release from the already limited Atlantic inflow.

This probably explains why OHTC does not change in the central Arctic in the

PI-control simulations. The Southern Ocean does not have such stability, such

that ocean heat loss is less restricted. However, this description is based on

shorter timescales than considered here and, despite the clear parallel, should not

be naively generalised to the multidecadal processes. Whatever the reasons, the

fact that robustly-different behaviours are exhibited in the NH and SH indicates

different approaches for tackling Arctic and Antarctic sea ice uncertainties. For

example, CMIP6 models also exhibit wide spread in simulations of the Atlantic

meridional overturning circulation (AMOC; Todd et al., 2020). Although here

there is no identification of specific processes such as AMOC causing OHT vari-

ability, it is clear that most changes in Arctic sea ice occur in the Atlantic sector,

suggesting a plausible link between AMOC and sea ice uncertainties.

The qualitative mechanisms can be compared with the EBM sensitivity stud-

ies in chapter 3. The CMIP6 model NH mechanism is reminiscent of the qualit-

ative behaviour of the EBM Ko sensitivity experiment, and the SH mechanism is

reminiscent of that in the EBM Fbp sensitivity experiment. There it was found

(via the Ko experiment) that OHTC concentrated near the ice edge is about

twice as effective at shrinking the ice cover as the equivalent OHTC spread uni-
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formly over the ice pack (via the Fbp experiment). Consistent with this analogy,

the CMIP NH sensitivity is larger than that in the SH. However, the factor of 2

difference in the EBM refers to the ‘actual’ sensitivity of φi to ho, so, with the

effect of BC removed. In the CMIP6 models, the ratio of NH to SH sensitivities

is about a factor of two, but BC has not been eliminated and it is impractical to

do so and compute so. Therefore the comparison should be made to the ‘effective

sensitivities’ of φi to OHT in the EBM as shown in Fig. 3.9a. There, ∆φi/∆OHT

is only about 25% larger in the Ko case compared to the Fbp case. This suggests

that the larger difference between the NH and SH CMIP6 effective sensitivities

arises due to substantial hemispheric differences in the various terms making up

Eq. (3.23b). This is investigated in the next section.

4.3 Explaining sensitivities with the EBM

The effective sensitivities of φi to OHT in the CMIP6 models are now examined

and cast into the theoretical framework of the EBM. Specifically, the applicability

of Eq. (3.23b)—which proposes how the relationship between φi and OHT arises

based on simple energy-conservation principles—is tested. For convenience this

equation is repeated here:

∆φi

∆OHT = βBup

s (1 + β)
∆Ts

∆OHT −
1
sA

(
1 + bc

1 + β

)
(3.23b revisited)

where, for ease of notation, the explicit indication of time and spatial averaging

(overlines and angular brackets, respectively) is now dropped. In section 4.3.1

this is applied to models individually (i.e., assessing internal variability), and in

section 4.3.2 this is done on models collectively (i.e., effectively assessing inter-

model spread). This is preamble for the analysis of future simulations in the next

chapter, providing an assessment of how well the EBM fits the model relationships
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4.3 Explaining sensitivities with the EBM

in the simpler case of the control simulations. At the same time, insight is gained

into the difference between the NH and SH sensitivities alluded to in Fig. 4.9a.

4.3.1 Application to models individually

Consider again the example model, HadGEM3-GC31-LL, in which poleward OHT

(across φ0), φi, and Ts (averaged between φ0 and the pole), are strongly positively

correlated in both hemispheres (r > 0.7; Tables 4.2 and 4.3). According to the

EBM analysis discussed in section 3.3.2, changes in these quantities should be

related according to Eq. (3.23a), under the reasonable assumption that energy

conservation holds. The simplest approach to verifying this is to use the effective

sensitivity (∆φi/∆OHT) version, Eq. (3.23b), and follow the same procedure

outlined in section 3.3.2 for the EBM sensitivity experiments. First, the values

of Bup, BOLR, Bdn, s, bc, and ∆Ts/∆OHT for HadGEM3-GC31-LL are required.

The atmospheric radiation parameters are obtained as described in section 2.3.2,

replacing ERA-Interim data with the appropriate fields of the model’s PI-control

simulation. One difference here is that, since only the region between latitude

φ0 and the pole is of interest now, only data within this spatial range is used to

determine Bup, Bdn, and BOLR. The values of the B parameters for all models and

for various φ0 are tabulated in appendix A, Tables A.1–A.5. In both hemispheres,

the model values are comparable to those derived from ERA-Interim. The values

of β = BOLR/Bdn, as with ERA-Interim, are found to be insensitive to the choice

of reference pressure level used for air temperature.

The other parameters in Eq. (3.23b), s, bc, and ∆Ts/∆OHT, are each ob-

tained from linear regression coefficients of anomalies in 25 yr mean values of

the quantities defining them. Specifically, s is given by the slope of ∆Fsw (net

shortwave radiation averaged between φ0 and the pole) and ∆φi, and bc is given

by that of ∆AHT/∆OHT. These are shown in Fig. 4.14 for HadGEM3-GC31-LL
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Figure 4.14: Values of s, bc, and ∆Ts/∆OHT, determined from the PI-control sim-
ulation of HadGEM3-GC31-LL. Each point is a 25 yr average, as an anomaly relative
to the mean of the whole time series. Plots (a)–(c) are for the NH, and (d)–(f) are for
the SH. (a,d) Net shortwave radiation, Fsw, and ice edge latitude, φi, the OLS slope
of which defines s. (b,e) AHT versus OHT; the slope of which gives bc. (c,f) Surface
temperature, Ts, versus OHT. Fsw and Ts are averaged between φ0 = 60°N/°S and the
pole, and OHT and AHT are evaluated at φ0.

with φ0 = 60°N/°S, which suggests that the values of s, bc, and ∆Ts/∆OHT

are well defined in the sense that there is a strong relationship between the

quantities on each set of axes. Particularly, a key requirement for Eq. (3.23b)

to work is the ‘conversion’ between Fsw and φi, and r(φi, Fsw) > 0.9 in both

hemispheres (Fig. 4.14a,d). The worst case is ∆Ts/∆OHT in the SH, in which

r(∆Ts,∆OHT) = 0.55 is relatively weak (Fig. 4.14f). This is due partly to the

small range of variation in Ts (< 1°C), and partly to the choice of φ0 = 60°S.

As explained in section 4.2.3 it makes sense to use the same φ0 for both hemi-

spheres for comparison purposes. For HadGEM3-GC31-LL, the actual φ0 at
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4.3 Explaining sensitivities with the EBM

which r(OHT, φi) is strongest is closer to 65°S, for which r(∆Ts,∆OHT) = 0.66.

Below, the result of fitting the EBM equation with different φ0 is discussed.

Having now gathered all terms appearing on the RHS of Eq. (3.23b), it is

possible to check the estimate of the EBM-derived effective sensitivity of φi to

OHT and compare it to the real, OLS-derived effective sensitivity exhibited by

HadGEM3-GC31-LL. Figure 4.15a,b plots the anomalies in φi versus those of

OHT, showing the OLS fit to ∆OHT and ∆φi (black) and the ‘predicted slope’

from the combination of the other terms according to Eq. (3.23b) (brown). Taking

into account the uncertainties (standard deviations), the EBM slope is consistent

with the OLS fit in both hemispheres (i.e., the shaded regions in Fig. 4.15a,b over-

lap). There is some sensitivity to the choice of φ0, largely reflecting the latitude

dependence of r(OHT, φi) (Fig. 4.6a). In the NH, the EBM equation works well

for φ0 = 50°–60°N (Fig. 4.15c), even though r(OHT, φi) = 0.45 is relatively weak

at φ0 = 50°N. At southern latitudes lower than 60°S, r(OHT, φi) becomes small

and statistically insignificant (r < rcrit = 0.38). The EBM equation agrees well

with the OLS fit at these latitudes anyway (Fig. 4.15d), but the error bars are

quite large, attributed to poorly-defined values of s and ∆Ts/∆OHT. At 65°S,

where r(OHT, φi) is larger, the EBM does not quite agree with the OLS but

the gap between the OLS lower limit and EBM upper limit is not large (∼ 10%

difference). Also indicated in Fig. 4.15a,b are the minimum and maximum 25 yr

averages of ∆φi (and the corresponding values of ∆OHT) which determine the

points in Fig. 4.9. The EBM interpretation discussed next thus explains the

origin of the corresponding point for this model on Fig. 4.9.

Despite some discrepancies which can be at least partly understood in terms

of the previous correlation analysis, Fig. 4.15 shows that the EBM broadly cap-

tures the emergent relationship between φi and OHT in HadGEM3-GC31-LL.

This suggests that the EBM equation and the terms in Fig. 4.14 can provide

insight into the sensitivity of φi to OHT in this model. For example, why is the
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Figure 4.15: (a) Anomalies in 25 yr mean ice-edge latitude, ∆φi, plotted against
those of poleward OHT, ∆OHT, in the PI-control simulation of HadGEM3-GC31-LL
for the NH. The upper legend gives the slopes of the OLS fit (black) and EBM (brown),
with standard deviations indicated by shading. The lower legend gives the reference
latitude, φ0, and correlation coefficient, r, of the anomalies. (b) As in (a) but for the
SH. The highlighted points in (a, red) and (b, blue) are the maximum and minimum
25 yr mean φi used to compute ∆φi in Fig. 4.9. (c) Summary of results for (a) when
using different φ0: the vertical axis is the sensitivity (i.e., slope of ∆φi versus ∆OHT)
with error bars indicating the standard deviations, derived from OLS (black) and from
the EBM (brown). Values of r are given at the top. (d) As in (c) but for the SH.

sensitivity larger in the NH compared to the SH? The differences between the

values of Bup and β in the NH and SH are small compared to the hemispheric

differences in the other terms in Eq. (3.23b), so these can be neglected for simpli-

city. The temperature-sensitivity term, ∆Ts/∆OHT, is slightly larger (∼ 25%)

in the NH than in the SH (Fig. 4.14c,f), which would tend to increase the NH

sensitivity relative to the SH according to Eq. (3.23b). Bjerknes compensation,

bc, is substantially more negative in the SH than in the NH (Fig. 4.14b,e) which,

according to Eq. (3.23b), would tend to increase ∆φi/∆OHT of the SH compared

to NH. Thus, the overwhelming influence is the shortwave-conversion factor, s,
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4.3 Explaining sensitivities with the EBM

which is about 3 times larger in the SH than in the NH (Fig. 4.14a,b). This factor

is the main reason why the effective sensitivity is smaller in the SH. Physically,

this is indicative of the larger albedo contrast across the ice edge (Eq. 3.22),

which incorporates the effects of relative zonal symmetry in sea ice cover and

lack of land in the SH (Figs. 4.7a and 4.8a). Per unit ∆OHT across φ0, the

TOA fluxes, including the net shortwave Fsw, must adjust to restore the energy

balance. In the SH with larger s, φi does not need to retreat as much to generate

the additional Fsw required compared to the NH. The sensitivity ∆φi/∆OHT is

not, then, 3 times larger in the NH because the other factors are still import-

ant. The ∆Ts/∆OHT term is larger in the NH, which, consistent with the EBM

analysis, is due to the underlying mechanisms identified in section 4.2 in which

∆OHT is primarily lost near the ice edge (NH/Ko) rather than uniformly under

it (SH/Fbp). This lowers the SH sensitivity relative to the NH. However, BC acts

to reduces the gap between the NH and SH sensitivities: in the SH, AHT strongly

overcompensates ∆OHT, whereas in the NH it slightly under-compensates. The

response of AHT in the SH strongly counteracts ∆OHT such that the required

adjustment in TOA fluxes is reduced relative to the NH in addition to the s ef-

fect. All of these processes do not occur independently, but conspire to give the

‘resultant’ effective sensitivities shown in Fig. 4.15.

The EBM fitting was repeated on the other models, and the real (OLS)

effective sensitivities of φi to OHT are plotted against the EBM predictions in

Fig. 4.16. In the NH, the two models with insignificant r(OHT, φi) at φ0 = 60°N

(CESM2-FV2 and CESM2-WACCM-FV2) are excluded. Similarly,

ACCESS-CM2 and MPI-ESM-1-2-HAM are excluded in the SH because they

have insignificant r(OHT, φi) at φ0 = 60°S. CAMS-CSM1-0 is also excluded in

the NH because the EBM equation is unable to estimate the sensitivity due to

this model having no relationship between Fsw and φi [r(φi, Fsw) = 0.09, despite

having |r| > 0.8 in the other required terms]. Accounting for error bars, for 11 of
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Figure 4.16: (a) Northern hemisphere effective sensitivity of the ice edge to poleward
OHT, determined by OLS regression of anomalies in 25 yr means of the respective
quantities, plotted against the fitted sensitivity of the EBM Eq. (3.23b). Error bars
indicate standard deviations, and both axes are in °N PW−1. The dashed line indicates
OLS = EBM. (b) As in (a) but for the southern hemisphere (axes units: °S PW−1).

17 models (65%) the EBM and OLS sensitivities overlap in the NH, and in the SH

this ‘success rate’ is 12 of 18 (67%). The mean percentage error of the EBM slope

is about 32% in the NH and 40% in the SH. In most cases, the EBM equation un-

derestimates the sensitivity seen in the model. However, it correctly estimates lar-

ger sensitivities in models where the sensitivity is actually larger: the correlation

between the EBM and OLS estimates is r(EBM,OLS) > 0.9 in both hemispheres

[ignoring the extreme case of HadGEM3-GC31-MM, r(EBM,OLS) > 0.75].

In all models, the NH ∆φi/∆OHT are larger than their SH counterparts.

Overall, the magnitude of the sensitivities is determined by the ∆Ts/∆OHT term

in Eq. (3.23b) (indicating the well-established relation between Ts and φi; Notz

and Stroeve, 2016; Rosenblum and Eisenman, 2017). The interpretation for the

difference in NH and SH sensitivities for HadGEM3-GC31-LL is also applicable

to the majority of models included in both panels of Fig. 4.16, with some minor

differences. The HadGEM3-GC31-MM model has the largest over-compensation

in the SH with bc = −2.5, and ∆Ts/∆OHT is larger in the SH than in the
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4.3 Explaining sensitivities with the EBM

NH (opposite to HadGEM3-GC31-LL). However, it still has about a factor of 3

larger s in the SH compared to the NH, which, as described before, is the most

important factor setting the difference in NH and SH sensitivities. The CESM2

and NorCPM1 models have similar bc in both hemispheres but, again, this is not

enough to override the effect of s which is a factor of 2 larger in the SHs of these

models. Finally, CNRM-CM6-1-HR has the largest hemispheric difference in s

at 5 times larger in the SH than in the NH, but it also has a substantial over-

compensation of bc = 2.3 in the SH such that the extreme s difference does not

result in a substantially larger NH/SH sensitivity ratio than in the other models.

4.3.2 Application to models collectively

In section 4.2 it was shown that there are significant correlations between φi,

OHT, AHT, and Ts across models, when defining ∆φi as the maximum increase

in the 25 yr-average time series of φi, and ∆OHT, ∆AHT, and ∆Ts as the cor-

responding changes in the respective quantities. This raises the question: does

the EBM equation explain such inter-model relationship between OHT and φi?

Rather than fitting to the diagnostics defined in that way, here the cross-model

effective sensitivity of φi to OHT is assessed using the 25 yr anomalies for all

models collectively. This increases the number of data points, which reduces the

uncertainty in fitting the EBM equation and takes the whole time series into

account rather than just model extrema. This first requires a slight reinterpret-

ation of the other parameters in Eq. (3.23b), which now represent ‘cross-model’

relationships.

For the atmospheric radiation parameters Bup, Bdn, and BOLR, the simplest

approach is to calculate regression coefficients of the relevant heat flux and

temperature anomalies. This is similar to the previous determination of these

parameters from ERA-Interim data (section 2.3.2) and for single models (sec-
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tion 4.3.1), but accounts for temporal and spatial variations in a different way.

Specifically, let ∆Fup be the anomaly (relative to the model mean) in the net

upward turbulent plus upwelling longwave flux, averaged between the reference

latitude φ0 = 60°N/°S and the pole, and averaged over a 25 yr period. Surface

temperature anomalies ∆Ts are calculated as before. The multi-model ensemble

of ∆Fup and ∆Ts are strongly positively correlated in both hemispheres (r > 0.95;

Fig. 4.17a,c) and the slopes (i.e., Bup) are comparable to the values of Bup derived

from ERA-Interim and from individual models (Table A.2). A similar proced-

ure is carried out to determine the multi-model Bdn, using air temperature and

downwelling longwave flux anomalies, ∆Ta and ∆Fdn respectively (Fig. 4.17b,e),

and BOLR using the TOA longwave flux, FOLR (Fig. 4.17c,f).5 There is more

scatter associated with Bdn and BOLR, particularly in the southern hemisphere.

However, the correlation coefficients are still significant and strong (r > 0.8) in

all cases, and the uncertainties of the regression slopes are at most a few percent.

The same procedure is used to compute s, bc, and ∆Ts/∆OHT as for single

models, but by including anomalies of the relevant quantities for all models to-

gether. Figure 4.18 shows the results of these regressions. In all cases the cor-

relations are significant and strong (r > 0.75) and the slopes are comparable to

previous single-model estimates (e.g., Fig. 4.14) and EBM values (Fig. 3.9). This

is partly expected since this is effectively averaging the individual-model results,

but it is still notable that these relationships hold with strong correlation across

models. For example, BC relies on the assumption that the net TOA flux re-

mains constant. This assumption is invalid across models (different models have

different values of the TOA flux), but in removing the model means (by com-

puting anomalies), Fig. 4.18b,e shows that a consistent AHT response to OHT

perturbations emerges in the multi-model ensemble.

5Since only β = BOLR/Bdn is required, the slope in a plot of ∆FOLR versus ∆Fdn gives β
directly, eliminating the choice of pressure level for Ta. However, the full derivation with Ta
provides a comparison with ERA-Interim and individual-model values of BOLR and Bdn.
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Figure 4.17: Values of Bup, Bdn, and BOLR determined from the 20 CMIP6 PI-control
simulations analysed in this chapter. Plots (a)–(c) are for the NH, and (d)–(f) are for
the SH. Each point represents a 25 yr average from one of the (here, unidentified)
models, as an anomaly relative to the model mean. (a,d) Net upward turbulent and
longwave flux, ∆Fup, and surface temperature, ∆Ts. (b,e) Downwelling longwave flux,
∆Fdn, and air temperature, ∆Ta. (c,f) OLR, ∆FOLR, and ∆Ta. All quantities are
averaged between 60°N/°S and the pole. Air temperature is taken on pressure level
(NH) p0 = 700 hPa, (SH) p0 = 500 hPa. Slopes of the OLS fits (green) give the
multi-model values of (a,d) Bup, (b,e) Bdn, and (c,f) BOLR.

As before, the EBM predicts that the terms in Figs. 4.17 and 4.18 should

combine according to Eq. (3.23b), to give the multi-model effective sensitivity of

φi to OHT, in each hemisphere. Firstly, the OLS regression of the multi-model

∆φi and ∆OHT anomalies are found: the correlations are about 0.8 in each

hemisphere, but the slope is about 2 times larger in the NH than in the SH, as

shown in Fig. 4.19. Here, the EBM predicted slope is also shown in green. The

EBM underestimates the sensitivities by about 10% in the NH and 20% in the

SH. Considering the uncertainty estimates of the OLS and EBM slopes, they do

129



4 How does natural ocean variability affect sea ice?

s = (0.68 ± 0.02) W m−2 °N−1

r = +0.85

s = (2.07 ± 0.04) W m−2 °S−1

r = +0.90

ΔTs/ΔOHT = (18.1 ± 0.6)°C PW−1

r = +0.78

ΔTs/ΔOHT = (13.0 ± 0.6)°C PW−1

r = +0.65

bc = −0.85 ± 0.02

r = −0.89

bc = −1.43 ± 0.03

r = −0.87

2

2

1

1

0

0

0

0

0

0

−1

−1

−2

2

3

1

0

−1

−1.0

−0.5

0.0

0.5

1.0

1.5

−2

−2 −50
−50

−30

−60

−90

−25

50

50

60

30

(°N)

Δϕi (°S)

Δ
F

sw
 (

W
 m

−
2 )

Δ
F

sw
 (

W
 m

−
2 )

Δ
A

H
T

 (
T

W
)

Δ
A

H
T

 (
T

W
)

ΔOHT (TW)ΔOHT (TW)

Δ
T

s 
(°

C
)

Δ
T

s 
(°

C
)

(a) (b) (c)

(d) (e) (f)
0−50 50

0−50 50 0−50 50

25

2

1

0

−1

−2

Figure 4.18: As in Fig. 4.14 but for all 20 CMIP6 models analysed in section 4.2
together, i.e., each point is a 25 yr average of a certain (here, unidentified) model.

overlap in the NH but not quite in the SH (about 7% error between the lower OLS

and upper EBM limits). However, the ratio of NH to SH EBM slopes is about 2,

matching the OLS ratio of slopes. Comparing the values of s, bc, and ∆Ts/∆OHT

in both hemispheres in Figs. 4.14 and 4.18 suggests that the explanation for

the difference in NH and SH sensitivities across models (or, the mean model

behaviour) can be explained in the same way as with HadGEM3-GC31-LL. In

particular, it is primarily the difference in s that explains the factor of two larger

sensitivity in the NH compared to the SH. Finally, note that there is sensitivity

of ∆φi/∆OHT to the reference latitude, φ0. In the NH, the effective sensitivity

is proportional to φ0 (determined by OLS regression; Fig. 4.19c), but the EBM

does not well capture this. In going from φ0 = 55°N through to φ0 = 65°N, it
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Figure 4.19: As in Fig. 4.15 but for all 20 CMIP6 models analysed in section 4.2
taken collectively, i.e., each point in (a) and (b) is a 25 yr average of a certain (here,
unidentified) model.

happens that both terms on the RHS of Eq. (3.23b) increase by the same amounts,

such that the EBM fits similar sensitivities over this range of φ0. Specifically,

∆Ts/∆OHT and the area factor 1/A increase by similar proportions per 5°N

increment in φ0, while Bup, β and bc do not change much. The cause of the

equal sensitivities is that s also increases with φ0, whereas it would be expected

to decrease because Fsw decreases with latitude (Fig. 1.4a). If this were the case,

it would result in larger ∆φi/∆OHT with higher φ0. However the opposite (s

increases with φ0) occurs because of zonal asymmetry in the Arctic ice cover:

higher φ0 start to substantially intersect the sea ice perimeter, so that the effect

on ∆Fsw due to ∆φi is not fully captured by s. Indeed, Eq. (3.23b) requires

that φ0 < φi in order for the energy-balance underpinning the relation to hold.

The sensitivities also increase with higher southern reference latitudes [taking

φ0 = 50°S and φ0 = 55°S with caution due to the insignificant r(OHT, φi);
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Fig. 4.19d]. Here, the EBM does capture this trend, albeit with a slight offset.

Also, in the SH s decreases with φ0 as expected, because the above effect of

mixing ice-covered areas poleward and equatorward of φ0 is less of an issue due

to the relatively zonally-symmetric Antarctic sea ice cover.

4.4 Discussion

This chapter has assessed the impact of natural, multidecadal variability in OHT

on sea ice in the NH and SH of 20 CMIP6 models’ PI-control simulations. This

has revealed that while poleward OHT is strongly correlated with the latitude of

the sea ice edge in both hemispheres, this hides different underlying mechanisms

for each hemisphere which are qualitatively robust across models. The theoretical

framework of the EBM in chapter 3 broadly captures the relationship between

φi and OHT in both hemispheres within and across these models. The different

NH and SH mechanisms are analogous to two key EBM sensitivity experiments,

and the effective sensitivities (∆φi/∆OHT) can be explained qualitatively by

computing terms in the EBM-derived Eq. (3.23b).

These results add to the growing evidence that OHT is a key player in the

long-term evolution of sea ice extent, and are generally consistent with previous

work. In particular, the effect of OHT being concentrated near the ice edge in

the North Atlantic sector has been noted in individual model studies (see section

1.2.3). The novel aspect of the present analysis is that it shows this relationship

exists within simulated unforced climate variability. Furthermore, it provides

evidence that such relationships are robust across models, and contributes phys-

ical insight into the factors setting the sensitivity via the EBM analysis.

It was stated in section 4.3.1 that the EBM equation typically underestimates

the sensitivity ∆φi/∆OHT. This suggests a systematic bias—possibly a process
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missing from, or an inaccurate assumption built into, Eq. (3.23b). The most likely

explanation is that the EBM equation does not include land and thus assumes

that OHT converges over the whole spherical cap at latitude φ0, when in reality it

converges over a smaller area. This suggests that Eq. (3.23b) underestimates the

direct ocean–ice flux effect, which reduces the predicted sensitivity relative to the

real (OLS) sensitivity. This cannot be trivially accounted for by allowing OHT to

converge over area (1− fL)A, where fL is the land fraction of the spherical cap,

because this would break energy conservation (Eq. 3.16). The point of Eq. (3.23b)

is to explain the relationship between OHT and φi regardless of the underlying

mechanism. In the NH of models (or the Ko sensitivity experiment of the EBM),

a major part of the process is heat losses in the open ocean between φ0 and φi. So

another aspect here is that on the timescales being considered, the system roughly

equilibrates such that the air–sea flux effect of OHT is already averaged over the

whole region. In other words, ocean heat lost to the atmosphere is included in

the atmospheric response (e.g., in the TOA fluxes) which applies to the whole

region.

Ordinary least-squares (OLS) regression has been used to estimate parameter

values in Eq. (3.23b) and effective sensitivities, ∆φi/∆OHT. This assumes that,

in the latter for instance, all variability in ∆OHT manifests in ∆φi. If this is

not the case, the value of the OLS slope is negatively biased from the true value

(regression dilution; e.g., Draper and Smith, 1998). Although it is convenient

to view Eq. (3.23b) with ∆OHT as the independent variable, in the context of

the PI control simulations this is not so. For example, OLS regression could be

done on the same data in Fig. 4.15a but switching the horizontal and vertical

axes to estimate ∆OHT/∆φi. Doing this and then taking the reciprocal gives

∆φi/∆OHT = 45.2±8.3°N PW−1, which is about 1.5 times the sensitivity estim-

ated directly from regression of ∆φi against ∆OHT. It could be argued that both

estimates of ∆φi/∆OHT are upper and lower limits on the true value which lies
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somewhere between. However, for the present purposes the individual sensitivity

values are not used for anything except qualitative comparisons between hemi-

spheres, and by repeating this on the SH data it can be seen that such insights

are not substantially affected. For HadGEM3-GC31-LL, the SH sensitivity cal-

culated from ‘inverted’ regression of ∆OHT onto ∆φi is 29.3± 6.4°S PW−1. The

ratio of ‘inverted’-calculation sensitivities (1.5) is similar to that of the ‘direct’-

calculation (1.7). There is also no impact on the EBM fitting: for example, using

Eq. (3.23b) with ‘inverted’ terms (regressing ∆φi onto ∆Fsw to obtain 1/s, etc.)

gives ∆φi/∆OHT = 39.0 ± 13.9°N PW−1, which agrees with the ‘inverted’ OLS

estimate within error bars, to the same extent that the direct calculation does

as presented in Fig. 4.15a. Note also that the ‘inverted’ EBM sensitivity is lower

than the ‘inverted’ OLS sensitivity, so that this bias does not contribute to the

systematic underestimation by the EBM discussed before. Since the method does

not affect the qualitative results, and viewing ∆OHT as the ‘independent’ vari-

able in Eq. (3.23b) is physically motivated in light of the mechanisms unveiled in

section 4.2 (particularly keeping Fig. 4.13 in mind), the ‘direct’ OLS estimates

are arguably more reliable than the ‘inverted’ ones. Nevertheless, there is clearly

a limitation in estimating them from climate simulations in which ∆OHT is not

controlled, so that the values should be taken cautiously as qualitative estimates.

A notable result from the EBM analysis is that the difference in φi sensitiv-

ities between the two hemispheres is mostly explained by the factor s (the change

in net shortwave radiation per change in φi). Whether considering models indi-

vidually or collectively, the SH value of s is about 3 times greater than the NH

value (Figs. 4.14a,d and 4.18b,d). This factor would set the SH φi to be about 3

times less sensitive to OHT than the NH φi. However, two other factors are rel-

evant: the mechanism of OHT (contained in the ∆Ts/∆OHT term of Eq. 3.23b)

which further reduces the SH sensitivity relative to the NH, and the BC rate

which, being over-compensating (bc < −1) in the SH while under-compensating
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(−1 < bc < 0) in the NH, increases the SH sensitivity relative to the NH. The

BC difference partially cancels the s and OHT-mechanism effects so that the net

result is a ratio of NH to SH sensitivities being roughly 2. To leading order, then,

the difference in s between hemispheres explains the difference in φi sensitivities.

As explained in section 4.3.1, this means that primarily geometric effects of the

NH land distribution account for the difference in φi sensitivities.

If the end result is that the difference in sensitivities is mostly explained by

land effects, and one of the purposes of using φi rather than sea ice extent, Si, is

to eliminate the influence of land, does this mean that the problem has just been

shifted into the EBM equation? Using the factors in Fig. 4.3 to convert from φi to

Si suggests that the ratio of NH to SH sensitivities of Si to OHT is approximately

1. Both ways of quantifying the sea ice sensitivities are consistent and have their

own merits, but by switching to φi it is clear that more insight is gained. Suppose

that the φi diagnostic and EBM framework were not known, and that Arctic and

Antarctic Si sensitivities to OHT being about equal was found. From this ‘naive’

perspective it is not obvious how the land effect manifests because it is hidden

in Si itself. Therefore, by introducing φi and the EBM equation describing its

response to OHT, it has been identified that land primarily influences the sea

ice sensitivity to OHT by modifying how much shortwave fluxes must adjust to

restore the TOA fluxes. This new insight into the behaviour of the CMIP6 models

reflects a major advantage of the EBM approach.

The approach taken in this chapter has some limitations. Although using

PI-control simulations means that results are not dependent on a forced response,

a disadvantage is that some models have quite small magnitudes of internal vari-

ability, which hides the signal of the effect of OHT on sea ice behind noise.

This potentially contributes to the error in fitting the EBM equation to models

individually and across models in section 4.3. Also, in the multi-model fit of

Fig. 4.19a,b, extreme anomalies in ∆φi and ∆OHT are mostly contributed by a
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few particular models with largest internal variability (notably the CNRM mod-

els and IPSL-CM6A-LR). Of course, considering climate change simulations and

the forced responses of each diagnostic (which are larger than their internal vari-

ations) is an obvious way of increasing the signal-to-noise ratio. Therefore, the

analysis of CMIP6 future simulations in chapter 5 provides a better assessment

of how well the EBM captures the model behaviour. Analysing a large sample

of GCMs comes at the cost of it being impractical to analyse every detail of the

simulations—for example, sea ice dynamics were not considered. This could be

relevant to both Arctic sea ice (e.g., as in Castruccio et al., 2019, who suggest

a dynamic response of Arctic sea ice to atmospheric circulation changes) and

Antarctic sea ice (e.g., Sun and Eisenman, 2021, showing improved comparison

of simulated to observed trends after manually correcting Antarctic sea ice drift

in CESM). The thermodynamic interpretations put forward are not called into

question by this—on the contrary, they strengthen the conclusions of previous

studies finding similar behaviours in the NH (e.g., Bitz et al., 2005; Koenigk and

Brodeau, 2014; Singh et al., 2017) and SH (e.g., Goosse and Zunz, 2014). Still,

the role of dynamics in the identified NH/SH mechanisms would make a worth-

while future study, potentially highlighting a specific area of model improvement

for sea ice simulation.

Finally, this analysis has focused on multidecadal variability by computing

25 yr averages. It is worth noting that some models show evidence of signi-

ficant centennial-scale variability in all key diagnostics: particularly, in the NH

of CNRM-ESM2-1 and IPSL-CM6A-LR (Fig. 4.5). In these models, this longer-

timescale variability probably explains why they have the largest anomalies in ∆φi

and ∆OHT (Figs. 4.9–4.11). It is possible that different mechanisms could occur

on different timescales: for example, this could be indicated by the strong, positive

correlation between OHT, ho, and φi in the NH of CNRM-ESM2-1 (Table 4.2).
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4.5 Chapter summary

4.5 Chapter summary

The key results of this chapter are as follows:

1. Natural multidecadal fluctuations in poleward OHT are strongly

correlated with sea ice extent, or equivalently the zonal-mean lat-

itude of the sea ice edge:

a) The correlations with poleward AHT are opposite in sign, which is

attributed to Bjerknes compensation;

b) The correlations depend strongly on the latitude at which OHT and

AHT are evaluated, reflecting differences in the underlying mechan-

isms.

2. Different mechanisms of the sea ice response to OHT are evident

in the northern and southern hemispheres:

a) NH: OHT primarily converges along the Atlantic sea ice edge, effi-

ciently eroding the ice edge and enhancing AHT to the central Arctic

where surface melt occurs. This is analogous to the behaviour of the

Ko sensitivity experiment of the EBM (section 3.2.1).

b) SH: OHT is released uniformly under the Antarctic ice pack. This is

analogous to the behaviour of the Fbp sensitivity experiment in the

EBM (section 3.2.3).

3. The effective sensitivity of the ice edge to OHT is broadly cap-

tured and explained by the EBM:

a) The Arctic sensitivity is larger than that of the Antarctic in models

primarily because of the inherently larger sensitivity associated with

localised OHT convergence, and the smaller reduction in planetary
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4 How does natural ocean variability affect sea ice?

albedo when sea ice retreats in the north Atlantic compared to the

Southern Ocean;

b) A multi-model relationship between changes in sea ice extent and OHT

emerges, which is captured by the EBM, and strengthens the case for

a substantial role of inter-model OHT biases in the spread of sea ice

projections.

138



Chapter 5

Ocean role in projected

future sea ice loss

An important motivation behind this thesis is the possible contribution of OHT to

inter-model spread in sea ice projections of coupled GCMs (Fig. 1.1). Returning

to this point, this chapter presents analyses of 21st-century climate simulations

with plausible future emission scenarios from CMIP6. In essence, the aim here

is to establish what relationships exist between OHT and sea ice under a forced

climate response with substantial changes in sea ice cover, and interpret how

these arise in light of the results of previous chapters.

The models, data availability, and experiments analysed, are described briefly

in section 5.1. Section 5.2 presents correlation analyses on the time series of the

ice-edge latitude and the other key diagnostics identified in chapter 4, which

shows again the strong role of OHT, here in terms of the mean state and rates of

sea ice decline across models. The EBM is then used to explain the inter-model

relationship between sea ice and OHT changes across different time periods, in

section 5.3. Next, section 5.4 investigates whether the distinct NH versus SH

mechanisms identified in section 4.2 also apply to the relation between OHT

and φi changes in the future. Finally, the seasonally sea ice-free Arctic state—
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5 Ocean role in projected future sea ice loss

which occurs in many model projections but with high uncertainty on the timing

(Fig. 1.2)—is briefly explored in section 5.5. Results are discussed in section 5.6,

and the key points are summarised in section 5.7.

5.1 Data and methods

The ScenarioMIP simulations (O‘Neill et al., 2016) project the global climate

state to the end of the 21st century under different greenhouse-gas emission and

socioeconomic development scenarios. In this chapter, the four Tier 1 experiments

are analysed. These are labelled SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5,

which for the purposes of the present work may be simply interpreted as increas-

ing levels of emissions, respectively. The last two digits in the labels indicate

the nominal, global-mean radiative forcing, in W m−2, in the year 2100. To en-

able comparisons with contemporary and pre-industrial conditions, the historical

simulations (1850–2014; Eyring et al., 2016) are also used. These are combined

with the ScenarioMIP simulations (which start in 2015, being initiated from the

end of a historical realisation), to give continuous time series over 1850–2100.

Different realisations of a given model’s historical simulation are initialised from

different times of its PI-control simulation (Eyring et al., 2016, appendix A.2).

Therefore, the first 25 yr average period, 1850–1875, is considered to approximate

the PI-control state (i.e., neglecting the effect of the 1850–1875 forcing).

The models included are a subset of those analysed in chapter 4, because

not all of the models in Table 4.1 contribute to ScenarioMIP. Table 5.1 lists the

number of ensemble members available per experiment for each model, based

on data availability. Of the 20 models analysed in the previous chapter, 4 are

thus excluded (CESM2-FV2, CESM2-WACCM-FV2, MPI-ESM-1-2-HAM, and

NorCPM1), but CNRM-CM6-1 is added to the sample. This still gives a variety

of models with different resolutions and configurations.
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5.1 Data and methods

Table 5.1: Number of ensemble members available for the historical and ScenarioMIP
experiments of the 17 CMIP6 models analysed in this chapter.

Hi
sto

ric
al

SS
P1

-2
.6

SS
P2

-4
.5

SS
P3

-7
.0

SS
P5

-8
.5

Model
ACCESS-CM2 3 3 3 3 3
ACCESS-ESM1-5 12 10 10 10 10
CAMS-CSM1-0 2 2 2 2 2
CanESM5 40 25 25 25 25
CanESM5-CanOE 3 3 3 3 3
CESM2 11 3 3 3 3
CESM2-WACCM 3 1 3 1 3
CNRM-CM6-1 20 6 6 6 6
CNRM-CM6-1-HR 1 1 1 1 1
CNRM-ESM2-1 5 1 1 1 1
HadGEM3-GC31-LL 3 1 1 0 3
HadGEM3-GC31-MM 4 1 0 0 4
IPSL-CM6A-LR 32 6 11 11 6
MPI-ESM1-2-HR 10 1 2 10 2
MPI-ESM1-2-LR 10 10 10 10 10
MRI-ESM2-0 5 1 1 5 1
UKESM1-0-LL 16 13 5 13 5
Total simulations: 180 88 87 104 88

Following the methodology of chapter 4, 25 yr averages of each diagnostic

are computed to capture the transient mean state on multidecadal timescales.

The primary focus here is on inter-model relationships. Rather than analysing

individual time series, differences and correlations across ensemble members are

considered. Taking models collectively in each future scenario, this gives ∼ 100

data points (Table 5.1). While this analysis could be applied to models individu-

ally, there needs to be a sufficient number of realisations to extract meaningful

relationships, and most models provide less than 10 (Table 5.1). The main excep-

tion is CanESM5: 25 ensemble members are available for all four scenarios, and

this is exploited for the seasonally sea ice-free Arctic analysis in section 5.5.2.

All required raw data and physical diagnostics are as described in section 4.1.2.
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5 Ocean role in projected future sea ice loss

One subtlety arises with the ice-edge latitude, φi, because many models become

seasonally ice free (SIF) in the future. In the EBM analysis of section 3.2, it

was noted that in computing the annual-mean φi there is a choice of whether to

include times of the year when the ice edge is effectively at 90°N. There, both

averages were considered as they incorporate slightly different information: if all

times of the year are included [average (i)], the effect of warmer open ocean is in-

cluded. If only times of the year when ice is present is included [average(ii)], this

represents only immediate effects on sea ice. For the GCMs, years which are SIF

are identified when the minimum sea ice extent, Si—which occurs in September

in the NH, and in February in the SH—is less than a threshold, S?i = 1×106 km2.

This is better than determining SIF years from the φi diagnostic directly, because

it is consistent across models and between hemispheres, and it is not obvious how

to construct an equivalent SIF threshold in terms of φi. Until otherwise expli-

citly indicated in section 5.5, the average (i) is used throughout this chapter and

does not affect the interpretation of analyses in sections 5.2–5.4. Note that in

the previous chapter, average (i) was also implicitly used, but this choice was

ultimately immaterial. For the NH, none of the models analysed are SIF in the

PI-control simulations. Although 7 of 20 models exhibit SIF Southern Oceans in

the PI-control simulations (only 3 of which are SIF throughout the whole time

series), using average (ii) instead has negligible impact on results since the two

averages have almost the same variability [i.e., when average (i) is anomalously

high, so is average (ii)].

Finally, it is worth commenting from the outset about the use of correlations

in this chapter. The issue that correlations do not inherently prove causal rela-

tionships was discussed in section 4.2.4. Here, this is potentially more problem-

atic because forced climate change scenarios are analysed, in which correlations

may emerge between two variables merely because they both evolve with time.

However, the advantage of this simple methodology remains: it enables the 547
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5.2 Relating future sea ice loss to OHT

existing simulations (Table 5.1) to be rapidly analysed and, aided by the EBM

framework, a physically plausible interpretation consistent with the data can be

found. How this affects the findings of this chapter is discussed more thoroughly

in section 5.6.

5.2 Relating future sea ice loss to OHT

5.2.1 Mean-state biases in OHT

To begin, the result of Mahlstein and Knutti (2011) for CMIP3 models is revis-

ited, repeating the analysis on CMIP6 models with some modifications to their

approach. Specifically, they found a strong anticorrelation (r = −0.72) between

OHT and sea ice extent, Si, in CMIP3 simulations, averaging over the period

1970–1999. However, they used single ensemble members per model and their

study was focusing on the Arctic. Here, all available ensemble members of the

CMIP6 historical simulations are included and both hemispheres are assessed.

The existence of an anticorrelation between OHT and Si across models suggests

a role for mean-state biases of OHT in the inter-model spread of Si as the his-

torical and future simulations evolve. Such biases originate in the PI-control

simulations from which the historical simulations are initialised. Therefore, the

time average over 1850–1875 is considered (at first), which approximates the PI-

control state. Finally, since it has already been demonstrated that Si and the

ice-edge latitude diagnostic of Eisenman (2010), φi, are strongly correlated in

the PI-control simulations (Fig. 4.3), here Si is exchanged for φi to link with the

previous results in chapters 3–4, and φi is later used in sections 5.3–5.5.

Figure 5.1 plots φi against poleward OHT, each averaged over 1850–1875,

in the historical simulations of CMIP6 models listed in Table 5.1. For the NH,

CAMS-CSM1-0 is excluded because both of its ensemble members are substan-
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Figure 5.1: Ice-edge latitude, φi, plotted against poleward OHT evaluated at 65°N/°S,
each averaged over 1850–1875, in the CMIP6 historical simulations. Individual en-
semble members are plotted in small, hollow points, and ensemble means are the large,
filled points. Ordinary least squares (OLS) regression lines are fitted to ensemble means
(solid) and to all simulations collectively (dashed). For the NH in (a), CAMS-CSM1-0
is excluded, which is outside the axis limits at OHT ∼ 0.1 PW, φi ∼ 65°N.

tially out of the range of the other models (OHT ∼ 0.1 PW and φi ∼ 65°N),

such that it exaggerates the inter-model correlation. For the remaining models,

OHT and φi exhibit significant (based on a t-test with 95% confidence level as

described in section 4.1.3) correlation in the NH, and when taking all points to-

gether the correlation r = 0.69 is comparable to the result for CMIP3 models

from Mahlstein and Knutti (2011). The correlation of ensemble means is still

significant but weaker (r = 0.51). There is substantial overlap and variation in

the degrees of internal model spreads, which reflects the different magnitudes of

internal variability of the PI-control simulations identified in the previous chapter

(e.g., Fig. 4.9). Since 1850–1875 approximates the PI controls, Fig. 5.1a is ana-

logous to Fig. 4.19a except that model means are not subtracted in the former.

Because of the model overlap, in this case the OLS slopes in the two figures are

similar. Significant correlations across model means (r = 0.60) and across all

simulations collectively (r = 0.71) are also found in the SH (Fig. 5.1b). Unlike

the NH, different models are more separated and there is less overlap of internal

spreads in the SH. The ranges of model means in OHT and φi in the SH are about
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5.2 Relating future sea ice loss to OHT

twice those of the NH, and dominates the internal variabilities (i.e., intra-model

spreads) in setting the total spread. Overall, Fig. 5.1 shows that simulations with

larger initial poleward OHT tend to have smaller initial sea ice cover, and the

multi-model ensemble spread is dominated by model differences in the SH. When

poleward OHT in the NH is large, the SH poleward OHT is also typically large

(r = 0.75 for ensemble means, r = 0.61 for all simulations). Similarly, models

with larger sea ice cover in one hemisphere also tend to have larger sea ice cover

in the other hemisphere (r = 0.66).

If the time-averaging period is changed to 1975–2000, the relationship between

OHT and φi is similar to that shown in Fig. 5.1. This suggests that the behaviour

of CMIP3 models identified by Mahlstein and Knutti (2011) is still exhibited by

CMIP6 models, also applies to Antarctic sea ice, and supports the notion of a

significant role of mean-state OHT biases in future projections of sea ice. To

explore this further, the analysis is now extended to other time periods and

other diagnostics. Figure 5.2 shows the correlations between 25 yr averages of φi,

OHT, AHT, and Ts, across models, as a function of time-averaging period, from

model ensemble means (solid lines) and from the multi-model ensemble (dashed

lines). Note that slightly different sets of models and ensemble members enter

into each future scenario (Table 5.1), and for the historical period the subset for

SSP3-7.0 is used for a fairer comparison with the future simulations (since there

are about twice the number of historical simulations available in total).

The correlation of OHT with φi across all simulations remains mostly signific-

ant and moderately strong throughout the 20th century in the NH, but weakens to

insignificant levels in all future scenarios (Fig. 5.2a). This indicates a divergence

away from a coherent inter-model relationship between OHT and φi like that in

Fig. 5.1a in the NH, suggesting a weakened role of mean-OHT biases in the future.

There is no relationship between φi and AHT (Fig. 5.2c), despite there being a

cross-model Bjerknes compensation (BC) between AHT and OHT (Fig. 5.2g).
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Figure 5.2: Correlations between various diagnostics (25 yr averages) in the histor-
ical and ScenarioMIP experiments across CMIP6 models, as a function of time. For
the solid lines, ensemble means are first calculated for each model before computing
r. For the dashed lines, all simulations for all models are taken together in comput-
ing r. Here, OHT and AHT are evaluated at 65°N/°S, and Ts is averaged between
65°–90°N/°S. Time coordinates are the centre of the averaging period (e.g., values of
r for the average over 1850–1875 are plotted at 1862.5). Shading indicates statistical
insignificance at the 95% confidence level based on a t-test of the ensemble means.
Historical simulations do not join exactly with the future simulations because the lat-
ter have different sets of models/simulations (see Table 5.1). In the NH (left panels),
CAMS-CSM1-0 is excluded.

Unsurprisingly, models and simulations with less sea ice (larger φi) tend to have

a warmer Arctic (Fig. 5.2e), although it is notable that r (Ts, φi) starts relatively

weak and strengthens towards the end of the 21st century—opposite to the case
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5.2 Relating future sea ice loss to OHT

of r (OHT, φi). At no time in the historical period or in any future scenario is

there a significant correlation between OHT and the mean surface temperature,

Ts (Fig. 5.2i), even when r(OHT, φi) is strong. There are no major differences

between these correlations in any of the four future scenarios, despite large dif-

ferences in the amount of sea ice loss. In the NH, models become SIF over a

wide range of times in all four scenarios (spanning ∼ 50 yr; Fig. 1.2). This could

affect the correlations at later times as an increasing proportion of models have

qualitatively different climate states. This point is returned to in section 5.5.

Correlations in the SH are more consistent in time compared to the NH.

That between OHT and φi remains about as strong throughout the 20th and

21st centuries as it is initially in the PI state, as shown in Fig. 5.2b. Unlike in

the NH, there is an anticorrelation between AHT and φi, persisting across time

roughly symmetrically with r (OHT, φi) (Fig. 5.2d), indicating again the cross-

model BC which is slightly stronger in the SH (Fig. 5.2h). Another difference is

the behaviour of Ts. Initially, r (Ts, φi) ∼ 0.9 across models (Fig. 5.2f), but this

weakens in the future and becomes insignificant in the high-emission scenarios

(SSP3-7.0 and SSP5-8.5), while at the same time r (OHT, φi) increases slightly

(Fig. 5.2b). This suggests that OHT is more important than warming in the SH

in the future, consistent with the weakening of r (OHT, Ts) (Fig. 5.2j). Again,

there are no substantial differences between the different future scenarios, but

here this is unlikely to be related to a seasonal Antarctic sea ice cover since about

20% of simulations are already SIF in the historical period (Fig. 5.14b).

5.2.2 Changes in OHT

From the analyses in chapters 3–4 which show how variations in sea ice, ∆φi,

are sensitive to variations in OHT, ∆OHT, it is reasonable to hypothesise that

differences across models in ∆OHT, i.e., a change across time, contribute to

147



5 Ocean role in projected future sea ice loss

differences in the rates of sea ice decline. For each diagnostic d, let ∆d = ∆d (t)

be the average of d over the 25 yr time period centred at time t, minus that at a

fixed time-averaging period t0, here taken as 1975–2000 (t0 = 1987.5). These are

computed for each model simulation, in each future scenario, and the correlations

between key combinations of diagnostics are plotted as a function of t in Fig. 5.3.

Correlations between the changes in diagnostics are generally stronger than

those between the corresponding mean states (compare Figs. 5.2 and 5.3), mainly

because the model mean differences have effectively been removed. Larger in-

creases in OHT are strongly and significantly correlated with larger sea ice losses

in both hemispheres (Fig. 5.3a,b), which remains so until the end of the 21st

century, except in SSP5-8.5 for the NH. The fact that r (∆OHT,∆φi) becomes

insignificant in the high-emission scenario for the NH could be related to fun-

damental changes in the behaviour of the Arctic as it becomes SIF: nearly all

SSP5-8.5 simulations are SIF after 2080 (Fig. 5.14a). However, this is also the

case for SSP3-7.0, in which r (∆OHT,∆φi) does not drop that much compared

to earlier times, so the effect of the Arctic becoming SIF is not clear. A cross-

model BC, manifesting as a strong anti-correlation between ∆OHT and ∆AHT,

is revealed in Fig. 5.3g,h. This results in the opposite relationship between ∆φi

and ∆AHT, such that larger sea ice losses are associated with reduced AHT

(Fig. 5.3c,d). In the NH, the strength of r (∆OHT,∆AHT) decreases with time:

this is another instance where the emergence of SIF states in the ensemble of

simulations could be relevant due to the increased area of open ocean for air–sea

exchanges to occur. This also applies in the SH, with the additional effect that SH

BC is confined near the ice edge (Fig. 4.6d, left), so that here the strength of BC

is weakened at 65°S as the ice edge retreats in the future and inter-model spread

widens (i.e., 65°S becomes a less suitable reference latitude for an increasing sub-

set of ensemble members as time evolves). Changes in OHT are also strongly

correlated with the change in surface temperature, ∆Ts (Fig. 5.3i,j), and, unsur-
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prisingly, the latter is strongly correlated with ∆φi (Fig. 5.3e,f). This is similar

to the other findings of Mahlstein and Knutti (2011): models/simulations with

greater increases in OHT into the Arctic simulate larger degrees of future polar

warming, which is also associated with greater reductions in sea ice. A similar

result applies to the SH. Figure 5.3 shows that the diagnostics ∆OHT, ∆φi, and

∆Ts are strongly related across models, in both hemispheres. This indicates that

the EBM analysis, particularly Eq. (3.23b), could provide insight into the role of

OHT in future sea ice projections (section 5.3).

While the correlations between OHT and φi (the mean values) are not as

strong in the NH (Fig. 5.2a) compared to the changes ∆OHT and ∆φi (Fig. 5.3a),

the former should not be disregarded. This is especially considering that the inter-

model relationship shown in Fig. 5.1a in conjunction with the results of Mahlstein

and Knutti (2011) implies it is a persistent feature across generations of GCMs.

One possibility is that the initial spread in sea ice extents associated with OHT

is retained in the future—in other words, there could be a relationship between

initial OHT and future sea ice. To check this, Fig. 5.4 plots the correlation of

the 25 yr mean φi(t) with OHT averaged over a fixed time period: in the top

row, this is the approximated PI control, 1850–1875, and in the bottom row this

is the late 20th century, 1975–2000. In the NH, the correlation of φi with the PI-

control OHT mainly drops to the insignificant range around 2000 (Fig. 5.4a), but

relative to 1975–2000 there is significant anticorrelation (Fig. 5.4c). This means

that models with initially (in the late-historical period; Fig. 5.4c) larger OHT tend

to have more Arctic sea ice by the end of the 21st century, regardless of the future

scenario (i.e., strength of ice decline). This result—which is counterintuitive in

light of previous results—is not replicated in the SH (Fig. 5.4d): instead, the end-

of-century Antarctic sea ice cover tends to be smaller when the initial poleward

OHT is larger.

The reversed sign of correlation between historical OHT and future Arctic
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Figure 5.3: Correlations across models between the changes in various diagnostics
relative to 1975–2000 in the ScenarioMIP experiments. Each diagnostic ∆d (t) is its
25 yr average centred at time t (horizontal axes) minus that over the fixed time period
1975–2000. Otherwise, as in Fig. 5.2, except here CAMS-CSM1-0 is included in the
NH (left panels).

sea ice cover can be explained by considering again the change in future OHT.

Figure 5.5a plots the change in OHT averaged over a near-future period, 2025–

2050,1 relative to the late-historical period, 1975–2000, against the OHT at the

same late-historical period. Simulations with initially larger OHT show larger

decreases/smaller increases in OHT (generally, more negative ∆OHT) going into
1For now, end-of-century time periods are avoided since more than half of the SSP5-8.5

simulations become seasonally ice free in the Arctic after 2050; see section 5.5.
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Figure 5.4: Correlation across all simulations (dotted) and ensemble means (solid)
between the 25 yr mean φi centred at time t (horizontal axes) and OHT averaged over
a fixed time period: (a,b) 1850–1875; (c,d) 1975–2000.

the future, which results in smaller sea ice declines (Fig. 5.5b) and thus the

negative lagged correlation between OHT and φi in Fig. 5.4c. Similar relationships

between initial OHT, future OHT change, and future sea ice decline, are seen in

the SH (Fig. 5.5c,d). However, there is no change of sign of the lagged correlation

between initial OHT and future sea ice cover in the SH (Fig. 5.4d). This is

because the inter-model differences in mean initial OHT (i.e., the horizontal axis

of Fig. 5.5c) are larger than that of the future changes ∆OHT (i.e., the vertical

axis of Fig. 5.5c).

To summarise, this section has compared the effects of mean-state biases in

OHT and temporal changes in OHT on sea ice in CMIP6 historical and future

simulations, expanding upon the result of Mahlstein and Knutti (2011). Based

on correlation analyses, both aspects of OHT are associated with future spread in

sea ice projections, and their impacts are summarised schematically in Fig. 5.6.

Models which initially have larger OHT also have initially less sea ice, but have

smaller increases in OHT in the future. In the NH, the change ∆OHT dominates

the effect of the initial mean OHT on future sea ice states (explaining the counter-
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Figure 5.5: (a,c) Change in poleward OHT between the average over 1975–2000 and
over 2025–2050, ∆OHT, plotted against OHT averaged over 1975–2000, in the NH and
SH respectively. Vertical dashed lines indicate the values of OHT estimated from the
ECCO reanalysis (as in Fig. 1.3a, and averaged over the slightly later period 1992–
2011 due to data availability). (b,d) ∆OHT as in (a,c) plotted against the change in
φi between the same times. For times later than 2015, data comes from the SSP5-8.5
experiment. As in Fig. 5.1, large, filled points are ensemble means and small, hollow
points are individual ensemble members.

intuitive result that models with larger historical OHT are associated with more

sea ice at the end of the century). In the SH, the influence of the initial mean

OHT spread persists throughout the whole period 1850–2100, although this is

partly offset by the same correlation between larger increases ∆OHT and larger

sea ice losses ∆φi.

5.3 Explaining trends with the EBM

The previous section revealed strong multi-model correlations between projected

rates of sea ice loss (∆φi), warming (∆Ts), and ∆OHT (Fig. 5.3). Here, the
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Figure 5.6: Schematic summary of the correlation analysis in section 5.2. The blue
and red squares represent models with anomalously high and low initial sea ice covers
respectively. Blue has less OHT than red initially, but OHT increases more in the
future for blue. In both hemispheres, this enhances the rate of ice loss (steepness of
lines) for blue compared to red. In the NH (a), this overwhelms the initial spread such
that blue ends up with less ice than red. In the SH (b), initial spread is larger so that
the difference in future OHT just reduces the gap between blue and red.

EBM is applied to these relationships and used to develop qualitative insight, in

a similar manner to section 4.3. The EBM equation describing the relationship

between φi, Ts, and OHT in terms of the various atmospheric parameters is again

repeated here for reference:

∆φi

∆OHT = βBup

s (1 + β)
∆Ts

∆OHT −
1
sA

(
1 + bc

1 + β

)
. (3.23b revisited)

In section 5.3.1, this is applied to the near-term future state (specifically, before a

substantial number of models become SIF) in comparison to historical conditions.

Then in section 5.3.2 the fitting is done to model simulations over a relatively

short recent time period, which allows a superficial comparison of model trends

to those of the real world.
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5 Ocean role in projected future sea ice loss

Table 5.2: Values of the terms in Eq. (3.23b) derived in the PI control and future
simulations, with reference latitude φ0 = 65°N/°S. For the PI, these are derived from
25 yr anomalies as described in section 4.3.2. For the future simulations, they are
derived from the difference in states averaged over 1975–2000 and 2025–2050.

Experiment s bc ∆Ts/∆OHT
Northern hemisphere (φ0 = 65°N)
PI control 0.77± 0.02 −0.89± 0.02 21.8± 0.8
SSP1-2.6 0.89± 0.04 −0.93± 0.05 30.3± 3.0
SSP2-4.5 0.75± 0.04 −0.95± 0.05 31.9± 2.7
SSP3-7.0 0.72± 0.06 −1.01± 0.04 35.4± 2.9
SSP5-8.5 0.77± 0.04 −0.99± 0.06 32.5± 3.2
Southern hemisphere (φ0 = 65°S)
PI control 1.66± 0.04 −1.22± 0.02 17.4± 0.6
SSP1-2.6 1.67± 0.10 −1.22± 0.07 22.2± 1.8
SSP2-4.5 1.78± 0.13 −1.17± 0.08 22.7± 2.2
SSP3-7.0 1.70± 0.12 −1.20± 0.07 22.7± 2.1
SSP5-8.5 1.82± 0.14 −1.20± 0.09 24.4± 2.3

5.3.1 Near-term future projections

In section 4.3, ∆φi, ∆OHT, and ∆Ts in Eq. (3.23b) were taken as anomalies in

the PI control simulations. Here, as in the previous section, they are interpreted

as the forced responses of each diagnostic and computed as the change between an

initial and a final 25 yr average. The initial time is taken to be the approximate

‘present-day’ period, 1975–2000, and the final time is a ‘near future’ period:

2025–2050. Later in this section, other final time periods are considered.

There are a few considerations for parameter choices in Eq. (3.23b) to be

discussed first. For the atmospheric radiative feedback parameters—Bup, BOLR,

and Bdn—the values derived in the PI-control simulations are used. This neg-

lects changes in the relation between atmospheric radiation and air or surface

temperature in the near future. Slightly different sets of models and simulations

are available for each scenario (Table 5.1), so in principle separate values of Bup,

BOLR, and Bdn should be derived based on the relevant subsets for each scenario.

However, it turns out that this does not substantially affect the values of Bup
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5.3 Explaining trends with the EBM

Table 5.3: Sources of the terms in Eq. (3.23b) entering into the three different EBM
fitting procedures in Figs. 5.7–5.8.

EBM fitting label s bc ∆Ts/∆OHT

‘Future’ Future Future Future

‘Mixed’ PI PI Future

‘PI’ PI PI PI

or β = BOLR/Bdn (appendix A, Table A.6), and thus has negligible impact on

EBM-derived sensitivities. Therefore, for simplicity, the same values as derived

from all 17 models listed in Table 5.1 (i.e., the ‘historical’ subset in Table A.6)

are used for all scenarios here.

For the other terms in Eq. (3.23b)—s, bc, and ∆Ts/∆OHT—the literal inter-

pretation of the equation is to compute them from the future data. For example:

s = ∆Fsw/∆φi, where ∆Fsw is the change in net shortwave radiation averaged

between the reference latitude, φ0, and the pole, between the initial and final

time periods. This directly captures the physical processes and changes that ulti-

mately give rise to the EBM-predicted relationship between ∆OHT and ∆φi. It

is also reasonable to suggest that some of these terms represent constant, intrinsic

properties of the multi-model ensemble, given by the PI-control derived values.

For instance, s describes the change in shortwave radiation in response to changes

in sea ice cover. It is plausible that this is no different when considering the near-

term forced response than in the natural variability of the control simulations,

barring other influences on the planetary albedo (future changes in cloud cover) or

geometric effects relating to the change in area of exposed ocean per change in φi

when φi reaches higher latitudes (Eq. 3.22). It is less clear whether bc is affected:

there are strong anticorrelations between ∆OHT and ∆AHT (Fig. 5.3g,h), but

the correlation strength decreases with time and this does not show the rate of

BC. The TOA fluxes are not constant in the future simulations, so the value

of bc derived as ∆AHT/∆OHT could change with time. The changes in OHT
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Figure 5.7: Change in poleward OHT (evaluated at φ0 = 65◦N) and Arctic φi in the
ScenarioMIP future simulations, between the 1975–2000 average and the near-future
2025–2050 average. Each point is an ensemble member of a particular model (upper-
right legend outside of axes). Upper-left legends indicate the scenario used, the number
N of simulations on the plot, and the correlation r of all points. Lower right legends
give the slopes of the various fits described in the lower-right legend outside of the
axes: (black) OLS fit to points; (red, solid) EBM fit; (red, dashed) EBM fit but using
PI-control values of s and bc; (red, dotted) EBM fit using purely PI control data. See
main text for details of the different EBM fitting procedures.

and Ts are correlated for the majority of future time periods and in all scenarios

(Fig. 5.3i,j). Although ∆Ts obviously increases with time, some models show

increases in OHT and some show decreases (Fig. 5.5). It could be that ∆OHT

responds in the same proportion as ∆Ts such that ∆Ts/∆OHT as computed from

the PI control can also be taken as a pre-determined constant. If any of s, bc, or

∆Ts/∆OHT can be replaced with the PI value, this reduces the data required to

fit the relationship between ∆OHT and ∆φi in the future simulations. The values

of these terms are shown for each scenario in comparison to the PI-control values

in Table 5.2. With the exception of s for SSP1-2.6 and bc for SSP3-7.0 in the

NH, future-derived values of s and bc are consistent with the PI-derived values
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Figure 5.8: As in Fig. 5.7 but for the southern hemisphere.

within error estimates. However, ∆Ts/∆OHT is about 1.5 times the PI value in

all scenarios for the NH and about 30% higher for the SH. Since ∆φi/∆OHT de-

pends strongly on and increases with ∆Ts/∆OHT, this suggests that the sea ice

effective sensitivity to OHT is larger in the future simulations than that arising

from natural variability, owing to the disproportionate Ts response compared to

that of OHT. In terms of applying Eq. (3.23b) to the future simulations, s and

bc can be taken as constants, verifying the assumptions discussed above in the

former case and showing that the rate of BC is not affected by the forcing in the

latter. The equation thus reduces to an expression relating changes in OHT, Ts,

and φi, linked by parameters set from the PI-control simulations (cf. Eq. 3.24).

Figures 5.7 and 5.8 plot ∆φi against ∆OHT (the difference between

1975–2000 and 2025–2050) in the four future scenarios in the NH and SH respect-

ively, with OLS fits across all simulations (black), and the EBM slope predicted

by Eq. (3.23b) computed in three ways to show the results of the above discussion
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(red). First, the standard ‘future’ fit where s, bc, and ∆Ts/∆OHT are computed

from the changes ∆Fsw, ∆φi, ∆AHT, ∆OHT, and ∆Ts as appropriate, is shown

(solid). Then a ‘mixed’ fit obtained using PI values of s and bc but the future

data for ∆Ts/∆OHT (dashed), and finally a ‘PI’ fit where all three terms are the

PI-control values (dotted). The sources of each term in these fits are summarised

in Table 5.3. Note that the ‘PI’ fit is independent of scenario, and since it has

now been established that the PI value of ∆Ts/∆OHT is significantly smaller

than the future values, it substantially underestimates the relationship between

∆φi and ∆OHT in both hemispheres. It is included anyway for comparison of

the effective sensitivity of ∆φi to ∆OHT in the forced response to that arising

from natural variability. At this time period, 2025–2050, the forced sensitivity

∆φi/∆OHT is about a factor of 2 greater than that from internal variability in

the NH (from the OLS slopes in Figs. 4.19a and 5.7), and about 30% greater in

the SH (Figs. 4.19b and 5.8).

It is remarkable that in all four scenarios there are simulations which have

almost no change in sea ice cover (∆φi ∼ 0°) and some which have ∼ 10°N of

sea ice loss in the NH (Fig. 5.7). There are negligible differences in the ranges of

∆OHT and ∆φi and the OLS slopes are similar in each scenario. The inter-model

relationship between ∆OHT and ∆φi is strong (r ∼ 0.8), and it is apparent in

Fig. 5.7 that the individual-model relationships are less significant (i.e., points for

a given model with several ensemble members exhibit significant scatter). Models

exhibiting the largest sea ice losses in the low emissions scenario also exhibit the

largest sea ice losses in the higher emissions scenarios (and vice versa). Again,

larger sea ice losses are associated with larger increases in OHT, and generally

Fig. 5.7 suggests that increases (decreases) in OHT enhances (offsets) the rate

of sea ice decline. The EBM ‘future’ and ‘mixed’ fits capture the relationship

between ∆OHT and ∆φi well in most cases (EBM slope uncertainty estimates

are not plotted in Fig. 5.7 but are given in the legends). Similar remarks about
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the relation between ∆OHT and ∆φi and the lack of scenario differences can

be made about the SH (Fig. 5.8). However, in the SH different models tend

to overlap, whereas there is more separation of models in the NH. The range of

changes in poleward OHT are about half that of the NH, and that of ∆φi is about

a quarter, so that the multi-model effective sensitivity of sea ice losses to OHT

is about half in the SH compared to the NH. This is similar to the result found

from internal variability in the PI-control analysis (section 4.3.2).

The fact that the EBM captures the forced response in both hemispheres

indicates that underlying physical biases lead to inter-model spread and uncer-

tainty in the projected rates of sea ice decline. This is a combination of internal

variability (i.e., as in Fig. 4.19, and shown by the dotted lines in Figs. 5.7 and 5.8)

and differences in the forced response across simulations and different models. In-

ferring from the strong correlations r (∆OHT,∆Ts) and r (∆Ts,∆φi) (Fig. 5.3),

points lying further to the right in each panel of Figs. 5.7 and 5.8 tend to have

larger warming, ∆Ts. This is mostly due to different forced responses (since the

future-derived value of ∆Ts/∆OHT differs significantly from the PI control value,

whereas the other terms, s and bc, do not). The forced ∆Ts response modifies the

effective sensitivities but the difference in NH and SH is still about a factor of 2

as found for the natural variability in section 4.3.2. Consideration of the terms

in Eq. (3.23b) (Table 5.2) shows that the explanation for the NH versus SH sens-

itivities is explained in the same way as was the case for natural variability: s is

about twice as large in the SH, such that φi does not have to retreat as much to

generate additional Fsw needed to restore energy balance in the region 65°–90°S

compared to that in the NH. In this case, perturbations to the energy balance

are caused by both variations in OHT and the forced Ts response.

Since the terms in Eq. (3.23b) are similar in each scenario, the responses

∆φi are also similar. Some divergence of the scenarios becomes apparent when

the final time period is set further into the future. Figure 5.9 plots the effective
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Figure 5.9: Effective sensitivity of sea ice loss to poleward OHT change relative to
1975–2000, ∆φi/∆OHT (vertical axes), as a function of time (horizontal axes). This
is plotted as the OLS slope (black) with one standard deviation (σ) of the fit (grey
shading). The standard ‘future’ EBM fit is shown by the red lines, and that using the
PI-control derived values of s and bc (‘mixed’ fit) is shown in blue. Standard deviations
of the EBM fits are not shown explicitly, but solid lines indicate where the EBM value
agrees with the OLS within error bars, and dashed lines indicate where they do not.
Upper (lower) panels in each of (a)–(d) are for the northern (southern) hemisphere.
Units of the vertical axes are °N PW−1 or °S PW−1 as appropriate.

sensitivity of φi to OHT, as determined from OLS and the ‘future’ and ‘mixed’

EBM fitting, as a function of the final time averaging period. In other words,

the analysis of Figs. 5.7 and 5.8 is repeated for different future times and the

slopes are plotted in Fig. 5.9. The EBM does not well predict the slope in the

NH for SSP1-2.6 after 2020, which is likely because the rates of ice decline are
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smaller and the reference latitude of 65°N was shown in Fig. 4.19c to not work

well in the PI states. The EBM fit using PI-control values of s and bc captures

the OLS sensitivities about as well as the fit using future-derived values of s

and bc. Since the EBM/OLS agreement does not systematically degrade at later

times, this suggests that the assumption of using the PI values of Bup and β is

valid, and that the bulk radiative properties do not substantially change in the

future. In SSP3-7.0, the NH sensitivity is captured by the EBM equation for all

future time periods in both fitting cases (Fig. 5.9c). In both this scenario and

SSP5-8.5, the NH sensitivity starts to decrease around 2070, which is entering the

SIF regime and suggests that the effective sensitivity of ∆φi to ∆OHT decreases.

This is qualitatively consistent with the EBM analysis: assuming the mechanisms

underlying the future responses are similar to those of natural variability (see

section 5.4), the GCM behaviour in the NH can be compared to the EBM Ko

sensitivity experiment, in which the effective sensitivity of φi to OHT reduces

considerably in the SIF regime (Table 3.1). Across all scenarios, the SH sensitivity

is relatively independent of time compared to the NH where it generally increases

before flattening (Fig. 5.9a,b) or decreasing (Fig. 5.9c,d) after about 2070. This

is because ∆Ts and ∆OHT increase by roughly the same proportion in the SH.

5.3.2 Comparison of simulated trends to observations

Assessment of simulated multidecadal trends in OHT against the real world is

limited due to insufficient temporal range in observations and spatial sparsity

of ocean data. However, it is possible to compare recent rates of change of sea

ice and surface temperature to the GCM-simulated rates, similar to the study of

Rosenblum and Eisenman (2017) who did this for CMIP5 models. As mentioned

in section 4.2.3—and based on the EBM analysis presented thus far this has been

indirectly verified—OHT plays a role in their finding that models simulating
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larger sea ice declines also exhibit larger global warming. To this end, the ‘per-

spective’ of the EBM equation is inverted to focus on the relationship between φi

and Ts. Dividing Eq. (3.23a) through by s∆Ts (or multiplying Eq. 3.23b through

by ∆OHT/∆Ts) gives:

∆φi

∆Ts
= βBup

s (1 + β) −
1
sA

(
1 + bc

1 + β

)
∆OHT

∆Ts
. (5.1)

Here, the 50 yr period 1970–2020 is considered, which is the shortest that can be

used in the non-overlapping 25 yr averaging framework (necessary to apply the

EBM) and covers the time range of observations. Estimates of the real-world time

series of φi are obtained using the gridded sea ice concentration of the HadISST

dataset (Rayner et al., 2003), and applying the ice-edge algorithm as described in

section 4.1.2. For surface temperature, HadCRUT4 data (Morice et al., 2012) is

used which is averaged over 60°–90°N/°S. Annual means are shown in Fig. 5.10,

which also includes sea ice extent for comparison. Linear trends of φi and Ts over

the period 1970–2020 for the NH are then computed using simple OLS regression

of the time series. For the SH, the time period is reduced to 1976–2015 to better

represent the long-term Antarctic sea ice trend by avoiding the extreme declines

around 1973 and 2016 (Fig. 5.10b). Note that the spatial coverage of observation

sources over these regions, particularly for Ts, are highly sparse compared to the

global coverage; estimates of these rates should thus be taken with caution. The

global-mean rate of warming, 0.15°C per decade (Fig. 5.10e), agrees with the

value in Rosenblum and Eisenman (2017), with a slight discrepancy because they

considered trends over 1979–2013. A high degree of accuracy and/or a comparison

with other data sources is not required here, since model spread in the relevant

quantities is already much larger than the error bars on observational estimates.

Figure 5.11 plots the changes in φi between the 1970–1995 and 1995–2020

averages in the combined historical and SSP5-8.5 simulations of the CMIP6 mod-
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Figure 5.10: Estimates of (a,b) sea ice extent, Si (c,d) zonal-mean sea ice-edge latit-
ude, φi, and (e,f) mean surface air temperature, Ts, over recent decades. Diagnostics
in (a)–(d) are derived from global sea ice concentration in the HadISST dataset, and
(e)–(f) come from HadCRUT4. Surface temperature is averaged over 60°–90°N/°S.
In the left panels (NH), linear trends (legends) are fitted over 1970–2020, and in the
right panels (SH) they are fitted over 1976–2015. The global-mean surface temperature
trend is also shown in (e; black). Uncertainties are standard deviations representing
inter-annual variability and do not reflect uncertainties intrinsic to the data.

els, against that of Ts averaged over 60°–90°N/°S. The choice of future scenario

is unimportant since only the first 5 yr are needed, for which scenario differences

are negligible (e.g., Fig. 1.1). The EBM estimate of the effective sensitivity of

φi to Ts is shown by the magenta lines in Fig. 5.11, computed using Eq. (5.1),

and using the ‘future’ fitting procedure described in the previous section. Spe-
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Figure 5.11: (a) Rate of change of NH ice-edge latitude, ∆φi, plotted against
that of surface temperature averaged over 60°–90°N, ∆Ts, in CMIP6 historical and
SSP5-8.5 simulations, over the period 1970–2020. Each point is a realisation of a (here,
unidentified) model, and rates are computed from the difference in 25 yr means over
the periods 1970–1995 and 1995–2020. Colours indicate the corresponding change in
poleward OHT across 60°N. Ordinary least squares (OLS) regression lines and the fit
of Eq. (5.1) are shown in black and magenta, respectively. Estimates of the observed
rates of change derived from the HadCRUT4 and HadISST datasets are indicated in
green. (b) As in (a) but for the SH.

cifically, s and bc are obtained from the changes ∆Fsw, ∆φi, ∆AHT, and ∆OHT

in going from the initial to final 25 yr averages. The OLS slope of ∆OHT/∆Ts

is used in computing ∆φi/∆Ts, analogously to fitting Eq. (3.23b) in which the

OLS slope of ∆Ts/∆OHT is used to compute ∆φi/∆OHT. To emphasise, these

are not independent—indeed, Eqs. (3.23b) and (5.1) are rearrangements of one

another—but are two ways of fitting the (effectively) three-dependent-variable re-

lation, Eq. (3.23a). In this case, the third variable hidden in the fitting, ∆OHT,

is shown qualitatively on Fig. 5.11 by a colour scale on the points.

The EBM well captures the relationship between the trends in sea ice and

surface temperature: the OLS fits overlap the EBM estimates within standard

deviations (shading on Fig. 5.11). The multi-model set of trends in Fig. 5.11 are

strongly correlated, with r = 0.95 in the NH and r = 0.88 in the SH. Simulations

with larger 1970–2020 declines in sea ice (more positive ∆φi) are associated with
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5.3 Explaining trends with the EBM

stronger surface warming (∆Ts), and the colour coding of points shows again that

such simulations also tend to have larger (more positive) increases in OHT into

the Arctic/Antarctic regions. Estimates of the observed trends over this time

period as described above are indicated by the green dashed lines in Fig. 5.11.

Inter-model spread in NH ∆OHT is thus associated with a range in sea ice de-

clines of approximately 0–3 times the observed rate. The result of Rosenblum

and Eisenman (2017) is recovered: simulations with sea ice loss rates close to

observations do so with substantial positive biases in the rate of (polar) warm-

ing. Here, the significance of this finding is improved upon because of the use

of polar temperature which is, at least intuitively, more relevant to sea ice than

global mean temperature (consistent with the stronger correlation between ∆φi

and ∆Ts compared to those found by Rosenblum and Eisenman, 2017). More

generally, the observed rates of ∆φi and ∆Ts do not coincide with the inter-

model relationship in the NH (i.e., observations are offset from the OLS and

EBM slopes in Fig. 5.11a). This indicates a fundamental physical bias in mod-

els inherited from the previous-generation CMIP5 models. A striking example

emphasising this are the simulations which lie closest to the observed rate of

warming, which—consistent across models based on the connection of all simu-

lations via the EBM—also have approximately zero Arctic sea ice loss over this

period. Some caution should be taken, however, as there is no estimate of the

corresponding real-world ∆OHT shown on Fig. 5.11. Also, there is still scat-

ter about the model relationship: variations in ∆Ts (∆OHT) accounts for about

r2 = 90% (r2 = 66%) of variations in ∆φi, so it is not clear whether the observed

point (∆Ts,∆φi) is significantly displaced from models.

In the SH, there is an offset of model trends compared to observations but

in the opposite direction to the NH (Fig. 5.11b). Nearly all simulations show

Antarctic sea ice declines, and warming of the polar region comparable in mag-

nitude to warming in the NH. Simulations exhibiting reductions in OHT again
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have smaller trends in both φi and Ts and are closer to observations. For the

majority of cases, poleward OHT decreases across this period, but Antarctic sea

ice retreats anyway. This could indicate that Antarctic sea ice is too sensitive to

warming in these models. In both hemispheres, the overall disconnect of models

from observations indicates that there is more to the uncertainty in climate pro-

jections than spread associated with OHT. This, of course, reflects the limitations

of using model output to infer properties of the real world.

5.4 Revisiting the mechanisms

In section 4.2, distinct mechanisms of how OHT affects sea ice were found between

the NH and SH, in the context of natural variability arising in the PI-control simu-

lations. This section explores whether these same mechanisms apply in the future

simulations—that is, how the changes in OHT drive the inter-model differences

in projected sea ice loss as shown in Figs. 5.7 and 5.8. Specifically, do models

with larger increases in poleward OHT lead to increased OHTC near the Arctic

ice edge and increased higher-latitude AHTC in the NH, but mainly increased

OHTC under sea ice in the SH? In the previous section with the EBM analysis,

∆Ts/∆OHT was found to be slightly larger in the NH than in the SH (Table 5.2).

This term is how the different mechanisms manifest in Eq. (3.23b), because the

surface temperature increases are larger when a given ∆OHT is mainly released

equatorward of the ice edge (sections 3.3.2 and 4.3.1). This provides an initial

hint that the same mechanisms could indeed apply to the forced responses. To get

a better sense of the mechanisms at play, a similar approach to that in section 4.2

is used: first, the correlations of ∆φi with ∆OHT and ∆AHT as a function of the

latitude at which the latter are evaluated are calculated (similar to section 4.2.1).

Then, the relationships of OHTC and AHTC averaged over sea ice (i.e., ho and

ha) with φi are considered (similar to section 4.2.3).
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5.4.1 Latitude dependence of the correlations

In calculating the correlation between ∆OHT and ∆φi, there is a choice of future

time period and reference latitude φ0 at which OHT is evaluated. Figure 5.3a,b

(with φ0 = 65°N/°S) shows that r (∆OHT,∆φi) remains strong until the end of

the 21st century in the SH, which is also the case in the NH with the exception

of SSP5-8.5. The break down of the correlation could be related to a substan-

tial number of simulations becoming SIF. It is not possible to completely ignore

the SIF Arctic simulations because many become SIF rapidly, e.g., before 2050

(Figs. 1.2 and 5.14a). To minimise mixing of SIF and non-SIF simulations, the

near-future time period 2025–2050 is used in this section, where r (∆OHT,∆φi)

does not change much relative to earlier times for the SSP5-8.5 experiment. With

this time period, the sensitivity of r (∆OHT,∆φi) and r (∆AHT,∆φi) to φ0 is

shown for each experiment in Fig. 5.12, which is analogous to Fig. 4.6 but here

represents the correlation across multiple models and ensemble members. The

changes in sea ice cover are very similar across the four scenarios, particularly in

the SH (Fig. 5.12a). This is partly a consequence of using the near-future time

period at which scenario divergence has not fully emerged. The mean changes

∆φi are comparable to those arising in internal variability, but note that the cor-

relations plotted in Fig. 5.12b,c are across all model simulations, for which the

ranges of ∆φi are substantial (∼ 10°N in the NH, and ∼ 2°S in the SH, from

Figs. 5.7 and 5.8, respectively).

In the NH, r (∆OHT,∆φi) is consistently strong and significant between

60°–80°N, and peaks in all scenarios with r ∼ 0.95 around 77°N. This coincides

roughly with the mean φi over 2025–2050, before r decreases for latitudes greater

than 80°N. Across roughly the same range of latitudes, r (∆AHT,∆φi) is negative

until about 82°N where it exhibits an abrupt transition to small, insignificant val-

ues. This is reminiscent of (the majority of) individual model behaviours shown

167



5 Ocean role in projected future sea ice loss

75°S
+1

0

−1

+1

0

−1

70°S 65°S 60°S

(a)

Southern hemisphere

75°S

SSP1-2.6
SSP2-4.5
SSP3-7.0
SSP5-8.5

SSP1-2.6

1975–2000
2025–2050

SSP2-4.5
SSP3-7.0
SSP5-8.5

Land fraction r(ΔOHT, Δϕi)

ϕi

r(ΔAHT, Δϕi)

70°S 65°S 60°S

Northern hemisphere

60°N 70°N 80°N 90°N

60°N 70°N 80°N 90°N

(b)

(c)

Figure 5.12: (a) Change in φi between the initial period 1975–2000 (grey) and
near-future period 2025–2050 (black) in the four scenarios. Circles indicate multi-
model means, and error bars indicate one standard deviation of inter-model spread.
(b) Correlation across all model simulations between ∆φi and the change in OHT
between the two time periods, ∆OHT, as a function of the latitude at which OHT is
evaluated. (cf. Fig. 4.6a). (c) As in (b) but for the change in AHT between the two
time periods, ∆AHT (cf. Fig. 4.6c). Thick dark grey lines in (b)–(c) show the land
fraction, and the grey shaded area indicates |r| < rcrit based on model means using a
t-test at the 95% confidence level.

in Fig. 4.6, which was the first clue to the NH mechanism ultimately found with

further analysis throughout section 4.2. However, r (∆OHT,∆φi) is still signific-

ant until about 87°N, by which point the loss of correlation could be attributed

to simple geometric effects: the OHT at this latitude is small and too far from

φi to have any influence. Another caveat is that r (∆AHT,∆φi) is only signific-

antly positive for a small range of latitudes—around 84°–88°N depending on the

scenario—whereas the signature of the NH mechanism previously identified is a

clear transition from negative to positive correlation occuring roughly across the

minimum value of φi (Fig. 4.6c). Thus, Fig. 5.12 weakly supports the NH mechan-
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ism identified in the PI-control simulations being responsible for the relationship

between OHT changes and sea ice loss in the NH across models.

The situation in the SH revealed by Fig. 5.12 provides stronger evidence for

the same mechanism as identified in the PI-control simulations. The correlation

of ∆OHT with ∆φi in the SH is positive and significant between 60°–70°S. It

peaks at around 65°S, coinciding with the mean φi in all scenarios and is the

same latitude at which r (OHT, φi) peaks in the PI-control variability for most

models (Fig. 4.6a). The behaviour of r (∆AHT,∆φi) also partly mimics that of

the PI-controls: for lower southern latitudes it is negative, but there is a smooth

(compared to the NH) transition to weakly positive correlations poleward of 70°S.

However, at these latitudes AHT mostly converges over Antarctica so there are

no significant latitude ranges at which r (∆AHT,∆φi) is positive. This is again

reminiscent of the PI control simulations. The SH behaviour thus points towards

positive biases in ∆OHT being released under the Antarctic ice pack, as in the

natural-variability mechanism, with less caveats compared to the NH.

5.4.2 Heat convergence over sea ice

In section 4.2.3, it was shown that the ho and ha diagnostics (OHTC and AHTC,

respectively, averaged over sea ice) provide a summary view of the NH and SH

mechanisms (Fig. 4.10). Here, these can be used as a different approach to invest-

igating the mechanisms underlying the forced responses. If the same mechanisms

do apply, it is expected that in the NH there is no substantial relationship between

∆ho and ∆φi (because OHT is released ahead of the ice edge, not under it), but a

positive relationship between ∆φi and ∆ha (because ocean heat release increases

AHT to higher latitudes). The SH mechanism should manifest as a positive rela-

tionship between ∆φi and ∆ho (because OHT is released under Antarctic sea ice),

and a negative relationship between ∆φi and ∆ha (indicating BC). Figure 5.13
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Figure 5.13: Change in φi plotted against the change in (a) ho and (b) ha between
the 1975–2000 (historical) average and 2025–2050 (SSP5-8.5) average. Each point is an
ensemble member of a particular model. Red circles are for the NH, and blue circles
are the SH (cf. Fig. 4.10). In (b), an OLS line is fitted to NH points (see legend).

is essentially the future-simulation version of Fig. 4.10, for the SSP5-8.5 scenario

and using the same time-averaging periods 1975–2000 and 2025–2050 as before to

compute ∆φi, ∆ho, and ∆ha. Simulations are plotted in red for the NH and blue

for the SH for comparison with Fig. 4.10, and the model sources of prominent

outliers are annotated.

The distributions of NH and SH points in both panels of Fig. 5.13 broadly

resemble the corresponding panels of Fig. 4.10. In the NH, ∆ho does not strongly

relate to ∆φi (Fig. 5.13a). The CAMS-CSM1-0 model is notable for having a rel-

atively substantial increase in ho ∼ 8 W m−2 but with minimal sea ice loss (despite

starting from a substantial Arctic sea ice cover; Fig. 5.1). The CanESM5 model

most closely mimics the PI-control behaviour: the distribution of ∆ho for its en-

semble members is centred on zero, while ∆φi increases by several °N. For the

remaining models, ∆ho decreases by a few W m−2, independent of ∆φi [excluding

annotated models in Fig. 5.13a, r (∆ho,∆φi) = −0.23]. Figure 5.13b shows that

170



5.4 Revisiting the mechanisms

∆ha is positive in all simulations for the NH, and there is a weak, but signific-

ant, correlation r (∆ha,∆φi) = 0.55. The OLS slope of ∆φi/∆ha for the NH

(Fig. 5.13b) is about twice the corresponding slope in the PI-control simulations

(Fig. 4.10b). It is larger here because ∆φi includes the effect of warming (forced

response) in addition to its modulation by OHT (natural variability).

The SH interpretation again generally resembles the PI version, but there

are a number of outliers and relatively small changes in sea ice which makes

the connection dubious. Figure 5.13a shows that CAMS-CSM1-0 is also un-

usual in its SH behaviour of ho: its changes in Antarctic sea ice are among

the smallest of all models, despite substantial increases in mean ocean–ice heat

fluxes of about 26 W m−2. Further, Fig. 5.8d shows that the corresponding

change in OHT for this model is a decrease of around 10 TW, which is also

the case if higher southern reference latitudes are used to evaluate OHT. The

CAMS-CSM1-0 model also stood out in the SH for the PI analysis, which was

attributed to cancelling regions of strong increases and decreases in OHTC [sec-

tion 4.2.3(b)]. Given its OHT behaviour, the same explanation likely applies

here. Similar behaviours of ho are noted for SH of the CESM2 models and

HadGEM3-GC31-MM, although in those cases ∆φi is more in line with the

other models. For the non-annotated models in Fig. 5.13a, there is a significant

positive correlation r (∆ho,∆φi) = 0.55. This group of simulations is domin-

ated by CanESM5, but even if this is excluded the correlation is still significant

(r = 0.49). Since in the SH the overall changes in φi are comparable in magnitude

to that arising from natural variability, it is reasonable to compare the slopes in

Figs. 5.13a and 4.10a. Again excluding the annotated models in Fig. 5.13a, the

OLS slope of ∆φi/∆ho in the SH is 0.20°S (W m−2)−1, which is similar to that

found from natural variability [0.16°S (W m−2)−1; Fig. 4.10a]. There is only

a weak negative relationship between ∆ha and ∆φi in the SH if the annotated

models are excluded (r = −0.34). Also, ha increases in roughly half the simula-
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tions, for which ho decreases: r (∆ho,∆ha) = −0.84, excluding annotated models,

which points to the BC effect manifesting over Antarctic sea ice.

Overall, the plots in Figs. 5.12 and 5.13 are consistent with the same mech-

anisms identified in the natural variability of ∆φi applying to the forced response

of ∆φi. The outlier models in Fig. 5.13 were also noted as outliers (having lar-

ger magnitudes of variability or substantially different effective sensitivities of φi

to OHT) in the PI-control analysis. Ignoring those in Fig. 5.13 improves the

comparison with Fig. 4.10. One key difference is that the branching of the two

hemispheres is not centred on ∆ho = ∆ha = 0 in Fig. 5.13. This is probably

due to the forcing: surface temperature is increasing, which would manifest as

an increase in ∆ha in addition to that from natural variability in OHT. Finally,

a potential issue with the ho and ha diagnostics here is that they are changes

following a moving area (the sea ice cover). In this case such area changes are

substantial compared to natural variability, particularly in the NH, which could

mean that ∆ho and ∆ha signify changing area rather than changes in OHTC and

AHTC. However, the reduction in r (∆OHT,∆φi) at high latitudes and corres-

ponding abrupt change in r (∆AHT,∆φi) shown in Fig. 5.12 suggests this is not

the case, i.e., ∆ho and ∆ha still capture meaningful physical responses in the

same way as in section 4.2.3.

5.5 The seasonally ice free climate

5.5.1 Timing of the first ice-free summer

If Arctic sea ice continues its declining trend, eventually the summer minimum

coverage will vanish. Senftleben et al. (2020) define the timing of a SIF Arctic,

tSIF, as the first year of the first 5 yr period for which sea ice extent, Si, in

September, is below a threshold S?i . This provides a good indication of the
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Figure 5.14: Percentage of all simulations which are seasonally ice free in the (a) NH
and (b) SH as a function of time in the four future scenarios. Values at the end of the
century are labelled on the RHS.

true transition by eliminating any isolated years with September Si < S?i . The

threshold S?i is taken as 1×106 km2, which accounts for remnants of thick ice likely

to persist along the northern coast of Greenland and in the Canadian archipelago

after the central Arctic ocean becomes ice free. It is also roughly the magnitude

of internal variability of September sea ice extent (Notz and Stroeve, 2018). Less

attention has been given to the loss of summer Antarctic sea ice because over

recent decades it has not exhibited the same stark decline as the Arctic (Figs. 1.1

and 5.10a,b). For the sake of comparison with the Arctic, the same threshold

condition is applied to the Antarctic sea ice minimum (February). This is used

to compute tSIF in both hemispheres of the CMIP6 future simulations.

Figure 5.14 shows the percentage of simulations which are SIF as a function

of time. Initially, in the historical period, all ensemble members of all models

have substantial September Arctic sea ice cover (Fig. 5.14a). This model subset

suggests that in the two higher-emission scenarios (SSP3-7.0, SSP5-8.5) the Arctic

173



5 Ocean role in projected future sea ice loss

will be SIF by around 2080. Figure 5.14a emphasises the uncertainty arising from

model spread: the range of tSIF is about 2030–2080 in the high-emission scenarios.

Note that this is likely an underestimate of the true uncertainty on tSIF from

models in general, since this analysis is only considering 17 of the ∼ 100 models

contributing to CMIP6. In the lower-emission scenarios (SSP1-2.6, SSP2-4.5),

not all simulations are SIF by the end of the century. In the SH, models show

even less consensus. Around a quarter of simulations are already SIF at the end

of the historical period (2015; Fig. 5.14b). Although Antarctic sea ice in the real

world has a more pronounced seasonal cycle compared to the Arctic, its minimum

extent is ∼ 3× 106 km2 and thus is not SIF based on the 1× 106 km2 threshold

(Parkinson and Cavalieri, 2012). The relatively slow increase in the number of

SIF simulations in the SH suggests that Antarctic sea ice is more resistant to

climate change than the Arctic in these models. For example, in the low-emission

scenario SSP1-2.6, there is about a 12% increase in the number of SIF simulations

in the SH, compared with a 61% increase in the NH. This is also reflected in the

future increases in φi: comparing Figs. 5.7 and 5.8, the range of changes in φi

in the NH is about 4 times that in the SH. In terms of Si, converting using the

factor of 2 difference in ∆Si/∆φi from Fig. 4.3, the rates of Arctic sea ice loss are

still about twice as large as those of the Antarctic.

In section 5.2, it was shown that OHT contributes to inter-model spread in

sea ice extent through biases in the initial, mean state (Fig. 5.1) and through

relative differences in the rates of change of OHT affecting sea ice loss rates

(Fig. 5.3). It might then be expected that tSIF could be related to OHT. Fig-

ure 5.15a plots tSIF for the SSP5-8.5 scenario, against OHT at 65°N and averaged

over 1975–2000. There is only a weak relationship here when considering sim-

ulations collectively, with r = 0.51. The sign of r is counterintuitive—larger

OHT is (weakly) associated with later tSIF—but this is similar to the situation

in Fig. 5.4c. There, the anticorrelation between OHT in 1975–2000 and future
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SSP5-8.5 simulations, plotted against (a) poleward OHT at averaged over 1975–2000,
and (b) the change in OHT at tSIF relative to 1975–2000. In both cases OHT is
evaluated at 65°N. CAMS-CSM1-0 is excluded because neither of its ensemble members
become SIF by 2100.

φi was attributed to the fact that larger initial OHT is anticorrelated with the

future change ∆OHT (Fig. 5.5a). This same effect ultimately prohibits a strong

relationship between OHT and tSIF, because tSIF depends on the initial Si (which

is correlated with initial OHT; Fig. 5.2a) and the rate of sea ice loss (which is

correlated with ∆OHT; Fig. 5.3a). The two effects combine non-trivially and

partially cancel each other out, such that there is no strong relationship between

either OHT or ∆OHT (Fig. 5.15b) and tSIF across models. Previously it was

stated that the effect of ∆OHT was more important, which is consistent with the

physically-intuitive negative (albeit weak) correlation r (∆OHT, tSIF) = −0.33.

The transition to a SIF Southern Ocean is likewise not strongly related to

OHT or ∆OHT (Fig. 5.16). The greater separation of models in the SH compared

to the NH can be seen in Fig. 5.16a, reflecting the greater role of mean-state

biases in OHT (Fig. 5.4b). There is a weak relationship, of the expected sign,

with ∆OHT (r = −0.51). In sum, Figs. 5.15 and 5.16 show that OHT by itself is

not a good predictor of the timing of a SIF climate. This is not a trivial result,
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Figure 5.16: As in Fig. 5.15 but for the Southern Ocean. Here, OHT is evaluated
at 65°S, and any simulations which are SIF before 2000 or are not SIF by 2100 are
excluded.

considering previous findings which clearly show OHT strongly affecting the rate

of sea ice loss (sections 5.2–5.3). This occurs because of the conflicting influences

of larger initial OHT, which is correlated with larger initial Si, and greater future

increases in OHT, which is correlated with greater rates of ice loss.

It is worth considering other factors that might correlate more strongly with

tSIF. The analysis generating Figs. 5.15 and 5.16 was repeated on the other main

diagnostics (AHT, Ts, and Si) and the correlations with tSIF are listed in Table 5.4.

Most are comparable in strength to those of OHT. In the SH, tSIF is strongly

correlated with the change in Ts and strongly anticorrelated with the change in

Si. However, the direction of these relationships are opposite to intuition: larger

decreases in Si are associated with later onset of SIF conditions. This therefore

just reflects that models with initially larger Antarctic sea ice extent have more

sea ice to lose before becoming SIF. There may be other factors affecting tSIF

that are not highlighted by this analysis: for example, Screen and Deser (2019)

find that an initial negative phase of the interdecadal Pacific oscillation (IPO)

leads to a larger rate of sea ice loss, and in turn tSIF, in a set of simulations of

a coupled GCM. This is mediated by increased AHT as the IPO moves to the
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Table 5.4: Correlation between the timing of SIF conditions, tSIF, and diagnostics
d, across all model simulations. Here, d is averaged over 1975–2000, and ∆d is the
difference between d averaged over the 25 yr period centred on tSIF and d averaged
over 1975–2000 (i.e., as in Figs. 5.15 and 5.16).

d Northern hemisphere Southern hemisphere
r (d, tSIF) r (∆d, tSIF) r (d, tSIF) r (∆d, tSIF)

OHT +0.51 −0.33 +0.30 −0.51
AHT −0.15 +0.33 −0.38 +0.20
Ts +0.26 +0.14 −0.38 +0.94
Si −0.40 +0.01 +0.54 −0.89

positive phase, not necessarily picked up by the AHT diagnostic here which is

global. Also, this study considered a single model, whereas the present analysis

is attempting to explain the range of tSIF across many models: in the former, the

IPO phase accounts for about 7 yr of variation in tSIF, compared to the 50 yr

range across multiple models (Fig. 5.15).

5.5.2 Ocean role in the seasonally ice-free Arctic

The Arctic ocean becoming SIF represents a qualitative shift in the nature of

the northern high-latitude climate. An obvious effect is the increase in ocean–

atmosphere exchanges during the open-ocean part of the seasonal cycle. This was

suggested as the main explanation for the roughly equal sensitivities of φi to ho

and ha in a SIF climate found in the EBM analysis (section 3.2.3). This section

exploits the fact that CanESM5 has a large number of ensemble members (25) in

the high-emission scenario SSP5-8.5, all of which become SIF in the NH by 2050

(Fig. 5.17a). This gives a 50 year period (2050–2100) of purely SIF Arctic climate

simulation, with 25 data points from a physically consistent source. These are

analysed to provide an indication of the role of OHT in this radically different

(but plausible future) climate state.

The time series of the key diagnostics in the CanESM5 historical and

SSP5-8.5 simulations are shown in Fig. 5.17. The long-term decline in annual-
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mean and September Si is evident from around 1975, consistent with observations,

and continues roughly linearly with time (Fig. 5.17a). The first ensemble mem-

ber becomes SIF in 2036, and all 25 members are SIF in 2048. A slight increase

in interannual variability of the September extent can be seen in the few years

just before SIF, which is particularly evident in φi (Fig. 5.17b). For the sea ice

diagnostics, the alternative annual mean in which ice-free months are excluded

[i.e., average (ii); see section 5.1] are also shown in Fig. 5.17a,b. This leads to

larger values of annual-mean Si, and the rate of decline of average (ii) is smaller

than that of average (i). Around 2065 there is also an acceleration in the rate of

decline of the second average, most noticeable in Si, which can be attributed to

August and/or October becoming ice free. The average (ii) distorts the view of

the trend compared to the standard average (i), but could still offer insight into

the interaction of OHT with sea ice.

The full time series of OHT and AHT, each at 65°N, are plotted in Figs. 5.17c

and 5.17d, respectively. Over 1975–2050, OHT broadly increases which enhances

the rate of ice loss (section 5.3.1). After 2050 (now in the SIF regime), OHT

begins to decrease, but the rate of sea ice loss (either average) does not substan-

tially change. This explains the drop in effective sensitivity of the ice edge to

OHT at later times (Fig. 5.9d) and suggests OHT exerts less influence on sea ice

in the SIF regime. As mentioned in section 5.3.1, this is qualitatively consist-

ent with the EBM sensitivity studies. The long-term changes in AHT roughly

mirror those of OHT due to BC. However, after around 2050, AHT does not

increase substantially as might be expected from the steady OHT decreases over

2050–2100. An important factor here is the reference latitude at which the heat

transports are evaluated, taken as φ0 = 65°N in Fig. 5.17c,d. In the SIF regime,

the annual-mean φi is at least 80°N (Fig. 5.17b). While previously the correlation

of OHT with φi has been shown to be largely independent of φ0 provided φ0 < φi

(Figs. 4.6a, right and 5.12b, right), this factor is also considered below.
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Figure 5.17: Annual-mean time series of (a) sea ice extent, Si; (b) ice edge latitude,
φi; (c) OHT; and (d) AHT, in CanESM5 historical and SSP5-8.5 simulations. In each
case, thick lines denote the mean of all ensemble members (thin lines). For sea ice,
the September series are also shown in purple, and the alternative annual averages in
which ice-free months are excluded are shown in orange. In (a), the turquoise line and
shading indicate the percentage of simulations which are seasonally ice free (SIF; right
vertical axis). In (c)–(d), the reference latitude φ0 = 65°N.

There is no obvious ensemble divergence with time in any of the diagnostics.

This suggests that there could be relationships across ensemble members that

are valid in both the perennial-ice-cover and SIF regimes. From Fig. 5.17a, an

appropriate 50 yr period (i.e., two 25 yr periods) for the perennial regime can

be chosen as 1975–2025. For each ensemble member, the differences between

the consecutive 25 yr averages of φi, OHT, and AHT are computed and plotted

in Fig. 5.18a,b. This reveals the familiar influence of OHT: simulations with

larger ∆OHT (all of which are positive for CanESM5) exhibit larger sea ice

losses (Fig. 5.18a). At the same time AHT decreases (Fig. 5.18b), reflecting BC
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Table 5.5: Correlation, across ensemble members of CanESM5, between φi and OHT
(columns ‘O’), φi and AHT (columns ‘A’), and between OHT and AHT (columns ‘BC’),
as a function of reference latitude φ0. Values are given for the perennial (1975–2025)
and seasonal (2050–2100) regimes. In the latter case, values are given when φi is
annually averaged including ice-free months [average (i)] and excluding ice-free months
[average (ii), seasonal*].

φ0 Perennial Seasonal Seasonal*
O A BC O A BC O A

65°N +0.85 −0.65 −0.89 +0.37 −0.51 −0.77 +0.41 −0.49
70°N +0.86 −0.71 −0.92 +0.42 −0.56 −0.83 +0.44 −0.53
75°N +0.89 −0.75 −0.93 +0.34 −0.55 −0.83 +0.28 −0.48
80°N +0.81 −0.21 −0.68 +0.49 −0.79 −0.86 +0.42 −0.73

across ensemble members [r (∆OHT,∆AHT) = −0.89]. The changes in φi, OHT,

and AHT are also computed for the seasonal regime, 2050–2100, and plotted in

Fig. 5.18c,d. Here, statistically significant correlations between changes in OHT

and sea ice are evident but the relationship is clearly weaker than in the perennial

regime. In this case, OHT decreases in all simulations, but the spread across

ensemble members, ∼ 30 TW, is about half that of the perennial regime (also

the case for ∆φi). The weakened relationship between ∆OHT and ∆φi is evident

regardless of whether ice-free months are included in the average (Fig. 5.18c).

There is a slightly stronger anticorrelation between ∆φi and ∆AHT (Fig. 5.18d),

indicating that there is still substantial BC across members in the SIF regime

[r (∆OHT,∆AHT) = −0.77].

As mentioned above, the choice of reference latitude, taken as φ0 = 65°N

in Fig. 5.18, may be inappropriate for the SIF regime where the mean ice edge

is much further north (Fig. 5.17a). In Table 5.5, the correlations between ∆φi,

∆OHT, and ∆AHT are listed for several φ0. This shows that correlation between

∆OHT and ∆φi is about the same strength wherever OHT is evaluated between

65°–80°N. The anticorrelation of ∆φi with ∆AHT, however, becomes about as

strong at φ0 = 80°N as in the perennial regime (and the signal of BC persists

over this range of φ0).
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Figure 5.18: Changes in annual-mean ice-edge latitude, ∆φi, between time periods t1
and t2 in (a)–(b) perennial and (c)–(d) seasonally ice-free regimes, plotted against the
corresponding changes in (a,c) OHT and (b,d) AHT. Each point is an ensemble member
of CanESM5, and data comes from the combined historical and SSP5-8.5 simulations.
In the seasonal regime, the annual-averages of φi including (excluding) ice free months
are shown by crosses (circles).

This analysis suggests that OHT becomes a less effective driver of sea ice in

the SIF regime. Clearly, this conclusion is based off of the behaviour of a single

model and only one 50 yr period has been considered. Caution should thus be

taken in generalising the results to other models and the real world. While other

models become SIF in the Arctic in SSP5-8.5 simulations, CanESM5 is the only

model to have a sufficient number of ensemble members (e.g., more than 10) which

all become SIF fast enough to create a substantial period of SIF simulation. The

effective sensitivity ∆φi/∆OHT in the perennial regime (given by the OLS slope

in Fig. 5.18a) is comparable to that for the multi-model ensemble (Fig. 5.9d, top,

at t = 2012.5), which suggests it is consistent with other models in terms of the
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sea ice response to OHT changes. It does have the largest initial ensemble-mean

Arctic sea ice extent (Fig. 5.1a), but this does not necessarily mean that it is

physically inconsistent with other models.

5.6 Discussion

In various ways, this chapter has shown that the relationships between OHT

and sea ice identified in the more idealised contexts of chapters 3–4 apply—or,

at least, are likely to apply—to future climate projections. On multidecadal

timescales, OHT exerts substantial influence on the rates of sea ice loss in both

hemispheres, which can be explained from the simple EBM perspective, placing a

physical origin on the emergent effective sensitivity of sea ice to OHT. Underlying

mechanisms and the difference in sensitivities between hemispheres are similar to

those of natural variability occuring in the PI-control simulations. Results are

independent of forcing level, although there is evidence that when the Arctic

Ocean becomes seasonally ice free under high emissions the importance of OHT

is reduced.

In section 5.2, and particularly Fig. 5.1, it was shown that there are signi-

ficant correlations between the mean states of OHT and sea ice cover in both

hemispheres. While this is physically intuitive, it is not trivial that there is a

relationship across models at all because different models are constructed inde-

pendently. The existence of an inter-model Bjerknes compensation (Fig. 5.2g,h)

implies that TOA fluxes are similar across models. According to Hourdin et al.

(2017), modelling centres tend to prioritise the net TOA flux over other metrics

for tuning purposes. This could explain why BC and the other correlations ap-

pear across models without taking anomalies. The fact that there is a correlation

between sea ice and OHT across models, but not AHT, can then be explained

by considering the sensitivities. Model differences in OHT lead to biases in sea
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ice. The typical rate of BC is such that the magnitude of AHT variations across

models are comparable to those of OHT. But sea ice is more sensitive to OHT

than AHT, so that model differences in AHT have relatively little effect on sea ice

(about a factor of 2 less important, according to the actual sensitivities estimated

in section 3.2). Loosely speaking, for sea ice there is more ‘margin for error’ with

AHT than with OHT.

While it seems clear from this chapter alone that inter-model spread in pro-

jections of sea ice are strongly dependent on OHT, quantifying this is not trivial

because of the competing effects of mean-state and future-change biases in OHT

identified in section 5.2. For example, this manifests in the lack of relationship

between the time of onset of SIF conditions and OHT (section 5.5.1). This is

a key result, not previously identified, highlighting the challenge of attributing

sources of sea ice uncertainty in climate simulations, despite multiple lines of evid-

ence that OHT has a leading-order impact. Crudely, r2 (∆OHT,∆φi) ∼ 70–80%

(depending on scenario) of the range in ∆φi is explained by model differences in

∆OHT. An estimate of how much of the variance in future sea ice is explained

by present-day OHT is found using the lagged correlations in Fig. 5.4, giving a

similar percentage. These values give a rough indication of the contribution of

OHT to future sea ice uncertainty and do not depend strongly on the underlying

forcing strength. This builds on the assertion of Mahlstein and Knutti (2011)

that OHT is likely to be a major driver of model uncertainty in sea ice projec-

tions, providing some degree of quantification with an underlying physical basis

(i.e., the EBM). However, it is important to note these values do not capture the

direct effect of OHT (e.g., the impact of OHT via Ts is built into r2). Natural

climate variability leads to multidecadal variability in OHT. For a given scen-

ario, inter-model spread is, in simple terms, the sum of inter-model biases and

the natural variabilities of each model (i.e., as represented by spread of ensemble

members). Ideally, the former is minimised and the latter are consistent across
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models (e.g., Fig. 5.1 shows this is not the case). A better quantification of the

real-world multidecadal variability in OHT is needed to understand which mod-

els have realistic magnitudes of internal variability, before progress can be made

here.

Returning to the caveat noted in section 5.1, how does the use of correl-

ation to identify relationships affect the results of this chapter? In the future

simulations, concentrations of atmospheric greenhouse gases are increased, which

results in a radiative forcing and thus a transient climate response. Almost all

simulations agree that sea ice retreat is part of this response (e.g., Fig. 5.7). Now,

it has been shown that the amount of sea ice retreat is strongly correlated with

the change in OHT, but also with the change in surface temperature. Although

the EBM captures these relationships well (section 5.3), suggesting a real physical

link between the diagnostics, there is no evidence either way that OHT or Ts is

the ‘driving’ factor of sea ice loss. Indeed, according to the related analysis of

Burgard and Notz (2017), roughly half of CMIP5 models’ future sea ice retreat is

driven by OHT and half by surface warming. In the PI-control case, no external

driving force is present so that only the relation amongst diagnostics is to be

determined. Then, with the lagged correlation analysis indicating OHT leading

sea ice changes, it is more convincing that the correlation reflects a causal link.

The future simulation analysis lacks direct attribution of the effects (∆OHT,

∆φi, and ∆Ts) back to the cause (rising emissions). While widely understood

that rising emissions lead to increased surface temperature and reduced sea ice

in the future, the effect on OHT is less known (it increases in roughly half of

CMIP6 models and decreases in the other half; Figs. 5.7 and 5.8). This does

not affect the conclusion that simulations with smaller increases in OHT have

smaller sea ice losses. However, it could be that changes in OHT and the ap-

parent modulating effect on φi occur for distinct reasons, both tracing back to

the ‘root cause’ of increasing emissions. There are good arguments that this is
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not the case—specifically, the indication of the same mechanisms as occurring

in the better-understood PI-control case, the fact that the EBM well captures

the response, and that the correlations are all of the expected sign (e.g., ∆AHT

is negatively correlated with ∆φi; section 5.2.2). A thorough lagged correlation

analysis, such as in Fig. 4.13, might provide more evidence for OHT driving

sea ice changes, if all other variables lagged ∆OHT. Despite the advantages

this simple methodology has brought, it must be conceded that more detailed,

process-focused work is needed to confirm the extent to which the OHT changes

directly affect sea ice changes in this context.

It is important to recognise that the changes in sea ice cover (and climate

state in general) projected over the 21st century are substantial. This point is

meant in the quantitative sense—which is quite evident from the various fig-

ures showing ∆φi—and the qualitative sense, which is perhaps overlooked in this

analysis. In section 5.4, evidence was outlined that the same NH and SH mechan-

isms could apply to the forced response. Aside from the limitation of correlation

analysis discussed above, large losses of sea ice are likely to alter the local oceano-

graphy and thus, potentially, the nature of the future relationship between OHT

and sea ice. For instance, loss of Arctic sea ice may lead to weakening of the

Arctic halocline, providing a new pathway for ocean heat to reach sea ice (see

section 1.1.1 and Polyakov et al., 2020). Another aspect is that here, of course, all

changes in OHT and φi correspond to a transient (rather than equilibrium) cli-

mate response. Although 25 yr averages are used to emphasise the multidecadal

timescale, this could still be insufficient time for the ocean to adjust, such that the

true effect on sea ice has not manifested (although the AHT interaction timescale

is faster, so this is not affected). The EBM, which assumes a steady-state cli-

mate, still captures the CMIP6 model behaviour well. It is possible that the two

effects cancel, i.e., the insufficient adjustment time effectively reduces the slope

of ∆φi/∆OHT, while the change in underlying mechanism increases it, such that
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the EBM gets the right answer but for the wrong underlying assumptions.

There is another important limitation relevant to this chapter: the accuracy

of the OHT diagnostic. In section 4.1.2, it was explained that OHT is calculated

by integrating the surface flux, Fs, effectively neglecting changes in ocean heat

content. This is a valid approximation for the PI-control analysis, but in the

future simulations substantial changes in heat storage are inevitable, as has oc-

curred in reality over recent decades (e.g., Zanna et al., 2019). In essence, what

has been referred to as ‘OHT’ is really the net air–sea flux, Fs, but there is no

information as to whether this is coming from OHT convergence or from changes

in storage (Eq. 1.1). This problem increases with time, thus casting doubt mainly

on the interpretation of OHT behaviour in the SIF regime. Although it is unlikely

to affect results for the near future (considering that the EBM equation captures

the relationship between ∆φi and ∆OHT; Figs. 5.7 and 5.8), it would be conveni-

ent if prepared OHT (and AHT) data were widely available in the CMIP archive

for the purposes of multi-model analyses—an issue also raised by Outten et al.

(2018).

The difference in behaviour of perennial and seasonal sea ice cover in the

Arctic was considered in section 5.5.2, but what about the Southern Ocean? This

was not investigated in the same way, primarily because the real-world Antarctic

sea ice cover is already close to the SIF regime. Sea ice cannot retreat further

than the Antarctic coastline at a maximum of about 78°S, unlike in the Arctic

where it can retreat to the north pole. This means that the difference between

perennial and SIF regimes is not as dramatic in the SH. It was found—subject

to the caveat discussed above—that OHT seems to play less of a role in a SIF

Arctic. However, poleward OHT in the SH does affect sea ice over a range of

models and time periods, including models which exhibit SIF Antarctic sea ice in

their PI-control simulation. The SH behaviour could reflect either the relatively

inconsequential difference between perennial and seasonal ice cover there, another

186



5.7 Chapter summary

fundamental difference between the hemispheres, or that the caveats associated

with OHT render inaccurate conclusions for the SIF Arctic.

5.7 Chapter summary

The results of this chapter are summarised as follows:

1. Model biases in OHT are associated with spread in present and

future sea ice extent:

a) Larger initial OHT is associated with smaller initial sea ice extent;

b) Rates of sea ice loss are strongly positively correlated with changes in

OHT;

c) In the NH, effect (b) is the dominant contribution to future spread,

whereas effect (a) is more important in the SH.

2. Projected rates of sea ice loss are well captured by the EBM

Eq. (3.23b) in all scenarios:

a) Future increases in poleward OHT tend to enhance the forced rate of

sea ice decline (and vice versa);

b) Some simulations exhibit future decreases in OHT large enough to

completely offset sea ice loss due to warming.

3. Model biases relative to observations can be partly explained by

OHT:

a) Simulations with rates of recent Arctic sea ice trends comparable to ob-

servations do so with significant positive biases in polar surface warm-

ing, and such simulations have larger increases in OHT;
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b) Modelled Antarctic sea ice trends are only close to realistic when pole-

ward OHT decreases enough to offset the forced response.

4. The same mechanisms behind the impact of natural variations in

OHT on sea ice likely apply to the forced sea ice response.

5. In a seasonally ice-free Arctic, the relationship between OHT and

sea ice extent becomes weaker:

a) OHT is a poor predictor of the timing of a seasonally ice free Arctic;

b) In a case study of one model, there is a weak relationship between sea

ice cover and OHT in the SIF regime;

c) These specific results should be taken with caution due to caveats

associated with OHT diagnosis in the SIF regime and the reliance on

a particular model for analysis.
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Chapter 6

Conclusions

This thesis has shown that ocean heat transport is a major driver of sea ice

changes on multidecadal timescales. The relationship between OHT and sea ice

can be explained using simple energy-balance considerations, and manifests in

the natural variability and forced response of comprehensive GCM simulations.

In turn, this strongly contributes to inter-model spread, uncertainty in future

projections, and model biases relative to observations. This chapter provides fur-

ther discussion of these findings. In section 6.1, the results are summarised in the

context of the research questions stated in section 1.4.1. The scope and limita-

tions are discussed in section 6.2, and suggestions for future research directions

are given in section 6.3.

6.1 Research questions revisited

1. What sets the sensitivity of sea ice to OHT?

A number of emergent, large-scale climate parameters set the sensitivity

of the sea ice-edge latitude to OHT. These are principally atmospheric in

origin, and depend on radiative feedbacks, the difference in planetary al-

bedo across the ice edge, the rate of Bjerknes compensation (BC), and
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geometric factors relating to land and zonal symmetry (Eq. 3.23b). Sea

ice is more sensitive to basal (i.e., oceanic) than surface (i.e., atmospheric)

heat transport convergence because the latter is partially lost to space,

unlike the former which must be lost to sea ice (Eq. 3.15). The sensit-

ivity also depends on the spatial distribution of the convergence: OHTC

concentrated near the ice edge is about twice as effective at reducing sea

ice extent than the equivalent convergence uniformly distributed over sea

ice. This is because the former case more efficiently eliminates ice and in-

creases surface temperatures. These results were obtained by analysing an

idealised energy balance model (EBM) and analogous behaviours arise in

comprehensive GCM simulations.

2. What is the relationship between unforced variability in OHT and

sea ice in GCMs?

When poleward OHT is anomalously high, sea ice extent is anomalously

low. The opposite is true for AHT, which is attributable to BC. These

relationships hold in both hemispheres, but hide differences in how Arctic

and Antarctic sea ice respond to OHT anomalies. In the NH, OHT mainly

converges along the Atlantic sea ice edge rather than under the central ice

pack. This efficiently causes the ice edge to retreat, leading to increased

AHT into higher latitudes, strong surface warming, and pan-Arctic reduc-

tions in ice thickness. In the SH, OHT mainly converges uniformly under

Antarctic sea ice, with no direct role of AHT. These behaviours correspond

to the two sensitivity experiments of the EBM in which the analogous sea

ice behaviours were revealed (Ko for the NH and Fbp for the SH). The rela-

tionship within and across models between anomalies in sea ice, OHT, and

surface temperature are broadly captured by the EBM Eq. (3.23b). The

mechanisms partly explain the difference between NH and SH sensitivities

(manifesting in the ∆Ts term in Eq. 3.23b), but here the shortwave and
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associated geometric factors (s in Eq. 3.23b) dominate. These results are

qualitatively robust across a sample of 20 different coupled GCMs.

3. To what extent does OHT explain uncertainties in future projec-

tions of sea ice?

Model biases in OHT contribute to inter-model spread in the mean state

and projected rates of sea ice decline. Models exhibiting larger initial sea

ice covers tend to have smaller initial poleward OHT. Differences across

models in future changes in OHT are in some cases large enough to al-

most completely offset the effect of global (and polar) warming. The two

factors—initial OHT and future OHT change—are anticorrelated, making

the attribution of the direct effect of OHT biases non-trivial. A crude ap-

proach (using r2) estimates that around 70–80% of biases in the future sea

ice state across models can be explained by differences in OHT. The same

underlying mechanisms and explanations of the sea ice effective sensitivity

to OHT under natural variability (i.e., as in question 2) apply to the forced

responses. These results are independent of future scenario (forcing level).

A final, tentative finding is that when the Arctic becomes seasonally ice

free, the impact of OHT on sea ice is reduced.

6.2 Discussion

As described in chapter 1, past studies have identified many lines of evidence

that the ocean is a key determinant of the sea ice state. The results of this thesis

strongly support this, verifying previous findings and generating new insight.

The fact that OHT is strongly correlated with the sea ice cover is not entirely

surprising considering previous work discussed in section 1.2.3. However, here

the analysis of PI-control simulations make this the first study to show that the

relationship exists in comprehensive GCMs without forcing—particularly with
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sensitivity experiments in which OHT changes are imposed (e.g., Docquier et al.,

2021). Since it has also been found here that OHT is strongly related to the

future sea ice state this, arguably, increases the significance of such sensitivity

studies, by showing their insights are likely relevant to future climate projections.

While not without limitations, the EBM is a fresh approach to the problem.

For example, although Mahlstein and Knutti (2011) found a strong correlation

between OHT and sea ice extent in CMIP3 models, there is yet no explanation for

what sets the slope. Here, this result has been extended by verifying it in a larger

sample of the latest generation models, examining the dependence on time period

and effect of mean state versus rate of change. Furthermore, by applying EBM

principles, understanding is gained into why the relationship exists and what sets

the slope. That sea ice is intrinsically more sensitive to basal than surface fluxes

(Eq. 3.15) has been found before (Thorndike, 1992; Eisenman, 2012); but again,

this work extends this result to the heat transports themselves (e.g., in how it

manifests in Eq. 3.23a). The emergence of robust, distinct mechanisms between

the NH and SH is a novel result. They closely mimic the EBM behaviours, parallel

current understanding of the Arctic and Southern Oceans on shorter timescales

(section 1.1.1), and are relevant to natural and forced climate variability. This

strongly motivates further research into the details underlying the mechanisms

(see section 6.3).

This work has important implications for uncertainty in future projections.

In general, such uncertainties can be decomposed into contributions from future

scenario, model biases, and internal variability. For example, Hawkins and Sutton

(2009) find that model uncertainty dominates the overall uncertainty in future

global-mean surface temperature projections of CMIP3 models. For near-future

sea ice losses, Fig. 1.1 suggests that scenario uncertainty is small until the late

21st century, and Figs. 5.7 and 5.8 suggest that model uncertainty slightly dom-

inates in the NH (consistent with Bonan et al., 2021) while internal variability
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dominates in the SH. The strong role of internal variability probably explains why

the same inferred mechanisms of natural OHT variability are found to operate

in the forced response. Reducing the uncertainty in the forced response could

greatly improve the estimation of the future sea ice state, which will involve ad-

dressing shortcomings in the ocean components of models. The impact of ocean

model differences are known to persist in the latest CMIP6 models—for instance,

contributing to spread in simulated AMOC changes (Todd et al., 2020) and in

the strength of the Antarctic circumpolar current (Beadling et al., 2020). Since

sea ice itself has impacts on the climate (section 1.1.1), addressing such biases

could in turn improve other aspects of future climate projections.

In section 1.1.2 it was mentioned that sea ice uncertainties also exist in

simulations of distant-past climates, such as the last glacial maximum (LGM)

with mid-latitude sea ice coverage. Some results could plausibly apply in these

contexts, as previous studies have noted a correspondence between the ocean and

sea ice extent in simulations of such states (Ferreira et al., 2011, 2018; Marzocchi

and Jansen, 2017). This suggests that better representation of the ocean in models

has the potential to improve evaluation of paleoclimate processes by improved

confidence in the sea ice state compared to paleoproxy reconstructions. It is not

clear whether the qualitative mechanisms are likely to be the same as those found

for the pre-industrial, because of differences in the ocean circulation and more

extensive sea ice cover (Ferrari et al., 2014). Although the novel EBM developed

in this thesis was not designed with such sea ice states in mind, the formulation

and equations derived from it only depend on energy conservation principles so

should apply anyway (with appropriately re-derived parameter values). Proxy-

based estimates place the LGM Antarctic sea ice edge roughly 10°S equatorward

of that today (e.g., Crosta, 2009). Using this to (naively) extrapolate from the

inter-model trend in Fig. 5.1b suggests that OHT would have to be negative

(equatorward in the SH) to enable such sea ice cover. This is inconsistent with
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modelling studies finding negligible differences in SH poleward OHT at the LGM

relative to pre-industrial (Donohoe et al., 2020). This probably indicates the non-

linearity of the OHT–sea ice relationship emerging over the large changes between

present day and LGM conditions and the need for a different EBM reference state

(rather than a fundamental flaw in applying the EBM in this context). Overall,

there are too many unknowns to generalise the results of this thesis to larger sea

ice extents such as those existing at the LGM, and further work would be needed

to evaluate the relationship between OHT and sea ice in these climates.

According to the EBM analysis, the sensitivity of sea ice to OHT arises due

to energetic constraints relating to the TOA fluxes. This does not provide an

explanation in terms of fundamentally oceanic processes—indeed, only explicitly

atmospheric parameters appear in Eqs. (3.15) and (3.23a). This partly reflects

the fact that the ocean in general only affects other components of the climate

system by interacting with the atmosphere via air–sea fluxes. It is also the reason

that there is no insight here into why the magnitudes of variability differ across

GCMs (e.g., the range of OHT anomalies in Fig. 4.9), or why the NH and SH

exhibit different mechanisms. This is therefore a limitation of the EBM frame-

work. A comparison can be drawn with the work of Armour et al. (2019), who

explain the origin of AHT independently from energetic and dynamic perspect-

ives. Energetically, AHT exists to counteract hemispheric-scale imbalances in

the TOA and surface fluxes, explaining the magnitude and distribution of AHT.

Dynamically, AHT is the net effect of advection of heat and moisture by atmo-

spheric motions such as the Hadley circulation and transient eddies. These give

complementary views of the physics underlying AHT: the energetic perspective

does not explain how AHT arises, and the dynamic perspective does not explain

why AHT has smooth hemispheric-scale structure (Fig. 1.3b). In the present

context, the EBM is obviously the energetic perspective on the sea ice sensitivity

to OHT, explaining its magnitude. To complete the picture, a description of the
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underlying ocean dynamics determining OHT variations (e.g., from changes in

the wind-driven gyres, the AMOC, or the eddy field) is needed. This could also

shed light into the factors leading to the different NH and SH mechanisms.

All of the analyses presented in this thesis have focused on the annual-mean

sea ice state on multidecadal timescales, because this is of particular importance

to future climate projections. However, the onset of seasonally ice-free (SIF)

conditions as defined by Senftleben et al. (2020) relies on a 5 yr period of the

seasonal-minimum sea ice extent falling below a threshold value, which clearly

depends on interannual variability. This raises questions about how strongly OHT

influences sea ice at different points of the seasonal cycle and on shorter time

scales. Since the present work has generated the required data, it is possible to

obtain a preliminary view of how these relationships could appear in summer and

winter. Figure 6.1 plots the changes in sea ice, OHT, and surface temperature over

recent decades in the same way as Fig. 5.11, but for summer and winter months.

This shows that the relationship between all three quantities is weaker in summer

than for the annual mean (Fig. 6.1, top). However, for winter, the relationship

appears to be about as strong as for the annual mean, and interestingly the offset

of the inter-model spread from observations is reduced (increased) in the NH (SH;

Fig. 6.1, bottom). This could indicate that different processes occur in summer

and winter (but does not affect the interpretation of the annual mean). It is also

possible that the better correspondence of the summer Arctic sea ice trends to

observations reflects that this is a crucial metric that modelling centres are tuning

to. The EBM, by design, only applies to the equilibrium climate state, so cannot

explain these trends nor the interannual variability where the system may not

have fully adjusted to changes in the ocean state.
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Figure 6.1: As in Fig. 5.11 but for the (top row) summer trend (September in the
NH, February in the SH), and (bottom row) winter trend (March in the NH, September
in the SH). Again, rates are computed as the difference in means over the periods
1970–1995 and 1995–2020 for the simulations, and as the linear trend over 1970–2000
(NH) and 1976–2015 (SH) for observations. Note that ∆OHT is still a 25 yr average of
annual means, while ∆φi and ∆Ts are 25 yr averages of the relevant monthly means.
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6.3 Future research

This work raises several avenues of research that could yield further insight into

the nature of the ocean–sea ice relationship and ultimately improve model simu-

lations. Three key areas are suggested here:

1. Detailed examination of the processes underlying ocean–sea ice

interactions.

In section 4.2 a clear difference between how OHT anomalies affect sea ice

in the NH and SH was identified. These differences are somewhat broad

in classification and this work has not provided a complete explanation of

why the difference occurs (i.e., the dynamic perspective discussed above).

To progress the understanding of the hemispheric differences, a detailed

analysis of the oceanic processes is required: for example, what aspects of

the ocean circulation are associated with the two OHT pathways in each

hemisphere? Specifically, what leads to ocean heat loss ahead of the Arctic

ice edge and why does this not occur in the SH? A deeper understanding of

these processes is particularly important given the evidence that similar be-

haviours operate in the projected declines of each hemisphere (section 5.4).

This could also help identify causes of model biases in their representation

of the ocean state which in turn affect sea ice.

2. Quantitative analysis to determine the proportion of sea ice un-

certainties that can be attributed to OHT biases.

This work provides ample evidence that OHT explains a large part of the

uncertainty in sea ice simulations, via internal variability and model biases

in the mean state and forced response. However, no rigorous quantification

of this has been made, and the direct effect of OHT on sea ice is confounded

with the effect of surface temperature variations. One approach could be to
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consider a single model with a large ensemble (e.g., Kay et al., 2015; Maher

et al., 2019). This enables separation of the forced response and internal

variability. Similarly, using a combination of coupled atmosphere–ocean

and atmosphere-only simulations, the direct effect of OHT on sea ice can

be determined (i.e., eliminating purely atmospheric variability in Ts). Such

quantification could ultimately settle the question of the role of OHT in sea

ice uncertainties, with major implications for modelling efforts.

3. Analysis of the impact of OHT on sea ice in idealised and/or ex-

tended future simulations.

Although there is considerable uncertainty on the time of onset (from model

spread and the unknown future pathway of emissions and climate change

mitigation), it is reasonable to suppose that the loss of summer ice cover is

plausible within the coming century. Analysing the SIF climate was limited

here, because only one model provided many realisations each with suffi-

cient SIF years. In CMIP6 there are other experiments likely to generate

SIF states on longer timescales. Some models provide extensions to the

ScenarioMIP future simulations beyond 2100. The idealised abrupt CO2

quadrupling experiment generates effective radiative forcings comparable

to the high-emission SSP3-7.0 and SSP5-8.5 scenarios (i.e., likely to pro-

duce a SIF Arctic; Smith et al., 2020). The impact of OHT in such climate

states should be evaluated using a more accurate diagnostic for OHT to en-

sure changes in ocean heat content are not obscuring the results presented

in section 5.5. As mentioned in section 5.6, this would be greatly facilitated

if the true OHT and AHT diagnostics were readily available in the CMIP

data archives. Understanding the future ocean–sea ice relationship in model

simulations will become increasingly relevant as the real world moves closer

to the SIF state.

198



6.4 Closing remarks

6.4 Closing remarks

The changing state of the sea ice cover affects global climate and has direct societal

and ecological impacts. In the future, it is likely to remain a prominent metric of

climate change and a gauge of model reliability. This thesis brings new insight

into the theory underpinning the impact of the ocean and provides tools for the

analysis of climate simulations. These have been applied to future projections

that are used to inform environmental policy, in which ocean heat transport is

identified as a major driver of sea ice changes. Looking forward, identifying and

correcting model biases in the ocean state relative to real-world estimates is an

essential step towards reducing uncertainties in projections of sea ice.
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CMIP6 atmospheric radiation parameters

A CMIP6 atmospheric radiation parameters

Values of the atmospheric radiation parameters, Bup, BOLR, and Bdn, are de-

rived from CMIP6 model PI-control simulations following the same procedure

as described in section 2.3.2 for ERA-Interim data. Here, the relevant fields are

restricted to latitudes φ0 ≤ φ ≤ 90°N/°S, where φ0 is a fixed reference latitude.

This data is first used in section 4.3.1. Tables A.1–A.4 list the results for all 21

models analysed in this thesis (Table 4.1) with φ0 = 65°N/°S in 5° intervals down

to φ0 = 50°N/°S, and Table A.5 uses the global dataset (i.e., φ0 = 0°). Values

derived from ERA-Interim are also included for comparison.

In all cases, there is a choice of reference pressure level, p0, upon which to

take air temperature for the determination of BOLR and Bdn. These values are

derived with p0 = 700 hPa for the northern hemisphere and p0 = 500 hPa for

the southern hemisphere. The tabulated uncertainties are with respect to the

temporal variability over the PI-control simulations. The uncertainties in BOLR,

Bdn, and β = BOLR/Bdn due to the choice of p0 is comparable to that of the time

averaging and, for simplicity, is not included since the uncertainties associated

with both sources are small.

Finally, Table A.6 lists the multi-model, PI-control derived values of Bup,

BOLR, Bdn, s, bc, and ∆Ts/∆OHT, with φ0 = 65°N/°S, for various model subsets.

This is relevant to the EBM equation fitting in section 5.3 where not all models

provide the necessary data to analyse each future scenario (Table 5.1).
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CMIP6 atmospheric radiation parameters
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CMIP6 atmospheric radiation parameters
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