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General Article

Daily diary studies, experience sampling, mobile sensing: 
Technological innovations have made it much easier for 
psychologists to collect longitudinal data from multiple 
participants. Accordingly, the number of studies making 
use of such data has increased steadily (e.g., Hamaker & 
Wichers, 2017), relevant statistical models have gained 
prominence, and interest in psychology as an idiographic 
science has been rekindled (Molenaar, 2004). That is not 
to say that the idea of assessing a person multiple times 
is a new one—“occasions” constitute one of the three 
axes of Cattell’s (1952) well-known “data cube” (the other 
two being “persons” and “variables”)—but empirical 
research is finally catching up with a dimension that has 
always been considered conceptually important.

With the increased amount of longitudinal data avail-
able, recent studies have paid particular attention to 

“disentangling” within- and between-persons associa-
tions (e.g., Curran & Bauer, 2011; Hamaker et al., 2005; 
Voelkle et al., 2014). For example, a positive association 
between talkativeness and subjective well-being may 
exist on the between-persons level—people who are (on 
average) more talkative than others are (on average) 
happier than others—or it may exist on the within- 
persons level—people who are more talkative today 
(than they usually are) are happier today (than they 
usually are). Between- and within-persons associations 
can be statistically independent (i.e., they can take on 
different values or even opposite signs), and it is the 
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Abstract
In psychological science, researchers often pay particular attention to the distinction between within- and between-
persons relationships in longitudinal data analysis. Here, we aim to clarify the relationship between the within- and 
between-persons distinction and causal inference and show that the distinction is informative but does not play a decisive 
role in causal inference. Our main points are threefold. First, within-persons data are not necessary for causal inference; 
for example, between-persons experiments can inform about (average) causal effects. Second, within-persons data are not 
sufficient for causal inference; for example, time-varying confounders can lead to spurious within-persons associations. 
Finally, despite not being sufficient, within-persons data can be tremendously helpful for causal inference. We provide 
pointers to help readers navigate the more technical literature on longitudinal models and conclude with a call for more 
conceptual clarity: Instead of letting statistical models dictate which substantive questions researchers ask, researchers 
should start with well-defined theoretical estimands, which in turn determine both study design and data analysis.
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latter within-persons associations that psychologists 
often deem more interesting because they are meant to 
inform about “within-person processes” (e.g., Molenaar 
& Campbell, 2009). In line with traditions of the field 
(Grosz et al., 2020), however, the psychological literature 
on within-persons data often shies away from explicitly 
interpreting such processes as causal effects, and only 
recently have authors tried to explicitly bridge the gap 
with the causal-inference literature (e.g., Gische et al., 
2021; Lüdtke & Robitzsch, 2022; Voelkle et  al., 2018). 
However, just because the term “causal” was not used 
does not mean that it was not implied all along. For 
example, Curran and Bauer (2011) invoked the following 
“within-person process”: When an individual engages in 
effective coping, this mitigates the effects of stress for 
them. The most plausible reading of this “process” is that 
effective coping has a causal effect on various relevant 
outcomes for the individual.

In some parts of the psychological literature, concerns 
about the within/between-persons distinction have taken 
center stage. Here, we argue that researchers should 
change gears and put causal inference upfront when 
planning to collect and analyze longitudinal data. The 
within/between distinction plays only an instrumental 
role in this endeavor, and we make three points to clarify 
its substantive utility. First, it is not necessary to investi-
gate within-persons associations to identify causal 
effects—other designs can do so, too. Second, it is not 
sufficient to investigate within-subjects associations to 
identify causal effects—confounding can still be an issue. 
Third, although longitudinal within-persons data are nei-
ther necessary nor sufficient for causal inference, they 
still can be tremendously helpful. They can aid causal 
identification, allowing researchers to relax some assump-
tions; they can inform about interindividual differences 
in causal effects; and they can give a more dynamic view 
of how effects unfold over time. We conclude with some 
recommendations for how to approach longitudinal data 
analysis from a causal-inference perspective. With this 
article, we aim to provide some general, nontechnical 
guidance for researchers who may have some initial 
experience with longitudinal-data analysis but are less 
familiar with the causal-inference literature, who would 
like to understand how those two topics are connected, 
and who are looking for entry points into the more tech-
nical literature on causal inference and statistical models 
of longitudinal data.

Within-Persons Data Are Not Necessary 
for Causal Inference

In the potential-outcomes framework (Holland, 1986; 
Rubin, 1974), individual causal effects are defined as 
differences in potential values of an outcome variable 

(Y) under different treatments (A). We start with an 
example that reflects a “typical” question that researchers 
may aim to answer with observational within-persons 
data: Does talkativeness, a behavior associated with the 
personality trait extraversion, increase subjective well-
being? As a starting point for a formalization of this 
effect, we focus on a single unit (for our purposes, an 
individual), measured without error, and we consider 
the case of a binary independent variable to simplify 
matters (for a more comprehensive introduction, see 
West & Thoemmes, 2010). Here, Y may be an individual’s 
subjective well-being at the end of today, and A may 
refer to the treatment of spending the day being talkative 
(A = 1) as opposed to spending the day being untalkative 
(A = 0; we return to the actual realization of such a 
treatment below). If the person was talkative, Ya = 1 
would be observed; if the person was untalkative, Ya = 0 
would be observed. These two values (Ya = 1, Ya = 0) are 
the individuals’ potential outcomes. The individuals’ 
causal effect of being talkative today on their subjective 
well-being at the end of the day is defined by the con-
trast between the two, Ya = 1 – Ya = 0. This individual 
causal effect is unobservable. Today, the individual will 
have been either talkative or untalkative, so only one of 
the individual potential outcomes (Ya = 0 or Ya = 1) will 
be realized as Y and become observable. How could 
researchers possibly recover it from between-persons 
data?

In virtually all circumstances, researchers cannot. With 
between-persons data, the individual causal effect is out 
of reach. However, if researchers collect data from mul-
tiple people for a single day, it can become possible to 
estimate the average of their individual causal effects. 
This works best in randomized experiments, and most 
psychological researchers will be aware of the special 
status of this research design. Nonetheless, it is worth 
spelling out the details to clarify some terminology and 
crucial assumptions.

Consider the possibility of a randomized experiment 
in which researchers assign a large number of people 
to either spend the day being talkative or spend the day 
being untalkative. For the sake of the argument, pretend 
there was a psychological intervention that manipulates 
individuals’ talkativeness in a highly reliable and tar-
geted manner for the duration of a single day, rendering 
them either talkative or untalkative to an exactly pre-
specified degree without any unintended side effects.

Before this hypothetical intervention, individuals’ 
“natural” talkativeness may be correlated with the poten-
tial outcomes. For example, people who are more talk-
ative might be people who are happier generally, 
meaning that both of their potential outcomes are higher. 
But after the randomized treatment, the assigned talk-
ativeness will not be correlated with the individuals’ 
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potential outcomes Ya = 0 and Ya = 1; this means that the 
two treatment groups are exchangeable with respect to 
their potential outcomes. Thus,

   E Y Y E Y E Ya  1 a  a  1 a= = =  =    − − =0 0  (1)

   = =  = 
= =E Y A 1 E Y Aa  1 a  | |− 0 0  (2)

     = =[ ] =[ ]E Y A 1 E Y A| | .− 0  (3)

The expected value of the individual-level causal 
effect across individuals is the arithmetic mean; the 
expected value of a difference is equivalent to the dif-
ference between the expected values (Equation 1). 
Because the groups are exchangeable with respect to 
their potential outcome, their expected potential out-
comes will not systematically vary; one can thus substi-
tute the expected potential outcomes across all 
individuals with the expected potential outcomes in the 
respective groups (Equation 2). In the two different 
groups, the respective potential outcomes are realized 
(Equation 3). The assumption to ensure the equivalence 
between Equation 2 and Equation 3 is called “consis-
tency,” and we discuss potential violations later.

Thus, by taking the difference between the group 
means of the outcome, researchers recover the average 
of the individual causal effects, which is often called the 
average treatment effect. This fundamental property is 
what renders randomization such a valuable tool. And 
it clearly demonstrates that between-persons data can 
inform about within-persons processes—albeit only in 
aggregate.1

Going beyond experimental data, average causal 
effects can also, at least in theory, be estimated with the 
help of nonexperimental between-persons data (includ-
ing natural experiments). Such attempts require strong 
additional assumptions (for accessible introductions, see 
e.g., Elwert, 2013; Hernán & Robins, 2010; Pearl et al., 
2016; Rohrer, 2018; Rosenbaum, 2017), which may range 
in their plausibility from defensible to untenable, 
depending on the application. How does this mesh with 
the often-emphasized fact that between- and within-
persons associations are statistically independent (e.g., 
Schmitz & Skinner, 1993)? Although these associations 
are sometimes also labeled between- and within-persons 
“effects,” they do not refer to causal quantities. The 
between- and within-persons associations are a combi-
nation of (a) noncausal associations between the two 
variables of interest (e.g., associations induced by con-
founders) and (b) causal associations (induced by effects 
flowing either way).

Considering noncausal associations, we argue that 
one of the reasons why between- and within-persons 

associations may diverge is that some confounders—
time-invariant factors, such as stable sociodemographic 
variables but also stable personality traits—will affect 
only the between-persons associations but not within-
persons associations. This is because within-persons 
associations are calculated on the basis of time-by-time 
fluctuations within a person, and time-invariant factors 
do not have any variance within persons.2 In practice, 
this means that between-persons associations (e.g., 
between talkativeness and happiness) can often plausi-
bly be explained away by time-invariant third variables 
(e.g., gender, age, childhood socioeconomic status, sta-
ble personality traits). In contrast, within-persons asso-
ciations cannot be explained away by third variables that 
are stable and have constant effects for the duration of 
the data collection.3

Considering causal associations, we argue that another 
reason why within- and between-persons associations 
may diverge is scenarios in which causal associations 
between the variables of interest cannot be captured by 
within-persons associations. There may be a lack of 
within-persons variability in the independent variable 
of interest over the course of the study, or the causal 
effects may unfold over a time frame longer than the 
duration of the study. We return to the issue of time 
frame when discussing design parameters.

Within-Persons Data Are Not Sufficient 
for Causal Inference

We have shown that within-persons data are not neces-
sary for causal inference. But they are not sufficient 
either: Longitudinal data on their own do not justify 
causal inferences. The reason for this is, once again, 
confounding. As discussed above, within-persons asso-
ciations are not affected by time-invariant confounding 
factors with constant effects. However, they can still be 
influenced by time-varying confounding factors.

Assume researchers had intensive within-persons data 
of individuals’ talkativeness and subjective well-being. 
This allows them to compare days on which they were 
talkative to days on which they were untalkative. But 
talkativeness was not randomized, so it is possible that 
the treatment (being talkative vs. untalkative) is corre-
lated with the potential outcomes (potential well-being 
that day).

For example, social events (e.g., dates or parties) may 
affect both talkativeness and happiness. First consider 
the “contemporaneous” association between the reported 
level of talkativeness on a given day and happiness at 
the end of that day. This association will be confounded 
because talkative days are not exchangeable—they are 
days on which more social events happened, and those 
events alone may be sufficient to make one happier.
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Next, consider the lagged association between the 
reported talkativeness on a given day (Day 1) and hap-
piness at the end of the next day (Day 2). Researchers 
might think that confounding by social events is no 
longer an issue when they adjust for happiness on Day 
1 because this may already capture the confounding 
influence of social events. However, this depends on the 
time course over which the causal effects of social events 
unfold. If the events immediately induce talkativeness 
(small talk at the party) but affect happiness more slowly 
over multiple days (the warm, ongoing glow after having 
reconnected with old friends), then they will end up 
confounding the lagged associations as well. And in this 
particular substantive example, the lagged effect may 
not be particularly informative; to begin with—if 
researchers assume that the affective benefits of talk-
ativeness are reaped immediately, they would expect the 
benefits to be mostly captured in happiness on the same 
day rather than the next day.

In short, causal inferences based on within-persons 
data still rest on the assumption that all (time-varying) 
confounders have been appropriately adjusted for.

Within-Persons Data Can Be Very 
Helpful for Causal Inference

As we have explained, both between- and within- 
persons data require strong assumptions to warrant 
causal inference. However, the use of within-persons 
data allows one to relax certain assumptions. Thus, 
although researchers still need to think clearly about the 
remaining assumptions, within-persons data can aid 
causal inference.

As stated above, within-persons associations are in 
principle not affected by time-invariant confounders. 
Within-persons data thus have the potential to control 
for various types of between-persons confounding, 
including unobservable confounders. One of the sim-
plest ways to do this is through so-called fixed-effects 
models (Hamaker & Muthén, 2020; Imai & Kim, 2019; 
McNeish & Kelley, 2019). Although fixed-effects models 
are not very commonly used in psychological research, 
the approach is conceptually equivalent to the proce-
dure in which variables are mean-centered within per-
sons before entering them into multilevel models (e.g., 
Hamaker & Muthén, 2020; McNeish & Kelley, 2019). In 
Box 1, we go into detail about the assumptions under 
which the fixed-effects model can identify contempora-
neous causal effects. This model focuses on the contem-
poraneous effect of X on Y and not on their broader 
causal dynamics.

Psychologists are, of course, often interested in esti-
mating precisely these causal dynamics, which may 
explain why models including reciprocal effects are so 

much more popular in the psychological literature. Can 
one identify such reciprocal causal effects in longitudinal 
data? Recent literature has suggested that the most 
widely used form of such models, the cross-lagged panel 
model (Box 2), does not sufficiently control for between-
subjects confounding despite its use of longitudinal data 
(Hamaker et al., 2015).

The shortcomings of the cross-lagged panel model 
have prompted researchers to use modifications of the 
model to separate such between-subjects confounding 
from cross-lagged effects. In psychology, the random-
intercept cross-lagged panel model (Hamaker et  al., 
2015) has become the most popular choice, but similar 
models have been proposed in other fields. In Box 3, 
we highlight one such model, the dynamic panel model, 
which is a combination of the fixed-effects model with 
the cross-lagged panel model.

Whether these modified approaches are sufficient to 
adjust for all time-invariant confounders still depends on 
additional assumptions about the precise nature of the 
confounding (e.g., Lüdtke & Robitzsch, 2022; Murayama 
& Gfrörer, 2022). Furthermore, models are usually unable 
to identify both contemporaneous and lagged effects 
simultaneously. This highlights that there is no “one-size-
fits-all” procedure to enable causal inference. Instead, 
researchers need to be very clear about the type of causal 
effects they want to examine (e.g., lagged effect vs. con-
temporaneous effects) and to carefully evaluate the 
underlying assumptions. However, even if those assump-
tions may be deemed unrealistic, observational longitu-
dinal data combined with an appropriate model may 
often provide answers that are “less wrong” (i.e., poten-
tially less biased) than answers provided by observational 
cross-sectional data, all else being equal.

Helpful further readings

Maybe because of psychology’s fraught relationship with 
causality (Grosz et al., 2020), the literature on the many 
models discussed in the field—such as varieties of 
change-score models, cross-lagged models, and latent-
curve models—is unfortunately not always transparent 
with respect to the assumptions under which these mod-
els can successfully identify causal effects. However, 
more recently, researchers have tried to bridge the gap 
between longitudinal data modeling in psychology and 
causal inference.

Gische et al. (2021) introduced graphical causal mod-
els for researchers familiar with structural equation 
modeling and the cross-lagged panel design, and 
Voelkle et al. (2018) provided a more general discussion 
of the role of time for understanding psychological 
mechanisms, which they quite explicitly described as a 
sequence of causal effects. Usami et al. (2019) provided 
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a discussion of the causal assumptions underlying popu-
lar models. Both Andersen (2021) and Lüdtke and  
Robitzsch (2022) discussed different classes of longitu-
dinal models with respect to the conditions under which 
they recover the (cross-lagged) causal effects of interests 
and conditions under which they will result in equiva-
lent results. Finally, Zyphur et al. (2020) developed a 
comprehensive general cross-lagged panel model as a 
generic approach to translate assumptions into a statisti-
cal model.

Of course, other fields have also tackled the issue of 
causal inference with longitudinal data. For example, 
the sociologists Elwert and Pfeffer (2019) developed an 
approach that uses future values of the independent 
variable to detect and reduce omitted variable bias. In 
epidemiology, the particularly promising approach of 
marginal-structural models (Cole & Hernán, 2008; Robins 

et al., 2000) has been developed. These models imple-
ment a multistep estimation procedure to control for 
time-varying confounding variables (Williamson & Ravani, 
2017). The promise of such models for causal inference 
in psychology, however, has not yet been well recog-
nized (Lüdtke & Robitzsch, 2020; Usami, 2020). 
Thoemmes and Ong (2016) provided an introduction to 
marginal-structural models in combination with inverse 
probability weighting as a means for third-variable 
adjustment in longitudinal data, including annotated 
SPSS and R code for psychologists. The tutorial by Bray 
et al. (2006) showcased an implementation in SAS and 
highlighted how this method can, unlike other common 
methods, successfully adjust for time-varying confound-
ers. Finally, VanderWeele et al. (2020) developed a com-
prehensive template for so-called outcome-wide 
longitudinal designs in which the goal is to identify the 

The fixed-effects approach (or alternatively, within-
persons mean centering) can control for unobserved 
time-invariant confounders whose effects do not 
change over time. For example, when considering the 
effects of talkativeness on happiness, extraversion (a 
stable personality trait) may be such a confounder: 
Extraverted individuals are habitually more talkative, 
but extraverted individuals may also simply be 
dispositionally happier. Figure 1, which has been 
adapted from (Hamaker & Muthén, 2020, p. 367), 
shows the causal model underlying the standard fixed-
effects model. Note that this model focuses only on 
the (contemporaneous) effects of X on Y, and X is 
treated as exogenous (i.e., the model does not impose 
constraints on the causal relationship between X 
variables and U).

When does this model successfully identify the 
effects of X on Y? As indicated by the absence of 
certain arrows in Model 1, one has to assume that 
there are no lagged causal dynamics; for example, 
past happiness does not affect current talkativeness 
(no cross-lagged paths from Y to X), past talkativeness does not affect current happiness (no cross-lagged 
paths from X to Y), past happiness does not affect current happiness (no autoregressive paths among the Y). 
Such dynamics will bias estimates, although the standard model can be modified to partially relax 
assumptions (Imai & Kim, 2019).

Another common scenario in which a fixed-effects model is biased occurs if people vary in their change 
over time (i.e., heterogeneous slopes) and if these differences are related to the effect of interest; this can be 
addressed by another modification of the model (Rüttenauer & Ludwig, 2020). Finally, one has to assume that 
any time-varying confounder has been included in the model, which is also the case for the following models 
(Box 2, Box 3).

The fixed-effects model considers only within-persons changes over time. In our example, the resulting 
effect estimate would be informed only by those people who actually do experience some changes in their 
talkativeness over the course of the study.

X1 X2 X3

Y1 Y2 Y3

U

Fig. 1. Causal graph underlying the fixed.

Box 1. The Fixed-Effects Model
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causal effects of an independent variable on a number 
of outcome variables and longitudinal data are leveraged 
to reduce concerns about confounding.

Additional advantages of longitudinal data

Aside from causal identification in the narrow sense 
(getting rid of confounding), which often focuses on 
average effects, longitudinal data may also enhance 
causal inference for other reasons. First, longitudinal 

data can improve the understanding of how causal 
effects unfold over time (Voelkle et al., 2018). Second, they 
may provide the means to actually estimate individual-
level causal effects. Causal effects may vary between 
individuals, and researchers can take into account such 
between-persons variability of causal effects with longi-
tudinal data. The optimal approach to identify such 
effects are experiments in which one observes individu-
als repeatedly in different experimental conditions (see 
Fine Point 2.1, Hernán & Robins, 2020, p. 16), and there 

The cross-lagged panel model (Fig. 2a) has different aims than the fixed-effects model. First, it aims to identify 
lagged effects (not the contemporaneous effects examined in fixed effects model). Second, it usually aims to 
identify reciprocal effects (i.e., X influences Y and Y influences X). The model addresses so-called Granger 
causality (Granger, 1969), but Granger causality is a form of prediction—and such prediction implies causation 
only when certain assumptions are met. For example, the model provides biased causal estimates when there are 
contemporaneous causal effects (e.g., current happiness affects current talkativeness). This highlights trade-offs 
when trying to simultaneously consider contemporaneous and lagged effects that were also discussed by Imai and 
Kim (2019).

The cross-lagged panel model can partly account for unobserved confounders. For example, when one is 
interested in the causal effect of X2 on Y3, the existence of the unobserved confounder U, which has only a 
temporal effect, is unproblematic (Fig. 2b): The confounding goes through Y2, which is included in the model 
and is thus statistically accounted for. However, the model fails if the constructs are trait-like in nature. The 
existence of more stable effects UX and UY (Fig. 2b) would be problematic because they directly open a con-
founding path between X2 and Y3. Thus, the resulting estimates of the cross-lagged paths would be biased.

Box 2. The Cross-Lagged Panel Model

X1 X2 X3

Y1 Y2 Y3

U

UY

UX

X1 X2 X3

Y1 Y2 Y3

U

a b

Fig. 2. (a) Causal graph underlying the cross-lagged panel model. (b) Different scenarios involving unobserved confounders.
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have been some recent methodological developments 
to obtain a better causal estimate with this type of 
design (Schmiedek & Neubauer, 2020). Doing this with 
observational longitudinal data once again requires 
more and stronger assumptions, and this is an important 
avenue for future methodological work.

Making the Most of Within-Persons Data

In recent years, we have observed considerable enthusi-
asm for the within-persons approach in psychology, with 
various advanced statistical models proposed. In line 
with this enthusiasm, we believe that within-persons data 
are a promising way to advance causal inference. Yet we 
also feel like its promises have led people to put the 
technological and methodological cart before the con-
ceptual horse. Researchers may decide to collect within-
persons data with an experience sampling study because 
it is the innovative thing to do right now; they may decide 
to apply certain statistical models because they appear 
novel and highly sophisticated. Journals may further 
implicitly reinforce this style of research when they auto-
matically dismiss studies that are “merely cross-sectional” 
or do not employ “sophisticated statistical modeling.” An 

approach that we believe to be more productive, and 
which we describe in the following, puts the substantive 
question first. Although this may sound trivial—of course 
the substantive question should be the starting point of 
any empirical investigation—debates such as the one 
surrounding the age trajectory of happiness (Kratz & 
Brüderl, 2021) and the interpretation of the Many Ana-
lysts project (Auspurg & Brüderl, 2021; Silberzahn et al., 
2018) highlight how arguments often focus on statistical 
aspects when in fact researchers do not even agree about 
which substantive question is being addressed.

Setting the analysis goal

Researchers should start by explicitly spelling out the 
theoretical estimand of interest in precise terms that  
exist outside of any statistical model (Lundberg et al., 
2020). At this point, it may become clearer whether the 
research question targets causal quantities—but even 
noncausal endeavors, such as “description of develop-
mental trajectories,” require conceptual clarity. This esti-
mand in combination with the additional assumptions 
researchers are (or are not) willing to make determine 
which research design is appropriate, be it experimental 

Dynamic panel models exist in several different versions, 
but we focus on the model depicted in Figure 3. Note that 
Figure 3 omitted some details for the purpose of simplicity, 
but a more detailed practical tutorial of the model can be 
found in Dishop and DeShon (2021). This dynamic panel 
model has the same goal as the cross-lagged panel model—
it aims to identify lagged reciprocal causal effects. Like the 
fixed-effects model, it takes into account (constant) effects 
of time-invariant confounders; like the cross-lagged panel 
model, it allows for reciprocal lagged dynamics. Although 
the model can control confounders that the cross-lagged 
panel model cannot (i.e., time-invariant confounders), 
important assumptions of the more basic models (Box 1, 
Box 2) still apply: Like in the fixed-effects model, we need 
to make assumptions about the type of time-invariant con-
founders (i.e., no heterogeneous slopes). And like in the 
cross-lagged panel model, the existence of contemporane-
ous causal effects would bias our estimates of the cross-
lagged causal effects.

Y1 Y2 Y3

X1 X2 X3

UY

UX

Fig. 3. Causal graph underlying the dynamic panel model.

Box 3. The Dynamic Panel Model
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or nonexperimental, cross-sectional or longitudinal, 
needing many time points or not.

What does such a well-defined estimand look like? 
Psychologists like to make claims about broad concepts 
(Yarkoni, 2020) and to address broad research ques-
tions (“What is the interplay between talkativeness and 
happiness?”). However, from a causal-inference per-
spective, things need to be broken down and taken 
more slowly (see also Rohrer et al., 2022). For example, 
a more tractable research question may concern the 
effect of being continuously talkative (vs. continuously 
untalkative) for a certain defined amount of time on 
well-being immediately after the episode. Formaliza-
tion, for example with the help of the potential-out-
comes model, makes it explicit that causal effects are 
defined by contrasts of specific treatments on specific 
outcomes. Treatments may be time-varying—there are 
many different sequences of talkativeness and untalk-
ativeness that one could contrast to learn something 
about the effects of talkativeness on happiness (for an 
introduction to time-varying treatments, see Hernán & 
Robins, 2020, Chapter 19)—and outcomes can be evalu-
ated at different points in time.

Thus, there is no such thing as “the” effect of talkative-
ness on happiness; there are many different possible 
theoretical estimands that may all be deemed informative 
with respect to the overarching question of whether and 
how talkativeness affects happiness. This nuance may 
get lost if researchers simply apply an out-of-the-box 
model, which may target a different estimand than the 
one they actually have in mind. Furthermore, insufficient 
clarity about estimands may lead to ostensible contradic-
tions between empirical studies that in reality target 
different estimands.

Once researchers try to be more precise about the 
causal effects they have in mind, they may run into 
deeper issues. Theories in psychology are often quite 
underspecified—a topic that was addressed in a recent 
special issue of the journal Perspectives on Psychological 
Science (Volume 16, Issue 4, July 2021)—and may thus 
make only vague predictions about which causal effects 
are to be expected. But even if theories were more pre-
cise, causal effects involving psychological variables 
pose conceptual obstacles. Although these are neither 
unique nor central to the within/between distinction and 
thus outside of the focus of the present article, we pro-
vide more details in Box 4 for interested readers.

Identification strategy and design 
parameters

Once researchers have settled on an estimand, they can 
start thinking about appropriate identification strategies. 
Accessible articles provide some guidance on this step 

(Foster, 2010a; Grosz et al., 2020). Considerations may 
include whether a sufficiently targeted intervention is 
available to manipulate talkativeness (but see Eronen, 
2020) and thus whether an experiment is plausible, 
whether a suitable natural experiment may exist (e.g., a 
situation that affects talkativeness in a plausibly random 
manner), and which time-invariant or time-varying con-
founders are deemed relevant.

If within-persons data turn out to be a productive way 
forward—for example, because time-invariant confound-
ers are deemed particularly relevant and because research-
ers can assume that there is relevant within-persons 
variability in the independent variable of interest—the 
causal angle can clarify specific design parameters. Con-
sideration of potential time-varying confounders tells 
researchers what needs to be measured. Consideration 
of the precise definition of the causal effect of interest 
tells researchers which time lag between assessments is 
sensible.

Discussions of the appropriate time lag in psychology 
often focus on attempts to uncover the true underlying 
dynamic system (Haslbeck & Ryan, 2021), which is, of 
course, unknown. Hence, one might conclude that the 
narrowest possible sampling is desirable because it still 
allows one to estimate effects with a wider lag (e.g., in 
the crudest case, one might just drop the measurement 
points in between). In practice, when it comes to time 
lags, pragmatic concerns need to be considered as well. 
High-frequency sampling can overburden participants, 
and there is a very real possibility that the assessment 
interferes with the causal system of interest. Self-report-
ing positive affect 100 times a day may influence mood; 
filling out a personality questionnaire over and over 
again may change the way individuals answer the items. 
Thus, the smallest possible time lag is not always advis-
able. But if researchers decide that they want to inves-
tigate a relatively well-defined specific causal effect, 
such as “the immediate effect of picking up one’s smart-
phone on well-being” or “the effect of cumulative smart-
phone usage over the course of a day on well-being on 
the next day,” the research question already implies how 
data need to be collected.4

Statistical estimation

If the theoretical estimand is set, the aim of the statistical 
analysis is to provide an actual empirical estimate. We 
have already extensively referred to the longitudinal 
modeling literature above and will thus just briefly 
emphasize a central concern. Psychological researchers 
have often relied on out-of-the-box longitudinal models 
such as cross-lagged panel models, which could, in prin-
ciple, be applied to any pair of variables. Such default 
solutions have multiple shortcomings. First, we note that 
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currently, the psychological literature on within-persons 
associations is not well integrated with the causal- 
inference literature—thus, for at least some of the out-
of-the-box solutions, it is unclear or at least untransparent 
which causal effect is targeted by the analysis. Second, 
the causal webs linking different sets of variables can 
look very different, and a model that is not tailored  
to the specific underlying causal web cannot recover  
the causal effects of interest. Third, many published  
implementations of these models pay less attention to 
including measured (time-invariant and time-varying) 

confounders, further limiting the chances that the causal 
effects of interest will be recovered.

Interpreting model results

Finally, once the model has been estimated, how does 
one interpret it? In the psychological literature, model 
coefficients associated with particular paths are often 
treated as the relevant analysis output. But even if 
researchers are lucky and their coefficients correctly 
identify the causal processes of interest, they may still 

Earlier, we alluded to a hypothetical intervention that fixes an individual’s talkativeness at a given level without any 
side effects. Such an intervention does not exist—no psychological intervention will achieve precisely the desired 
level of talkativeness for everyone. Furthermore, the intervention may affect all sorts of other variables, and some 
of these may in turn explain any effect of the intervention on well-being. In general, psychological variables as 
causes pose challenges because interventions targeting them are often “fat-handed” (Eronen, 2020), meaning that 
they will affect multiple variables simultaneously. This not only constrains experimentation but also makes it hard 
to pin down which hypothetical states of the world one has in mind when estimating causal effects on the basis 
of observational data. For example, researchers likely do not encounter many situations in which individuals’ 
talkativeness could have varied while all other psychological variables were held constant.

And there is a second concern that goes beyond this. The effects of talkativeness may depend on how 
talkativeness was induced (e.g., by an individual’s genetic disposition, by a specific situation, or by a 
psychological intervention). In such a scenario, does it even make sense to talk about effects of talkativeness 
per se? An example from a different field of research may illustrate the matter more clearly. Does obesity 
shorten life? If one takes a particular individual, there may be many different ways to intervene on their body 
weight. For example, one may put them on a specific diet or a specific exercise regime or chop off a body 
part. Any of these will affect body weight, but how this change in body weight subsequently affects mortality 
may vary between interventions. Formally speaking, this violates the assumption of consistency (i.e., the 
assumption needed to ensure the equivalence of Equations 2 and 3 described earlier), and Hernán and 
Taubman (2008) went so far as to state the effects of body mass index (BMI) on mortality in observational 
data cannot be well defined. In contrast, the effects of specific interventions on BMI can be well defined and 
can at least potentially be recovered from observational data. In line with this, Hernán and Robins (2016) 
argued that researchers should conceptualize (hypothetical) target trials to precisely define which causal 
effects they are interested in.

However, this “interventionist” account of causality has been challenged. Pearl (2018) championed a 
structural account of causality in which causal relations exist independently of hypothetical interventions. In 
this account, consistency is not an assumption but a theorem. Actual interventions may often have side effects 
that need to be reckoned with, but these do not render causal effects inconsistent.5

We do not aim to solve this philosophical debate but would like to highlight that degree of concreteness in 
variables/constructs renders causal inference more or less challenging, and psychological variables tend to be 
less concrete. “Obesity” as an independent variable is much more concrete than concepts such as 
“talkativeness” or “subjective well-being” (Rohrer & Lucas, 2020). Assuming an interventionist account of 
causality, problems may arise because one cannot even come up with hypothetical targeted interventions or 
because consistency fails (the effects of talkativeness may vary depending on whether talkativeness is 
induced through drugs or through verbal encouragement), resulting in ill-defined causal effects. Assuming a 
structural account of causality, problems may arise because one lacks knowledge of the structure of the 
causal web linking psychological variables (e.g., talkativeness, extraversion, and other personality traits). In 
this case, effects are not necessarily ill defined, but estimating them may still be virtually impossible given the 
current state of knowledge.

Box 4. Hypothetical Interventions, Real-World Complications
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not provide a straightforward answer to their (causal) 
research question. For example, the model-implied 
effects of X at a given point in time on Y at a given point 
in time may vary between individuals because of either 
systematic heterogeneity (e.g., interactions) or nonlin-
earity (for a discussion of why in nonlinear models, 
“everything interacts,” see Rohrer & Arslan, 2021). Fur-
thermore, in a cross-lagged panel model, the effect of a 
predictor on the outcome at a later time point can be 
the sum of both direct and indirect effects (Lüdtke & 
Robitzsch, 2022) so that multiple coefficients need to be 
added up when contrasting different states of the world.

Here again, causal thinking can clarify how to sum-
marize effects in complex models in an interpretable 
manner. We can once again consider a hypothetical 
intervention and use the model to predict how it would 
affect individuals’ outcomes at a point in time we con-
sider relevant. Gische et al. (2021) demonstrated how to 
work with such hypothetical interventions in the context 
of cross-lagged panel models and how to calculate both 
average and person-specific effects.

The general framework for using models to make 
predictions about the effects of various interventions are 
so-called marginal effects. Marginal effects have received 
comparatively little attention in psychology outside of 
methods journals; they are more common in, for exam-
ple, sociology (e.g., Mize et al., 2019), possibly because 
the statistical software Stata, popular in that field, makes 
calculating them quite easy (Williams, 2012). However, 
there are now packages available that allow researchers 
to calculate marginal effects in R using structural equa-
tion models (Mayer, 2019; Mayer et al., 2016) and a vast 
number of other model classes, including multilevel 
models (Arel-Bundock, 2022; Lenth, 2022). As far as we 
know, no comprehensive primer to marginal effects for 
psychologists has been published to date, but recent 
blog posts have tried to provide a gentle introduction 
(Heiss, 2022; Rohrer, 2022).

Should researchers just do description 
instead?

Having read so far, readers may feel that inferring causal 
effects from (nonexperimental) within-persons data in 
an overwhelming task and may instead prefer a “descrip-
tive” approach. Indeed, many longitudinal analyses claim 
to be descriptive in nature, although that term may be 
used in an ambiguous manner. This may partly be a 
strategic move to avoid the heightened scrutiny that 
results from overtly causal claims (Alvarez-Vargas et al., 
2020; Grosz et al., 2020). We do believe that descriptive 
research is currently undervalued in psychology (see 
e.g., Scheel et al., 2020). But many models in psychology 
are too complex to produce good descriptions (Foster, 

2010b), and this holds true for longitudinal models in 
which the explanation for how coefficients behave 
quickly turns opaque.

An actually informative descriptive analysis should 
involve much more basic description than researchers 
routinely encounter in studies analyzing longitudinal 
data. For example, a fruitful first step to describe asso-
ciations in longitudinal data may consist of a fixed-
effects model in its most basic specification or the 
equivalent multilevel model with within-persons center-
ing. This tells the strength of the contemporaneous asso-
ciation between the variables after removing stable 
between-persons differences in the level of the predictor 
and the outcome. With sufficient data points per indi-
vidual, researchers may even simply calculate the bivari-
ate association for every individual in isolation. As we 
discussed earlier, any association in such analyses may 
still be confounded and thus does not necessarily pro-
vide a convincing causal estimate, but at least research-
ers will have narrowed down the range of confounders 
while sticking with estimates that still have a straightfor-
ward descriptive interpretation. Reporting results from 
such analyses before moving on to more complex mod-
els also mirrors established practices in cross-sectional 
studies in which authors routinely report bivariate cor-
relations before moving on to more complex regression 
analysis.

In contrast, it is not easy to apply the “standard” lon-
gitudinal models for descriptive purposes. The literature 
is filled with many related “state-of-the-art” longitudi-
nal models (e.g., the autoregressive-latent-trajectory 
model, Bollen & Curran, 2004; the random-intercept 
cross-lagged panel model, Hamaker et  al., 2015; the 
stable trait/autoregressive trait/state model, Kenny & 
Zautra, 1995; the dual-change score model, McArdle & 
Hamagami, 2001), and these in turn can usually be speci-
fied in multiple ways. Assuming researchers chose the 
right model that correctly reflects the data-generating 
mechanism, they could elegantly capture the underlying 
causal within-persons dynamics. But in reality, research-
ers do not know which model generated the observed 
data, and presented with a daunting number of different 
models and little guidance on which nuances matter and 
which do not, they may resort to the standard that is 
accepted in the field—and that might not be optimal, as 
is known from the story of cross-lagged panel models 
(Hamaker et al., 2015). Trying to uncover the complete 
causal dynamics of a system is a more ambitious task 
than identifying a specific causal effect; once researchers 
fail to uncover the complete dynamics, the interpretation 
of any specific component of the model becomes 
questionable.

Putting causal inference upfront, researchers are still 
confronted with a challenging task, but one that is 
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potentially more tractable because there is at least a clear 
circumscribed analysis goal: recovery of a specific causal 
effect. This also opens the possibility to use available 
experimental evidence as a benchmark to evaluate 
observational longitudinal analysis—if a longitudinal 
model implies certain effects that contradict existing 
evidence from intervention studies targeting similar 
cause and effect, this can at least be taken as a warning 
sign (for an implementation of this logic, see Wan et al., 
2021). The choice of the data-analytic model matters 
only insofar as it should map onto the assumptions 
about the underlying causal web that researchers are 
willing to make. These assumptions will often be strong 
and potentially unrealistic—there is no free lunch—but 
at least researchers are actually tackling the question of 
interest.

Consider, for example, the debate surrounding the 
age trajectory of happiness (Galambos et al., 2020). This 
actually seems to be one of the easier questions one 
could answer with longitudinal data, yet it has spawned 
a bloated literature and lots of confusion about how to 
specify the model. If one tackles the problem from a 
causal-inference perspective, as demonstrated by Kratz 
and Brüderl (2021), it becomes clear that some analytic 
decisions are just wrong (e.g., statistical adjustment for 
mediators, which makes sense only if researchers are 
trying to address a different research question), whereas 
others hinge on additional assumptions (e.g., about the 
existence and shape of period and cohort effects). This 
does not mean that the debate is automatically settled, 
but at least one can pinpoint where exactly analysts 
disagree and how to make progress on the research 
question.

We believe that a better understanding of causal infer-
ence and how it can be enhanced with the help of 
within-persons data has the potential to clarify other 
debates in psychological research as well, resulting in an 
overall improvement of the quality of our inferences.
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Notes

1. If we additionally assume that the causal effect is precisely 
the same for every individual, then this is a nonissue because 
the average causal effect will equal every single individual level 
causal effect (e.g., West & Thoemmes, 2010). However, many 
psychologists would probably object to this assumption.
2. Sometimes people define within-persons associations as com-
puted by mean-centered data of multiple persons (see section, 
Within-Persons Data Can Be Very Helpful for Causal Inference, 
and Box 1). With this definition, within-persons associations can 
suffer from time-invariant confounders that have varying effects 
over time (Usami et al., 2019). In this scenario, within-persons 
associations are protected only from time-invariant confounders 
with constant effects but not from time-invariant confounders 
with time-varying effects.
3. This means that it can also be, in theory, possible to recover 
average within-persons associations from between-persons 
associations when the relevant time-invariant confounders are 
adjusted for, just like average causal effects can potentially be 
recovered from between-persons data (Murayama et al., 2017); 
but again, very strong assumptions are necessary.
4. Continuous time modeling (e.g., Driver et al., 2017) can be a 
useful tool to identify an underlying continuous process regard-
less of the particular time lags, and this information may be useful 
to determine an optimal lag for a new research design.
5. To render matters even more complex, there are more than 
two sides in this debate about the nature of causal inference. 
For example, Krieger and Smith (2016) highlighted the limits 
of both counterfactuals thinking (championed by Hernán) and 
directed acyclic graphs (as championed by Pearl) and proposed 
a broader and more flexible framework of “inference to the best 
explanation.”
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