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a b s t r a c t 

When conducting multivariate-voxel pattern analysis (MVPA), researchers typically compute the average accu- 

racy for each subject and statistically test if the average accuracy is different from the chance level across subjects 

(by-subject analysis). We argue that this traditional by-subject analysis leads to inflated Type-1 error rates, re- 

gardless of the type of machine learning method used (e.g., support vector machine). This is because by-subject 

analysis does not consider the variance attributed to the idiosyncratic features of the stimuli that have a common 

influence on all subjects (i.e., the random stimulus effect). As a solution, we proposed the use of generalized linear 

mixed-effects modelling to evaluate average accuracy. This method only requires post-classification data (i.e., it 

does not consider the type of classification methods used) and is easily implemented in the analysis pipeline with 

common statistical software (SPSS, R, Python, etc.). Using both statistical simulation and real fMRI data analysis, 

we demonstrated that the traditional by-subject method indeed increases Type-1 error rates to a considerable de- 

gree, while generalized mixed-effects modelling that incorporates random stimulus effects can indeed maintain 

the nominal Type-1 error rates. 
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. Introduction 

In recent years, there has been increased popularity in predictive

odelling of functional MRI-based neuroimaging data, addressing the

uestions of whether patterns of brain activations encode sufficient in-

ormation to discriminate different external outputs or mental states

 Chavez and Wagner 2020 ; Taschereau-Dumouchel et al., 2020 ). One of

he most commonly-used techniques is multi-voxel (or multi-variate, de-

ending on the context) pattern analysis (MVPA), which was proposed

s a powerful alternative to traditional univariate analyzes ( Snoek et al.,

019 ; Stelzer et al., 2013 ). MVPA is a broad term and encompasses dif-

erent classes of statistical analyzes but the current paper focuses on the

echniques that aim to classify patterns of brain activations into cate-

ories ( Weaverdyck et al., 2020 ). Specifically, using machine learning

lgorithms, MVPA considers the activation pattern of a set of voxels as

eatures and examines whether the features can correctly classify ex-

ernally defined categories such as the type of stimuli ( Haxby et al.,

001 ), task conditions ( Kamitani and Tong 2005 ) and memory contents

 Harrison and Tong 2009 ). 
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The primary interest of MVPA is usually the statistical significance

f the accuracy at the group level rather than the accuracies of in-

ividual subjects — i.e. “Is the mean classification accuracy signifi-

antly different from chance? ” Importantly, although there are numer-

us algorithms to conduct pattern classification and compute accuracy

cores, including support vector machine ( Woo et al., 2014 ), logistic

egression ( Fairhall and Caramazza 2013 ), and Gaussian Naïve Bayes

 Johnson et al., 2009 ), the way researchers conduct a group-level anal-

sis is surprisingly uniform. Specifically, group-level statistical signifi-

ance has been predominantly assessed by conducting a t- test on sum-

ary statistics, i.e., average percentage classification accuracy at the

ubject level ( Haxby et al., 2001 ; Holroyd et al., 2018 ; Kliemann et al.,

018 ; Martin et al., 2016 ). However, there has been little awareness,

t least in the literature of MVPA, that this conventional method to test

roup-level significance can cause serious inflation of Type-1 error rates

regarding the same problem in the context of univariate neuroimaging

nalysis, see Westfall et al. (2017) ). 

To explain the problem, let us describe a typical experiment employ-

ng MVPA. The experiment aims to examine whether the activation pat-
 January 2023 
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Fig. 1. Schematic procedure of the current analysis with real data. The left-hand side displays the procedure of searchlight analysis of one subject. The right-hand 

side displays the differences of generalized mixed-effects modelling and by-subject t -test. i i : each stimulus, m cv : result of machine learning classification (1: correct; 

0: incorrect); �̄� : mean accuracy for each subject. 
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erns of visual areas can discriminate between natural scene categories

e.g., beaches vs. mountains). Subjects passively view the photographs

f these natural scene categories; each category typically consists of mul-

iple different stimuli (e.g., Hawaiian beach, Phuket beach, etc. and Mt.

concagua, Mt. Fuji, etc.), and all subjects view the same set of stim-

li. MVPA tests whether the different categories can be classified by

ctivation patterns of voxels or regions of interest (ROIs) for each stim-

lus using a machine learning algorithm (e.g., support vector machine)

ith cross-validation. More specifically, regardless of the types of ma-

hine learning algorithms used, the following steps are normally taken

 Fig. 1 ). First, for each subject, using a cross-validation procedure, clas-

ification result is evaluated for each of the individual stimuli (correct

lassification = 1, misclassification = 0). Second, percentage classifica-

ion accuracy is computed for each subject by aggregating the classifi-

ation accuracy over the stimuli. Third, group-level effect, i.e., whether

he classification accuracy is significantly above chance level, is tested

y a one-sample t- test using subjects as the unit of analysis. We refer to

his procedure as a by-subject t- test as the t- test was conducted over sub-

ects. Note that voxel-level information is no longer needed to evaluate

he group-level effect ( Fig. 1 , right). 

What is the problem with this common procedure? The critical prob-

em is that this procedure does not take into account the variability of

timuli in the group-level analysis (i.e., stimuli and subjects are crossed),

arge value of which causes underestimation of overall variability in the

 -test and results in inflation of type-1 error rate. Unless the stimulus set

s extremely homogeneous, it is likely that classification accuracy varies

cross stimuli: Averaged across subjects, some stimuli may have higher

lassification accuracy than other stimuli. Such inter-stimulus variations

r stimulus effect may reflect random variation of the category exem-

lars, which is irrelevant to the essential features of the categories. For

xample, when distinguishing pictures of beaches and mountains, let

s suppose that beach pictures happened to include the sun more fre-

uently than the mountain pictures when randomly selecting pictures

rom the categories. The sun is irrelevant to whether a picture represents

he mountain or beach, but because of this random incidence, MVPA is

ore likely to judge pictures with the sun as “beach ”. As a result, beach

ictures with the sun have higher accuracy than other beach pictures

and mountain pictures with the sun have lower accuracy than other

ountain pictures). Of course, there are numerous other irrelevant fea-

ures that happen to be included more frequently in one category than

n the other, and it is almost impossible to experimentally control for
2 
hem. The collective effects of such idiosyncratic (i.e. stimulus-specific)

eatures of the stimuli on classification accuracy (or the extent to which

 picture becomes more likely to be classified in one category) are called

andom stimulus effects . 

Importantly, the by-subject t- test only makes use of the information

bout the average accuracy of each subject aggregated across stimuli,

nd is unable to take into account the random stimulus effect. This

eans that, the by-subject t- test cannot consider the possibility that

VPA picked up some idiosyncratic properties that happened to be

resent in the stimulus set used in the experiment (e.g., the sun hap-

ened to be more frequently observed in beach pictures than in moun-

ain pictures). Statistical consequence of this negligence is not trivial.

hen the random stimulus effect is not appropriately modelled (i.e., the

y-subject t- test is applied), the average classification accuracy itself is

ot biased, as random stimulus effects work both positively and nega-

ively, cancelling each other out ( Usami and Murayama, 2018 ). How-

ver, standard errors are underestimated, and as a result, the Type-1

rror rate increases as the sample size increases, asymptotically reach-

ng 100%. In fact, in previous simulation studies of behavioral data, with

ome realistic parameter settings, Type-1 error rate was inflated as high

s 50% ( Judd et al., 2012 ; Westfall et al., 2017 ; Murayama et al., 2014 ;

ickens and Keppel 1983 ; Clark 1973 ; Donnellan et al., 2022 ). This is-

ue may be explained as follows: the by-subject t -test considers subjects

s independently sampled; however, the random stimulus effect creates

orrelation between subjects (because subjects are presented with the

ame set of stimuli), which violates the critical assumption of the t -test.

t is well known that the t -test is vulnerable to this assumption and vio-

ation of the independence assumption could increase Type-1 error rates

o a considerable degree ( Kenny and Judd 1986 ). 

One intuitive way of addressing the issue is to conduct a by-stimulus t -

est. Specifically, researchers can compute the average accuracy for each

timuli (not for each subject) over subjects, and conduct a t -test using

he stimuli as the unit of analysis. This analysis assumes that stimuli

re randomly sampled from the population and that the average accu-

acy includes sampling errors in the picture selection. Consequently, the

nalysis results can be generalized to the stimulus population. However,

he problem with the by-stimulus t -test is that it does not consider the

act that subjects also have sampling errors, thus limiting the general-

zability to the population of subjects ( Clark 1973 ). The fundamental

roblem here is that accuracy data include two sources of sampling er-

ors (in addition to random measurement errors): sampling variability
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f subjects (the random subject effect) and sampling variability of stim-

li (the random stimulus effect), and neither t -test can estimate both at

he same time. 

Recent advances in mixed-effects modelling allow researchers to

odel both sampling errors simultaneously, providing us with a way

o make an appropriate generalization to the subject population as well

s the stimulus population ( Yu et al., 2022 ). Mixed-effects modelling can

e seen as an extension of the conventional analysis of variance or t -test

 McNabb and Murayama 2021 ), with considerable flexibility in mod-

lling different sources of random effects ( Baayen et al., 2008 ; Barr et al.,

013 ). Although the application of mixed-effects modelling with ran-

om stimulus effect has become increasingly popular in other fields such

s psychology ( Brauer and Curtin 2018 ; Meteyard and Davies 2020 ), the

euroimaging community was not well aware of the issue of random

timulus effect until recently ( Westfall et al., 2017 ; Bedny et al., 2007 ).

n fact, potential implications of random stimulus effects in the con-

ext of MVPA has little been discussed. We found it especially problem-

tic because machine learning algorithms like the ones used in MVPA

re deemed to be strongly influenced by idiosyncratic characteristics

ithin the given stimulus set, thus potentially inflating Type-1 error

ates to a considerable degree when a random stimulus effect is present.

ome may argue that the cross-validation procedure can address this

ssue because the procedure examines whether the model can predict

he outcome of out-of-sample stimuli. However, this is not the case. The

andom stimulus effect can be appropriately estimated and handled only

hen researchers use the information about both subjects and stimuli.

hen conducting machine learning methods in the context of MVPA,

he analysis is normally conducted for each subject independently (or it

s done for each stimulus independently), and does not make use of the

nformation that stimuli are common across subjects. 

In the current paper, we first use statistical simulation to demon-

trate that presence of a random stimulus effect could considerably in-

rease Type-1 error rates when a conventional by-subject t -test is used

o test group-level statistical significance. We also show that general-

zed mixed-effects modelling with the correct random effect structure

an prevent such an inflation of Type-1 error rate. Then we randomly

elabel the existing fMRI data (i.e., we create a null dataset based on

he empirical data) to demonstrate that ignoring the random stimulus

ffect can potentially lead to misleading conclusions about the perfor-

ance of MVPA. We also show that the issue can be addressed by using

ixed-effects modelling with random stimulus effect. As part of the on-

ine supplementary materials, we provide R code using the lme4 package

o implement the model that we used in this paper. It is worth noting that

roup-level analysis is needed only at the very end of the MVPA pipeline

 after researchers have conducted all the pattern classification using

 machine learning algorithm for each subject and stimulus ( Fig. 1 ).

herefore, the implementation of mixed-effects modelling to test group-

evel statistical significance of classification accuracy is straightforward

nd easy to use for applied researchers. In fact, researchers can perform

he analysis only with a few lines of code with standard software such as

PSS, R , and Python. Relatedly, the proposed method does not consider

he type of classification method (e.g., support vector machine, elastic-

et regression, deep learning, etc.), as long as the method produces the

articipant X stimulus post-classification result matrix ( Fig. 1 ). What

esearchers should do is apply mixed-effects modeling to this matrix. 

. Methods 

.1. Simulation 

We simulated data for a hypothetical experiment using a common

ubject × stimulus MVPA design in which each subject responds to sev-

ral stimuli that are identical across subjects. Specifically, the hypothet-

cal experiment had 20 or 40 subjects and 20 or 40 stimuli. The purpose

as to examine whether brain activation patterns can be used to clas-

ify categories of stimuli. There were two stimulus categories (A and
3 
) which had the same number of stimuli. We supposed that a ma-

hine learning algorithm classified each stimulus as either category A

r category B and was given a binary value that represented whether

he classification was correct or not (1 if correct and 0 if incorrect).

n fact, we generated data from a model in which the result value was

andomly generated, i.e., the true classification accuracy was at chance

evel. Then, significance of the overall classification performance was

ested using a conventional by-subject t -test and a generalized mixed-

ffects model. Because the data were generated from the null model

i.e., chance classification accuracy), the proportion of statistically sig-

ificant effects (where p ≤ 0.05) observed in this statistical simulation

an be interpreted as the Type-1 error rate (in terms of generalizing the

esults to the subject and stimulus populations). 

There are different ways to generate data based on generalized

ixed-effects modelling. Here, we generated the dataset from the fol-

owing latent variable model: 

 

∗ 
𝒔 𝒊 
= 𝑺 𝒔 + 𝑰 𝒊 + 𝒆 𝒔 𝒊 

 𝒔 𝒊 = 

{ 

𝟏 ( 𝑪 𝒐 𝒓 𝒓 𝒆 𝒄 𝒕 ) , 𝒊 𝒇 𝒚 ∗ 
𝒔 𝒊 
> 𝟎 

𝟎 ( 𝑰 𝒏 𝒄 𝒐 𝒓 𝒓 𝒆 𝒄 𝒕 ) , 𝒊 𝒇 𝒚 ∗ 
𝒔 𝒊 
£ 𝟎 (1) 

Where y si represents the observed classification result of the i th

timulus of s th subject (1 = correct classification; 0 = misclassifica-

ion). This observed result is a function of the latent continuous vari-

ble y ∗ si , which represents the degree to which the i th stimulus of s th

ubject is correctly predicted. S s is a random subject effect and I i is

 random stimulus effect, where 𝑆 𝑠 ∼ 𝑁( 0 , 𝜏2 ) ( 𝜏 = 0 . 3 , 0 . 6 , 0 . 9 ) , and

 𝑖 ∼ 𝑁( 0 , 𝜔 

2 ) ( 𝜔 = 0 . 2 , 0 . 4 , 0 . 6 ) . 𝑒 𝑠𝑖 is a random error term that follows

 normal distribution, 𝑒 𝑠𝑖 ∼ 𝑁( 0 , 𝜎2 ) ( 𝜎 = 1 ) . When y ∗ si goes over the

hreshold (0), the stimulus is correctly classified into the true category.

he equation essentially means that the correct classification of the i th

timulus of s th subject ( y ∗ si ) depends on a sum of (a) the extent to which

he stimulus is generally easy/difficult to predict (random stimulus ef-

ect), (b) the extent to which the subject generally provides good/bad

esult (random subject effect), and (c) random errors. Importantly, as

he model does not contain any intercepts, the correct response is ex-

ected to be at chance level (i.e., 50%). In other words, this is a null

odel. 

Note that this is not the only way to consider the accuracy metric (or

andom stimulus effect) in MVPA. For example, in the equation above,

 

∗ 
si may be considered as the extent to which the stimulus is more like

he “first ” category (e.g., “beach ”) out of two (e.g., “beach ” and “moun-

ain ”). When y ∗ si goes above a threshold (e.g., 0), the MVPA judges the

timulus as the first category ( y cat 
si = 1 (First category); i.e., “beach ”). If

t is below the threshold, it judges the stimulus as the second category

 y cat 
si = 0 (Second category); i.e., “mountain ”). In this case, the result y si 

hould be determined in relation to the true category label. Specifically,

 

𝒄 𝒂 𝒕 
𝒔 𝒊 

= 

{ 

𝟏 ( 𝑭 𝒊 𝒓 𝒔 𝒕 𝒄 𝒂 𝒕 𝒆 𝒈 𝒐 𝒓 𝒚 ) , 𝒊 𝒇 𝒚 ∗ 
𝒔 𝒊 
> 𝟎 

𝟎 ( 𝑺 𝒆 𝒄 𝒐 𝒏 𝒅 𝒄 𝒂 𝒕 𝒆 𝒈 𝒐 𝒓 𝒚 ) , 𝒊 𝒇 𝒚 ∗ 
𝒔 𝒊 
£ 𝟎 

𝒚 𝒔 𝒊 = 

{ 

𝟏 ( 𝑪 𝒐 𝒓 𝒓 𝒆 𝒄 𝒕 ) , 𝒊 𝒇 𝒚 𝒄 𝒂 𝒕 
𝒔 𝒊 

𝒎 𝒂 𝒕 𝒄 𝒉 𝒆 𝒔 𝒕 𝒉 𝒆 𝒓 𝒊 𝒈 𝒉 𝒕 𝒄 𝒂 𝒕 𝒆 𝒈 𝒐 𝒓 𝒚 

𝟎 ( 𝑰 𝒏 𝒄 𝒐 𝒓 𝒓 𝒆 𝒄 𝒕 ) , 𝒊 𝒇 𝒚 𝒄 𝒂 𝒕 
𝒔 𝒊 

𝒅 𝒐 𝒆 𝒔 𝒏 𝒐 𝒕 𝒎 𝒂 𝒕 𝒄 𝒉 𝒕 𝒉 𝒆 𝒓 𝒊 𝒈 𝒉 𝒕 𝒄 𝒂 𝒕 𝒆 𝒈 𝒐 𝒓 𝒚 

(2) 

If the true category is determined at random (e.g., even number stim-

li are “beach ” and odd number stimuli are “mountain ”), y si is expected

e at the chance level. As we do not know which model is correct in real-

ty, the following simulations generate data from both of these models.

e manipulated the magnitude of random subject effect and random

timulus effect while fixing the variance of the random error term to 1.

For each of the generated data, we first computed the mean accuracy

ate for each subject and applied a one-sample t -test to examine whether

he mean is significantly different from 50% at the group level. We also

pplied the following generalized mixed-effects model with probit link

unction to the data using the lme4 package in R : 

 

(
𝒚 𝒔 𝒊 = 1 

)
= 𝚽

(
𝜷 + 𝑺 𝒔 + 𝑰 𝒊 

)
(3) 
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Where Φ() represents the cumulative standard normal distribution

unction, and 𝑃 ( 𝑦 𝑠𝑖 = 1 ) is the probability of correct classification of the

 th stimulus of s th subject. If the classifier has significantly better or

orse performance than the chance level (50%), the absolute z -value of

he intercept 𝛽 should become significantly different from 0. This model

s in line with the data generation model in Eq. (1) . When the second

ata generation model ( Eq. (2) ) is correct, this analysis model does not

ccurately reflect the data generation model — the data may be better

xplained by a slightly more complicated model including true category

embership as a fixed predictor with random slopes. Nevertheless, our

imulation results below show that this simple analysis model still seems

o protect the inflation of Type-1 error rates to a considerable degree in

omparison to the by-subject t -test. 

We repeated the data generation 1000 times and assessed Type-1

rror rates both with a conventional by-subject t -test and mixed-effects

odel with random stimulus and random subject effects. It is important

o note that the by-subject t -test is expected to inflate Type-1 error rates

ut it is not expected to bias parameter estimates. In other words, we can

xpect false-positive findings that are below as well as above the chance

evel (50%). As we are typically interested in accuracy above the chance

evel, Type-1 errors are counted only when accuracy was significantly

ore than 50%. 

.2. Assessment with a real dataset 

We also examined the performance of the model with random stim-

lus effects (in comparison to the by-subject t -test) using a real fMRI

ataset, the WU-Minn HCP Retest Data from the Human Connectome

roject (HCP). The data contains 45 healthy subjects (14 males) in which

ubjects underwent an N-back working memory task while undergoing

n fMRI scan (voxel size = 2.0 × 2.0 × 2.0, slice number = 72, time

epetition [TR] = 720 ms, echo time [TE] = 33.1 ms, flip angle = 52 ◦,

05 frames; see connectome database 1 for full description of fMRI data

cquisition). Subjects responded “target ” whenever the current stimulus

as the same as the one presented N trials before (the data included a

-back condition and a 2-back condition), and the target cue had 4 dif-

erent stimulus types (pictures of faces, places, tools and body parts). For

ull description of the task design, see Barch et al. (2013) . In the current

tudy, for the purpose of simplicity, we only focused on the classifica-

ion of the face and place trials. Trials for the tools and body parts were

iscarded. 

.2.1. Whole-brain MVPA with ROIs 

The first analysis we conducted with the real dataset was whole-

rain MVPA using the average activations of the ROIs as input features.

e defined 90 ROIs based on automated anatomical labelling ( Tzourio-

azoyer et al., 2002 ). We computed average time-series activations for

ach ROI and standardize them over time. Then we further averaged

he time-series to calculate the average signal for each trial (i.e., stim-

lus), obtaining a 90 (ROIs) × 40 (stimuli) feature matrix. We applied

he linear support vector machine (SVM, soft margin parameter = 1)

o classify the labels of stimulus types (place or face). For each sub-

ect, leave-one-out cross-validation was performed and a binary value

1 = correct classification; 0 = incorrect classification) was obtained for

ach stimulus to assess the classification performance with and without

onsidering the random stimulus effect. We then applied a one-sample

 -test and mixed-effects modelling with random stimulus effect ( Eq. (3) )

o examine whether the classifier can discriminate these categories bet-

er than the chance level (i.e., 50%). 

Importantly, to evaluate the Type-1 error rates of these analyzes, we

andomly permutated the labels of categories and applied SVM to clas-

ify these randomly permutated categories before conducting statistical

ests (i.e., t -test and mixed-effects modelling), and repeated this proce-

ure 1000 times. Because labels were randomly permutated, for each
1 https://db.humanconnectome.org/app/template/Index.vm 

T  

i  

i  

4 
eplication, a statistically significant result against the chance level can

e considered as a Type-1 error. This allowed us to assess the impact of

onsidering random stimulus effect on the potential inflation of Type-1

rror rates with the real dataset. We also manipulated the number of

ubjects (22 or 45) and stimuli (20 or 40) to examine the influence of

hese factors. Note that this analysis is not purported to test whether

he MVPA results for the original (i.e., pre-permutated) data are false

ositives. We do not know the ground truth of the original data; there-

ore, we cannot judge whether the analysis we applied to the data is a

alse positive. However, by permutating the original data, we can create

atasets in which we know that category labels are assigned by chance.

sing these permutated data, we can evaluate the performance of the

roposed method. 

.2.2. Whole-brain voxel-level MVPA with searchlight analysis 

We also examined the implications of not considering random stim-

lus effect in the whole-brain, voxel-level classification using search-

ight analysis. In searchlight analysis, sets of voxels are defined by small

searchlight ” regions centered on each voxel, and the activations of this

mall set of voxels are used as an input to a machine learning algo-

ithm. The method has been proven to be useful in identifying locally

nformative areas with greater power and flexibility than univariate an-

lyzes ( Kriegeskorte et al., 2006 ; Stelzer et al., 2013 ) and thus has been

idely applied (e.g., Kamitani and Tong 2005 ; Peelen et al. 2010 ; Ren

t al. 2020 ). In the current analysis, like the previous analysis, we ap-

lied a linear SVM (soft margin parameter = 1) to classify the labels of

timulus types (places or faces). The searchlight was defined as a 3 mm

adius sphere that contained 7 voxels and the estimated statistical value

 z value for mixed-effects modelling and t value for t -test) using these

oxels was assigned to the center voxel. To assess the classification per-

ormance, leave-one-out cross validation was performed for each subject

nd a voxel-wise binary value that represented the result of classification

1 = correct, 0 = incorrect) was obtained for each stimulus. Then, for

ach voxel, the group-level classification accuracy was evaluated using

 one-sample t -test and mixed-effects modelling. The obtained statistical

alue maps from these two analyzes were then thresholded so that the

amily-wised error remained 0.05. The number of subjects (22 or 45)

nd stimuli (20 or 40) were again manipulated. 

. Results 

.1. Simulation analysis 

The Type-1 error rates for the models with and without the random

timulus effect and for the by-subject t -test are summarized in Fig. 2 .

ote that the nominal Type-1 error rate is 2.5%, as we only counted

alse-positive findings that are above (but not below). The results for

he data generated by Eqs. (1) and (2) are presented separately, but

he results are consistent. It clearly shows the significant inflation of

ype-1 error by ignoring the random stimulus effect: By-subject t -test

enerally showed Type-1 errors significantly beyond the nominal level.

he inflation of Type-1 error rates increased when (1) the number of

ubjects increased, (2) the number of stimuli decreased, and (3) the SD

f random stimulus effect increased. The SD of random subject effect is

lso inversely related to the increase in the Type-1 error rates (especially

hen the data are generated by Eq. (1) ), because the increase of random

ubject effect masks the relative contribution of the random stimulus

ffect. 

On the other hand, the Type-1 error rate of the mixed-effects model

emains low, regardless of the number of subjects, number of stimuli,

nd the size of random stimulus or subject effects. These results indi-

ate the effectiveness of mixed-effects modelling to test the significance

f accuracy at the group level. There are two further observations. First,

ype-1 error rates of mixed-effects modelling seem to remain low even

f the data are generated from a model that has a different conceptual-

zation of accuracy from that of the mixed-effects model we used (i.e.,

https://db.humanconnectome.org/app/template/Index.vm
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Fig. 2. Simulated Type-1 error ratio of mixed-effects modelling and t -test. DV Eq(1) : dependant variables generated by Eq. (1) , DV Eq(2) : dependant variables generated 

by Eq. (2) , Ranef: the model with the random stimulus effect, SD sub : SD of random subject effect, SD stim : SD of random stimulus effect. 
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Table 1 

Type-1 error of each number of Stimu- 

lus/Subject and method. 

Stim\Sub 22 45 

Ranef 20 0.048 0.044 

40 0.041 0.039 

t -test 20 0.392 0.421 

40 0.382 0.413 
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q. (2) ). These results demonstrate the robustness of the analysis model

n Eq. (3) for potential model misspecification. Second, even though

ixed-effects modelling generally keeps Type-1 error rate low, it still

xhibits Type-1 error rate slightly higher than the nominal level (2.5%).

e believe this is because sample sizes were generally small in our sim-

lation (both in terms of number of subjects and stimuli), as is typi-

ally observed in neuroimaging studies. Previous studies showed that

odels with multiple random effects tend to underestimate standard

rrors (thus increasing Type-1 error rates) when sample size is small

 McNeish 2017 ). 

We also conducted an additional simulation to compare the statis-

ical power of the by-subject t -test and mixed-effects modeling. Specif-

cally, we set the true correct classification rate at 60% (when there

re no random subject or stimuli effects) and examined whether the

wo methods can correctly indicate that the observed accuracy is sig-

ificantly different from the chance level (50%). Because Type-1 and

ype-2 error rates are inversely related, we expected a higher statistical

ower with the by-subject t -test than with the mixed-effects modeling.

his expectation was supported (Fig. S1). The results showed that the

 -test generally had higher power when the random stimulus effect vari-

nce or number of participants was large. However, under these condi-

ions, we have a substantial increase in Type-1 error rates, and should

ot be seen as an advantage of the t -test approach. The increased power

ith the by-subject t -test is at the cost of the inflated Type-1 error rates,

nd, more importantly, without applying the mixed-effects modelling,

esearchers cannot know the extent of the inflation. However, these ob-

ervations indicate that more samples are needed to apply MVPA to

etect the effects typically observed in previous studies. 

.2. Assessment with a real dataset – ROI-level MVPA 

Table 1 presents the Type-1 error rates of ROI-level MVPA based on

he real data set with randomly permutated labels. With the traditional

y-subject one-sample t -test, many of the permutated (randomized) data

howed false positive statistically significant performance and the type-

 error rate significantly increased (error rate range: 0.382–0.421). The

alse-positive rate increased when sample size was larger (45 as opposed
5 
o 22) or the number of stimuli was smaller (20 as opposed to 40). This

s consistent with the simulation results described above. Mixed-effects

odelling, on the other hand, kept the Type-1 errors close to a nominal

ate (alpha = 0.025, as we only counted statistically significant results

hat were above 50%, not below 50%), although the rate is still slightly

nti-conservative (error rate range: 0.039–0.048). The slight anticon-

ervatism is consistent with the simulation results. Nevertheless, mixed-

ffects modelling offers more protection from the inflation of Type-1 er-

or rates, indicating the usefulness of these methods. Fig. 3 also showed

he distribution of the p values from the two analyzes (with number of

articipants = 45 and number of stimuli = 40). Mixed-effects modelling

howed a uniform distribution of p values, which is expected when the

ull hypothesis is correct ( Wang et al., 2019 ); on the other hand, the

onventional one-sample t -test showed a strongly skewed distribution

here most of the p values clustered below the significance level (i.e.

 < .05), despite category labels being randomly defined. 

.3. Assessment with a real dataset – voxel-level MVPA 

The result of searchlight analysis to classify stimulus type conditions

places or faces) based on the real data set is summarized in Fig. 4 . With

he conventional one-sample t -test, most of the voxels were statistically

ignificant, except in somatosensory and posterior cingulate regions, ir-

espective of the number of stimuli or subjects, meaning that almost

ll of the brain areas were able to classify these two categories. Using

ixed-effects modelling with random stimulus effect, on the other hand,

he classification performance was only statistically significant in visual
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Fig. 3. Distributions of p -value for the permutation tests. 

Fig. 4. The result of the searchlight analysis with and without the random stimulus effect. Ranef: the model with the random stimulus effect. 
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reas after family-wise error (FWE) correction ( 𝛼 = 0 . 05 , Bonferroni cor-

ected, cluster threshold = 5), irrespective of the number of stimuli and

ubjects. In addition, the prefrontal regions reached statistical signifi-

ance when the number of stimuli and/or subjects was larger. Again, as

e do not know the ground truth (i.e., whether the searchlight voxels

an truly distinguish place vs. face), we cannot determine whether these

ignificant activations are false positives or not. However, these results

ndicate that researchers could draw completely different conclusions

rom the identical MVPA analysis depending on the way they evaluate

roup-level statistical significance. 

. Discussion 

Although the importance of incorporating random stimulus effect

as been well recognized in psychology and linguistics ( Baayen et al.,

008 ; Barr et al., 2013 ), the neuroimaging community seems less aware

f this issue, except only for a few instances (e.g., Westfall et al. 2017 ).

sing simulated and real fMRI data, we demonstrated the potential dele-

erious influence of random stimulus effects when they are not appropri-

tely modelled while testing group-level statistical significance of clas-
6 
ification accuracy in MVPA. Specifically, we showed that presence of

 random stimulus effect could considerably increase Type-1 error rates

or the conventional by-subject t -test, especially when the number of

ubjects is large, the number of stimuli is small, or random stimulus ef-

ect is large (relative to random subject effect). We also demonstrated

hat generalized mixed-effects modelling with random stimulus effect

ould be an effective solution to this issue. In fact, in both simulation

nd real-data studies, mixed-effects modelling substantially prevented

uch an inflation of Type-1 error rate (although it was still slightly above

he nominal level in some cases). 

There are a few previous studies which criticized classification accu-

acy for the group-level significance test of MVPA ( Gilron et al., 2017 ;

telzer et al., 2013 ; Todd et al., 2013 ; Wang et al., 2020 ). A primary

roblem that has been identified is that confounds (e.g., random in-

ividual differences in experimental condition preference, familiarity,

r difficulty) can artificially inflate significant effects when testing a

roup-level effect with summary statistics such as classification accu-

acy ( Todd et al., 2013 ). This is because summary statistics discard the

ign or direction of the underlying effects; thus, information regarding

he sign or direction of the underlying effects is not utilized in the group-
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evel statistical test ( Todd et al., 2013 ; Gilron et al., 2017 ). Another

roblem is that probability distribution of classification accuracy is non-

aussian because of the low number of observations; as a result, several

ssumptions of the t-statistic are not met, rendering the procedure in-

alid ( Stelzer et al., 2013 ). Our paper highlights an additional critical

ssue that has been overlooked in the literature. 

Westfall et al. (2017) stated the influence of ignoring the ran-

om stimulus effect on traditional univariate fMRI studies and

eveloped a method that can solve the problem of Type-1 er-

or inflation ( Westfall et al., 2017 ). Important differences between

estfall et al. (2017) and our paper is not only the unit of target vari-

ble (i.e., univariate and multivariate) but also the applicability of the

roposed method in future studies. Most of the univariate fMRI studies

enerally employ a “two-step ” procedure. In the two-step procedure,

ndividual-level parameters are first estimated followed by the integra-

ion of these parameters (this is often conducted using a by-subject t -

est). The two-step approach makes the estimation much less demand-

ng ( McNabb and Murayama 2021 ), but the method essentially pre-

ludes the possibility of incorporating random stimulus effect, as in-

ormation about the stimulus is lost in the first step. Thus, the current

redominance of the two-step approach creates a big challenge to ap-

ly a method proposed by Westfall et al. (2017) . On the other hand, in

he context of MVPA, mixed-effects modelling is applied to the subject

stimulus matrix of accuracy ( Fig. 1 ), which is the output of machine

earning classification. In other words, mixed-effects modeling does not

eed to be incorporated in the machine learning classification itself,

nd it also does not concern the type of machine learning models used

n MVPA (e.g., support-vector machine, deep learning, etc.). These fea-

ures make the implementation of the proposed method much easier

e.g., it can be performed with a few lines of additional code). In ad-

ition, as mixed-effects modeling is applied to a relatively small data

atrix, it is computationally cheap (i.e., the results are obtainable in a

ew seconds). 

Our research has also demonstrated counter-intuitive effects of sam-

le size (i.e., number of subjects) and the inflation of Type-1 error rates

hen random stimulus effect is not appropriately modeled. Specifically,

ncreasing the sample size substantially increases Type-1 error rates.

hen irrelevant features (e.g., “sun ” in the example described in the in-

roduction) appear to be present in one category more frequently than

n the other category, even if the brain does not contain information to

istinguish the categories (e.g., beach vs. mountain), MVPA (falsely) se-

ects the irrelevant feature to make the classification look correct. With a

arger sample size, this artefact increased correct classification because

he irrelevant features are more likely to be deemed as statistically sig-

ificant with the by-subject t -test. Mixed effects models, conversely, con-

ider this artificial inflation of correct classification as part of the sam-

ling error due to the selection of stimulus, thus preventing the increase

n Type-1 error rate. Large sample size is generally encouraged to ensure

ufficient statistical power and reproducibility ( Calin-Jageman et al.,

019 ). However, unless the random stimulus effect is appropriately con-

rolled, the collection of many subjects ironically results in the inflation

f Type-1 error. However, this does not mean that researchers should

top collecting more data —the implication of our findings is simply that

esearchers should use appropriate statistical models to evaluate their

ata. 

One critical question is, how common are large random stimulus

ffects? This depends completely on the design and stimuli of the exper-

ments. If homogeneous stimuli are used or the same stimuli are used

etween the conditions, random stimulus effects are relatively small and

ould have a minimal impact on the conclusion drawn from a by-subject

 -test. Our demonstration with a real fMRI dataset is just one instance in

his respect and does not necessarily mean that the degree of impact is

he same as in other fMRI studies. This point must be considered when

nterpreting the permutation analysis of the real fMRI dataset ( Table 1 ).

n each permutation, face and place pictures were intermixed in one cat-

gory label and in the other category label, which were randomly deter-
7 
ined. This indicates that the heterogeneity of pictures within a cate-

ory label is relatively large (because there are pictures of both faces and

laces), likely resulting in the large underestimation of standard errors

hen a by-subject t -test was used. This is also the case for the follow-

ng whole-brain analysis: even within face and place pictures, there are

arge heterogeneities. This dramatic change in the picture may reflect

he heterogeneity of the stimuli used in the analysis. 

At the end, we would like to make a few notes. First, while it is true

hat mixed-effects modelling can prevent the excessive inflation of Type-

 error rates, we should be careful not to interpret our results as suggest-

ng the general prevalence of false-positive findings in MVPA studies.

ur results simply showed that conventional modelling increases (false)

ignificant results when the true classification accuracy is at the chance

evel. However, our results do not tell anything about the base rate of

he situation when true classification accuracy is indeed at the chance

evel. Second, it should also be noted that the proposed method is only

ffective to address random stimulus effects in MVPA. Haynes (2015) for

xample, discussed several other limitations of MVPA such as accuracy

nterpretation, overfitting, and circular inference. However, these are

eparate issues, and researchers should take other appropriate measures

o address them. 

Finally, it is practically useful to consider when the conventional by-

articipant analysis does not inflate Type-1 error rates. Our simulation

 Fig. 2 ) and previous studies have shown ( Murayama et al., 2014 ) that

sing a larger number of stimuli reduces Type-1 error rates. While this

ounds like a good solution, it is often difficult to increase the number

f stimuli because of the limited time for scanning. Another, perhaps

ore realistic, alternative is to prepare a large number of stimuli and

andomly distribute a small set of stimuli to different participants. Al-

hough not common in the literature, such a stimulus selection proce-

ure reduces the dependency between participants due to the shared

timuli, minimizing the risk of by-participant analysis. 
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