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Abstract

Statistics is fundamental for climate science. It helps making sense of its complex and

multi-scale features by characterizing its aggregated behaviour. However, statistical

methods used to extract causal information about this behaviour are often based on

correlation and pattern detection, which lack a causal interpretation. Causal networks

are emerging as a framework that can bridge statistics and causal meaning.

This thesis seeks to contribute in advancing the use of causal network-based meth-

ods for the understanding of sub-seasonal to seasonal variability and predictability.

The system of interest is the Southern Hemisphere mid-to-high latitude large-scale cir-

culation variability in spring-to-summer, which is characterised by a strong downward

influence of the stratospheric polar vortex on the tropospheric eddy-driven jet and its

seasonal latitudinal shifts. The coupling extends the predictability of the troposphere

due to the usually more predictable stratospheric dynamics.

In this thesis, firstly the strength and timescale of the coupling are estimated from

reanalysis with a time-series causal network, revealing the biasing effect of the vor-

tex internal dynamics on all cross-correlations with the jet. The detected coupling

can explain the enhanced jet autocorrelations and the effect of ozone depletion on its

poleward trend in the late 20th century. Secondly, the predictability of the coupled

variability is studied with a Bayesian causal network with a large ensemble hindcast.

Marginal predictability is found given long-lead drivers, such as El Niño Southern Os-

cillation and Polar Night Jet oscillation. The jet is highly predictable given the vortex

state, also for its poleward shift, confirming a hypothesis present in the literature.

Motivated by the presence of non-stationarity in this system, a causal discovery

algorithm for regime-dependent non-stationarity is proposed. Its skill is shown for a

suite of synthetic systems and one real-world example.
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Chapter 1

Introduction

1.1 Motivation

Statistical analysis is ubiquitous in atmospheric and climate science. Statistical tools are funda-

mental to aggregate, correlate, quantify and interpret observations, as well as the large amount of

model data at our disposal. While first principles and fluid dynamics equations underpin weather

and climate phenomena, and our deeper understanding thereof, they are often only a guiding star in

interpreting the complexity of the world we see through data. In the real world, many of the simpli-

fying assumptions of our theories do not apply, or only in part. In addition, many of the large-scale

phenomena of Earth’s climate are not apparent from the underlying microscopic equations, since

they “emerge” from multiple-scale and multi-actor interactions, i.e. the collective behaviour of the

atmosphere, land and ocean. For example, various large-scale oscillation modes in the ocean and

atmosphere, including the Quasi-Biennial Oscillation (QBO), the El Niño Southern Oscillation

(ENSO) or the Madden-Julian oscillation (MJO), and their influence on far away parts of Earth’s

climate (teleconnections), emerge as well recognizable phenomena only when zooming out of the

detailed microscopic interactions into the appropriate time and space scale. The climate itself can

be seen as an emergent property of the weather: looking at day-to-day weather one cannot see

it, but only looking at its aggregate behaviour year after year. Statistical analysis has led to the

discovery of crucial elements of climate variability, such as ENSO. The atmospheric Southern

Oscillation, describing the relationship of the surface air pressure between the Indian and Pacific

Oceans, was discovered via correlation analysis by Walker (1925) and Walker and Bliss (1932).
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1. INTRODUCTION

This discovery led eventually to its connection with El Niño and La Niña, ocean phenomena of

unusual warming or cooling of surface waters in the eastern tropical Pacific Ocean (Bjerknes, 1966,

1969).

Statistics is thus fundamental for atmospheric and climate science, helping us making sense

of its complex and multi-scale features by characterizing its aggregated behaviour. However,

statistical methods used for the purpose of extracting causal information are often based on correl-

ation and pattern detection, which lack a clear causal interpretation. The lagged cross correlation

between the time series of two climate indices is commonly used as follows: the peak of the

cross correlation is often interpreted as identifying the time scale of the influence of the leading

variable onto the other. Another example is the use of multiple linear regression (MLR), where

the coefficients are interpreted as representing the strength of the casual influence of the drivers

(regressors) onto the target (regressand). In the case of MLR, the causal interpretation is given

before the analysis is done, as the regressors are identified a priori as causes. For lagged correlation

this may not be the case, as sometimes the analysis is performed to discover which variable leads

the other. Yet, as we will see, also this supposedly data driven discovery can be very flawed in its

causal interpretation.

Indeed, data never speaks for itself and a modelling framework (with its causal assumptions)

is always needed for causal interpretation, whether this is presented explicitly or not (Pearl, 2009b;

Kretschmer et al., 2021). To quote Harold Jeffreys in his book Theory of Probability, “It is

sometimes considered a paradox that the answer depends not only on the observations but on the

question; it should be a platitude.” (Jeffreys, 1939). Yet the disconnect between statistical practice

and physical reasoning in climate science is still present (Shepherd, 2021). This is particularly

evident in the case of correlations, where their physical and causal interpretation of the coefficients

is often accompanied with the caveat that “correlation does not necessarily imply causation”.

This statement generally calls for either further and different investigations (e.g. with targeted

modelling experiments, where causality can be more clearly isolated). Or it requires a theory-

guided interpretation of the correlation coefficients, grounded in casual reasoning.

Many scientists have been arguing that the statistical analysis used in climate science needs

to be rooted on stronger grounds that introduce more explicitly the concept of causality (e.g.

Ebert-Uphoff and Deng, 2012; Runge et al., 2019a; Shepherd, 2021; Kretschmer et al., 2021).
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1.2 Stratosphere-troposphere coupling in the extratropics

Causal understanding is after all the ultimate goal of the application of statistics in climate science

(Shepherd, 2021). Causal analysis, and its main modelling tool of causal networks (Pearl, 2000;

Spirtes et al., 2000), have indeed been increasingly adopted in the climate community over the past

few decades. Successful applications range from testing hypotheses (e.g. Kretschmer et al., 2016;

Di Capua et al., 2020) to statistical forecasting (e.g. Di Capua et al., 2019; Polkova et al., 2021)

and model assessment (e.g. Hirt et al., 2020; Nowack et al., 2020), supporting the call for blending

standard statistics with causal tools in climate science.

The goal of this thesis is to advance our understanding and use of causal network-based methods

for the statistical analysis of sub-seasonal to seasonal variability and predictability. The main

system studied is the Southern Hemisphere mid-to-high latitude large-scale circulation variability

between late austral winter and early summer. In this time of the year, the interaction between the

stratosphere and troposphere is particularly strong in the downward direction, and this gives rise to

the potential for extended predictability of the troposphere. Yet quantification of the coupling as

well as the predictability arising from long-lead driver is still uncertain. The coupling also offers a

promising pathway to study the stratospherically-mediated effect of anthropogenic climate change

on atmospheric circulation, including the effect of stratospheric ozone depletion and recovery in

the late 20th century and early 21th century, respectively.

The remainder of this chapter consists of an introduction to the stratosphere-troposphere dy-

namical coupling and its role in sub-seasonal to seasonal predictability (Section 1.2). The focus

is then placed on the specific features of the Southern Hemisphere coupling between late austral

winter and early summer (Section 1.3). Causal networks and their application to climate science

studies are briefly introduced (Section 1.4) but an extensive mathematical description and asso-

ciated statistical methods for estimation and discovery are found in Chapter 2. Finally, the open

scientific questions on the use of causal networks in climate science addressed by this thesis are

presented, and the specific contributions of this thesis are outlined (Section 1.5).

1.2 Stratosphere-troposphere coupling in the extratropics

The coupling between stratospheric and tropospheric dynamics (S-T coupling) has been a topic of

major interest in the past few decades. In recent years, new results are shedding light on the various
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1. INTRODUCTION

mechanisms involved and the differences and commonalities between hemispheres (e.g. Kidston

et al., 2015; Baldwin et al., 2021). Despite this progress, this remains a very active area of research

due to the several and crucial remaining open questions, such as a lack of complete theoretical

explanation (Kidston et al., 2015) and its untapped potential for sub-seasonal to seasonal (S2S)

predictions (Scaife et al., 2022).

The possibility of significant stratospheric effects on the troposphere has important implications

for the understanding of climate variability on time scales from weeks to decades (Butchart, 2022).

For the month-to-month and year-to-year variability, the coupling might help in bridging the

tropospheric circulation with variations in the solar cycle (e.g. Kodera and Kuroda, 2002; Ineson et

al., 2011), inputs of volcanic aerosol (e.g. Muthers, 2014), the equatorial Quasi-Biennial Oscillation

(QBO) (e.g. Gray et al., 2014; Rao et al., 2021; Anstey et al., 2022) and the Madden-Julian

Oscillation (MJO) (e.g. Haynes et al., 2021). This is opening new perspectives for the improvement

of S2S forecasts of Numerical Weather Prediction models (NWPs), still to be fully exploited (as

reviewed in Tripathi et al., 2014; Domeisen et al., 2020b; Scaife et al., 2022). S-T coupling is

further emerging as a key driver of extreme weather events (as reviewed in Domeisen and Butler,

2020).

The role of S-T coupling could be important also to better constrain the atmospheric circulation

response to climate change. The stratosphere can be directly influenced by increased greenhouse

gas (GHG) concentration and ozone depletion, and thus propagate this information downward via

S-T coupling (e.g. Sigmond and Scinocca, 2010; Manzini et al., 2014; Ceppi and Shepherd, 2019;

Mindlin et al., 2021). Reducing uncertainty in the representation of the mechanisms and variables

involved in S-T coupling could reduce uncertainty in the tropospheric circulation changes. This

is particularly salient since today many aspects of circulation changes remain uncertain, largely

due to a lack of agreement among GCMs and of poor understanding of the driving mechanisms

(Shepherd, 2014). Yet this aspect is crucially important to anticipate potential impact on humans

and ecosystems. Changes to atmospheric circulation are expected to influence considerably both

extreme weather events and seasonal patterns affecting, among others, food and energy security,

water resources, biodiversity and the quality of life in urban and rural environments (IPCC, 2022).

One of piece of the puzzle to achieve more confidence in long-term climate projection is to enhance

the skill of S2S predictions with NWPs through better understanding and representation of S-T
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coupling (Tripathi et al., 2014; Kidston et al., 2015; Domeisen et al., 2020b; Scaife et al., 2022).

The rest of this section is devoted to introducing the main features of the stratospheric and

tropospheric dynamics relevant to this thesis (Section 1.2.1). Then S-T coupling is described

through its main phenomenological (Section 1.2.2) and theoretical (Section 1.2.3) aspects. Finally,

its importance for enhanced seasonal predictability of the troposphere is outlined (Section 1.2.4).

1.2.1 Stratosphere and troposphere in the extratropics

The Earth’s atmosphere is conventionally divided into layers due to changing characteristics of

the composition and dynamics with height. The lowest layer is called the troposphere, reaching

from the surface to the tropopause and accounting for the bottom 10-20 km of the atmosphere (∼

from 1000 hPa to 100 hPa in standard atmosphere). The troposphere is characterized by decreasing

temperature with height, appreciable vertical motion and water vapour, and is where most of the

weather occurs. A prominent feature of the mid-to-high latitude tropospheric circulation is the

presence of a westerly current, called the mid-latitude jet stream, also known as polar-front jet.

Jet streams are fast flowing, narrow bands of wind in the upper troposphere that circle their way

around the globe. The two major jet streams, the polar-front jet and the subtropical jet, form

where air masses of different temperatures converge. The greater the difference in temperature, the

stronger the winds. They are predominantly westerly winds due to the rotation of the Earth. To a

first approximation, the polar-front jet stream is supported by convergence of eddy momentum flux

by baroclinc eddies (Held, 1975; Rhines, 1975) hence it is also known by the term eddy-driven

jet. Eddies being fluid currents whose flow direction differs from that of the general flow. The

latitude and intensity of the eddy-driven jet are sensitive to the changes in tilting and stretching of

eddies. Due to its variable nature this jet can sometimes merge with the subtropical jet. Unlike the

subtropical jet, however, the eddy-driven jet is deep so it can be separated from the former jet by

studying the flow at lower levels. Note that in this thesis, the tropospheric eddy-driven jet will be

sometimes referred to as jet for short.

The stratosphere is the region of the atmosphere extending from the top of the tropopause to

the base of the mesosphere (or stratopause), roughly from 10-20 to 50 km ( ∼ from 100 hPa to

1 hPa). The stratosphere is characterized by constant or increasing temperatures with increasing
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height and marked vertical stability. The temperature profile characterizing the stratosphere results

from high ozone concentrations (O3) which absorb ultraviolet radiation (Mohanakumar, 2008).

Although ozone is foremost produced in the tropical stratosphere, highest concentrations are found

in the polar region. The redistribution of ozone by the meridional stratospheric circulation was first

proposed by Brewer in 1949 and Dobson in 1956 and was subsequently called the Brewer-Dobson

circulation (Brewer, 1949; Dobson, 1956). This global-scale cell transports upwelling air from

the tropics poleward where it sinks and warms due to compression (Mohanakumar, 2008). During

boreal summer, the temperatures in the Arctic stratosphere are even higher than in the tropics and as

a result, a weak easterly flow surrounds the polar stratosphere. This distinguishes the stratospheric

from the tropospheric circulation, where the westerly polar jet circles the globe year-long. In the

winter hemisphere during the polar night, the lack of incoming solar radiation leads to a drastic

cooling of the stratosphere at high latitudes. A strong temperature gradient between Equator and

Pole then induces the formation of a band of fast moving westerlies in the stratosphere, also known

as the polar night jet or polar vortex, which act as a transport barrier and isolates the cold pole

air inside from mixing with warmer lower-latitude air. The vortex breaks down in spring, when

solar radiation becomes stronger and forms again in the next cold season (Mohanakumar, 2008).

Note that in this thesis, the term polar vortex will be used interchangeably to indicate both the

stratospheric vortex and the polar night jet.

The stratosphere and troposphere are dynamically very different. The much less dense, but

more highly stratified, dry and stable stratosphere with its strong winds cannot support the dynamics

that characterize weather systems. For a long time, it was assumed that the stratosphere exhibits

only very little intra-seasonal variability (Labitzke, 1999). The discovery in 1952 by German

meteorologist Richard Scherhag of a rapid increase of NH stratospheric temperatures by about 30

degrees Celsius in a few days marked a change in understanding (Scherhag, 1952; Labitzke, 1999).

This phenomenon is today famously known as a sudden stratospheric warming (SSW) (Butler

et al., 2015; Baldwin et al., 2021). It is now well understood that the stratosphere experiences large

intraseasonal to interannual variability, due to a number of mechanisms (see Section 1.3.2), and

that this not only affects stratospheric dynamics but also the troposphere.
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1.2 Stratosphere-troposphere coupling in the extratropics

Figure 1.1: Monthly-mean climatologies of zonal-mean zonal wind. ERA-Interim, 1979-2017.

1.2.2 Observational characteristics

Investigations of coupled variability of the stratospheric and tropospheric circulations are a compar-

atively recent phenomenon in the meteorological literature. But today there is abundant evidence

of the two-way coupling between the mid-to-high latitude tropospheric and stratospheric dynamics.

Much of this work can be traced to a study by Kodera et al. (1990), which noted that lag-correlations

between the averaged December zonal-mean zonal wind anomalies1 at 1 hPa, 50º N and the av-

eraged monthly zonal-mean zonal wind at each grid point over the vertical domain underneath

appeared to migrate poleward and then downward over the course of 2-3 months. The dynamics

of this poleward and downward migration in the NH are discussed in detail by Hitchcock (2012).

A similar behaviour was documented for the SH by Kuroda and Kodera (1998) using a multiple

empirical orthogonal function analysis (EOF) on zonal-mean zonal wind. The overall features of

this progression were found to be similar to the NH, except that in the SH the entire sequence of

evolution was closely locked to the annual cycle and that it required a longer period of 6 months

(Baldwin and Dunkerton, 2001). It is now also established that the intensity of the SH coupling

maximises between late spring and early summer, generally around the time of the SH stratospheric

1Anomalies here are deviations from a long-term monthly average.
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polar vortex breakdown (Black and McDaniel, 2007; Byrne et al., 2017), as seen through both

the coherent vertical structure of the zonal-mean zonal wind and geopotential height (Kuroda and

Kodera, 1998; Thompson and Wallace, 2000).

The S-T coupling is clearly reflected in the correlated dynamics of the stratospheric polar vortex

and the tropospheric eddy-driven jet. A colder stratosphere and strengthened vortex generally

corresponds to a poleward shift of the jet, and conversely a weakened polar vortex corresponds

to an equatorward shift (Kidston et al. (2015) and references therein). This effect is seen in

both hemispheres and on time scales from seasonal (e.g. Ineson and Scaife, 2009) to decadal

(e.g. Labitzke, 2005; Yamashita et al., 2015) to centennial (e.g. Scaife et al., 2012), thus the

phenomenon seems to be rooted in some potentially fundamental mechanism. Whether in all these

cases this arises from a downward, upward or mixed influence is not clear. However, in cases

where forcing on the stratosphere is external to the troposphere (e.g. ozone hole, solar and with

model experiments) the downward propagation is evident (e.g. McLandress et al., 2010; Tripathi

et al., 2014). One example of the downward coupling that can be observed every year is around

the time of the SH polar vortex breakdown, which is the focus of this thesis. More details on the

dynamics of the Southern Hemisphere polar vortex and jet relevant to this thesis will be presented

in Sections 1.3.1 and 1.3.2.

1.2.3 Elements of dynamical theory

Because the large-scale extratropical dynamics of the atmosphere is inherently vertically and

horizontally non-local, changes in the stratosphere must affect the troposphere and vice versa,

thus a two-way interaction seems to be inevitable. In fact there is abundant observational and

modelling evidence for stratosphere-troposphere coupling in both directions. But while the physical

mechanisms underpinning the coupling have been studied extensively, a comprehensive theory

remains elusive, making the system of particular ongoing interest.

From a dynamical point of view, both the stratosphere and troposphere can be mathematically

described via their mean flow and their wave (or eddy) components. The latter consists of planetary

waves in the stratosphere, and also of synoptic scale eddies in the troposphere. Within each layer,

the interaction between the mean flow and eddies is a two-way mechanism due to breaking and

dissipation of the waves. The stratosphere and troposphere of course also interact, and this happens
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via dynamics related to the mean circulation or thanks to downward and upward wave propagation.

This fully coupled schematic is shown in Figure1.2, a reproduction from Haynes (2005a).

Figure 1.2: Schematic diagram indicating the role of different aspects of dynamical mechanisms in the

stratosphere-troposphere coupling dynamics. A reproduction from Haynes (2005a). Note that ‘dynamics of

mean circulation’ includes non-local PV inversion (or equivalently the short-time effect of the meridional

circulation) and the effect of the meridional circulation on longer time scales, including the ‘downward

control’ limit.

The upward dynamical influence of the troposphere on the stratosphere is the most understood

aspect and the underlying theory is widely accepted. It happens through the upward propagation

of waves, both low-frequency large-scale Rossby waves and high-frequency inertia-gravity waves

(Haynes, 2005b), which can be generated from orography as well as tropical convection and

extratropical weather systems. The waves can be either reflected back to the surface, or they can

break and deposit easterly momentum, which rapidly warms the polar stratosphere and slows (and

even reverses) the polar vortex winds. Simple theories of wave propagation, experiments in many

different types of numerical models, and observational indicators all support this understanding (e.g.

Charney and Drazin, 1961; Yoden et al., 2002; Haynes, 2005b). If the stratospheric westerly flow is

sufficiently weak, this mechanism can give rise to (major) SSWs, impressive fluid dynamical events
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in which large and rapid temperature increases in the winter polar stratosphere are associated with a

complete reversal of the climatological wintertime westerly winds (Baldwin et al., 2021). SSWs are

common in the NH, where they occur around every other year. SSWs can be termed minor warming

if the stratospheric (e.g., at 10 hPa) temperature gradient between polar and midlatitudes reverses

alone, and major warming if the polar night jet further reverses to easterly (Butler et al., 2015).

The only observed SH SSW (major warming) was in 2002, and a near-SSW (minor warming)

was seen in 2019. Studies of dynamically induced early breakdowns in the SH (major and minor

warmings)(Hardiman et al., 2011; Hu et al., 2014; Jucker et al., 2021; Shen et al., 2022), found

that events in this broad category have a frequency of about four events per decade (Shen et al.,

2022), while actual SSWs is estimated to occur only once every 25 years or so (Jucker et al., 2021).

The sharply contrasting behaviour between tropospheric wave sources in the NH and SH is the

principal reason for such different winter evolutions of the extratropical stratospheres, with the SH

having less topography and land-sea contrast which generates on average fewer waves perturbing

the stratospheric polar vortex (Plumb, 1989; Scaife and James, 2000; Waugh and Polvani, 2010).

On the other hand, the downward influence of the stratosphere on the troposphere is still an

open problem. Given the low mass of the stratosphere, its tropospheric impact was long regarded

as minor. However, the impacts of events such as the SSW are hard to explain without introducing

a downward influence (Butler et al., 2015; Domeisen and Butler, 2020; Baldwin et al., 2021).

There are a number of proposed mechanisms by which stratospheric variability might influ-

ence the troposphere. Following the classification in Tripathi et al. (2014), these can be broadly

divided into three groups. The first is the large-scale adjustment in the troposphere to stratospheric

potential vorticity anomalies; this mechanism describes the balanced geostrophic and hydrostatic

response of the tropospheric flow to stratospheric potential vorticity (PV) anomalies, giving rise

to changes in wind and temperature in the troposphere (e.g. Ambaum and Hoskins, 2002). If the

restriction is made to zonal-mean fields, then the vertical nonlocality of PV inversion is precisely

equivalent to a statement that a wave-induced force localised to the stratosphere will, through

the instantaneous induced meridional circulation, give rise to an acceleration in the troposphere

below and many of the papers on this topic have chosen the latter description (Haynes, 2005b).

On longer timescales, in the presence of radiative damping, the meridional circulation tends to be

narrower and deeper below (a ‘downward control’ response in the steady state limit) (e.g. Haynes
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et al., 1991), potentially allowing an enhanced tropospheric response to a stratospheric wave force.

The second is planetary wave–mean flow interaction, which involves what happens to upward

propagating planetary-scale waves due to wave–mean flow interaction in the stratosphere. Not all

the upward propagating planetary waves are absorbed or propagate in the stratosphere, but some

can be reflected and propagate downward, cross the tropopause and continue to the troposphere,

where they couple with the tropospheric planetary waves and subsequently modify the zonal mean

flow. The potential reflection of upward propagating planetary waves occurs due to anomalous

gradients in the stratospheric zonal wind when the stratospheric polar vortex is in certain states.

The third mechanism accounts for the influences of stratospheric changes on the development or

structure of tropospheric baroclinic systems, and for example include influences on eddy phase

speed, influences on eddy length scales and more (see Tripathi et al., 2014 for a discussion).

At present there is no consensus in the literature on which, if any, of the above mechanisms

can be considered as dominant to the downward influence. Nevertheless, overall it is believed that

the coupling must involve al least two mechanisms: a forcing to communicate the stratospheric

perturbation to the troposphere, and a tropospheric feedback mechanism to amplify the response.

In addition, it is relatively well understood now that the wave–mean flow interactions associated

with the critical layer mechanism for downward propagation (that originally proposed by Matsuno

by which the zonal wind reversal migrates slowly downwards from the upper stratosphere) only

reach the tropopause (e.g. Hitchcock and Haynes, 2016). Further, many studies have shown that

the persistent lower-stratospheric anomalies are important for a continued tropospheric response

(Hitchcock and Simpson, 2014; Maycock and Hitchcock, 2015; White et al., 2020), with it being

mechanistically attributed to the induced meridional circulation by the lower stratospheric radiative

recovery (Thompson et al., 2006; White et al., 2022).

Because the search for a mechanism has been so elusive while the phenomenon seems quite

universal (see above), some works suggest that the tropospheric response to stratospheric perturb-

ation may be just the intrinsic circulation response to any forcing (e.g. Gerber et al., 2008; Breul

et al., 2022), reminiscent of the Fluctuation Dissipation Theorem (Gritsun and Branstator, 2007).
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1.2.4 Role of S-T coupling in extended predictability

A relevant aspect of stratosphere-troposphere coupling is its potential to improve seasonal forecasts,

including by increasing the lead-time of skilful forecasts both for anomalous conditions and for

extreme weather events, and their impacts (Domeisen and Butler, 2020; Scaife et al., 2022, and

references therein). Many numerical studies have clearly shown that an enhanced representation

of the stratospheric state gives a more accurate forecast and longer time-window of predictability

for the troposphere (e.g. as reviewed by Tripathi et al., 2014; Domeisen et al., 2020b; Scaife et al.,

2022).

One modelling technique employed to assess the overall impact of stratospheric conditions

on tropospheric forecasts is that of changing the representation of the stratosphere, by degrading

(improving) it with lower (higher) stratospheric resolution or by raising/lowering the top level of

the model. As an example for the SH, Roff et al. (2011) quantified the extended-range forecast skill

that may be gained in spring by increasing stratospheric vertical resolution, being spring the time of

the year when the downward S-T coupling is strong, and found increase skill in th stratosphere but

also in the troposphere. Another experimental design is one of perturbation (i.e. adding additional

artificial forcing to the stratosphere) and relaxation (i.e. damping the stratospheric state towards

observations or other target states of interest) techniques, which allow to be more specific on the

mechanism for different regions and at different times. These have been applied to extreme winter

seasons in the NH and its S-T coupling (e.g. Douville, 2009; Hitchcock et al., 2013). Lastly, the

approach of conditional hindcasting quantifies the stratospheric impact on tropospheric forecast

skill by contrasting hindcasts with different stratospheric conditions, with the advantage of avoiding

artificial perturbations (e.g. Sigmond et al., 2013; Byrne et al., 2019). A hindcast, also known as

a historical re-forecast, is a forecast of a past period of time, which can therefore be compared

with observations (or reanalysis). For example, Sigmond et al. (2013) use this approach to assess

the model’s ability to capture observed NAM indices, sea-level pressure, surface temperature and

precipitation following SSWs in the NH. By comparing hindcast initialised at the onset date of

SSW with an with an equivalent set of forecasts that are not initialized during SSWs, they show

enhanced forecast skill for atmospheric circulation patterns, surface temperatures over northern

Russia and eastern Canada and North Atlantic precipitation. In the SH and using a set of seasonal

hindcast simulations initialised on the 1st August, Seviour et al. (2014) studied the variation of
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hindcast skill with time and height of the Southern Annular Mode (SAM). They found that skillful

predictions of the SAM are significantly influenced by stratospheric anomalies that descend with

time and are coupled with the troposphere, with tropospheric skill re-emerging around mid October.

This effect allows skilful statistical forecasts of the October mean SAM to be produced based only

on midstratosphere anomalies on 1 August.

A common conclusion of all the above works is that a better representation of the stratosphere

gives an enhanced predictability of the tropospheric behaviour. In particular, forecasts are gener-

ally found to be significantly better when the stratosphere is found in extreme vortex events, i.e.

stratospheric events which represent a significant departure of the extratropical stratosphere from

its climatological norm. This category mainly includes SSWs in the NH, final warmings in the

SH and polar vortex intensification events (Tripathi et al., 2014). A number of recent modelling

studies dedicated to the SH have provided robust evidence for extended-range predictability of the

extratropical SH troposphere during austral spring and summer (Roff et al., 2011; Lim et al., 2013;

Son et al., 2013; Seviour et al., 2014; Osman et al., 2015; Osman and Vera, 2016). The added skill

arises in part from the stratosphere (e.g. Seviour et al., 2014; Byrne and Shepherd, 2018; Lim et al.,

2018) and is robust to sampling uncertainty (Byrne et al., 2019).

The body of work developed on this topic in the last few decades has motivated operational fore-

casting centres to improve the resolution of the stratosphere in their numerical models to enhance

tropospheric forecast skill (see summary in Domeisen et al. (2020a,b)). Better implementation

of processes, such as gravity-wave drag (GWD) (Polichtchouk et al., 2018) and teleconnections,

are avenues currently being explored to improve forecasts at S2S time scales. Note that better

representation of GWD and its effect on the troposphere also require increased vertical resolution

(Wicker et al., 2022), thus these strategies may need to work in synergy. Given the additional

constraint of limited computational resources for NWP model runs in real time, another strategy

under development is to prioritize model configurations that can most effectively reduce error

growth. For example, in the case of Sigmond et al. (2013), the hindcasting suggests the occurrence

of SSWs as the optimal re-initialization time for the NH. For the SH, the month of November

is suggested as the one that might give the strongest predictability (Byrne and Shepherd, 2018),

although there seem to be predictability from further ahead (e.g. Lim et al., 2018).
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1.3 Southern Hemisphere stratosphere-troposphere coupling

The literature on the S-T coupling on the SH is less abundant than it is for the NH, although quite a

few recent studies have focused on the austral summertime (e.g. Thompson et al., 2005; Son et al.,

2013; Seviour et al., 2014; Byrne et al., 2017; Byrne and Shepherd, 2018; Polichtchouk et al.,

2018; Byrne et al., 2019; Lim et al., 2018, 2019, 2021). Understanding the S-T coupling in the

SH context can have several implications, such as providing better understanding of low-frequency

variability in variations of Antarctic sea ice extent (e.g. Wang et al., 2021, 2020) and understanding

the effect of tropical teleconnections on extra-tropical circulation variability, for example from

ENSO (e.g. Domeisen et al., 2020b; Byrne et al., 2019) and the QBO (e.g. Anstey and Shepherd,

2014; Byrne and Shepherd, 2018; Yamashita et al., 2018).

1.3.1 Tropospheric dynamics

In the troposphere, the mid-latitude tropospheric large-scale circulation throughout the year is

dominated by the eddy-driven jet (Section 1.2.1). Looking at the long term monthly averages, the

main dynamical feature of the jet is that it undergoes a semi-annual oscillation in latitude (SAO, Van

Loon, 1967). The strongest winds are located closest to the pole around the time of the equinoxes

(Karoly and Vincent, 1998), corresponding to maxima in the tropospheric meridional temperature

gradient due to different annual cycles of temperature over Antarctica and the surrounding open

ocean (Van Loon, 1967; Hurrell and Loon, 1994; Meehl et al., 1998; Walland and Simmonds,

1999). This is in contrast with the NH, where winds exhibit more of an annual cycle with the

strongest mid-latitude winds generally found in winter (Kallberg et al., 2005).

The jet vacillations strongly project on the Southern Annular Mode (SAM), also known as the

Antartic Oscillation, which is the dominant mode of variability of the SH extratropical tropospheric

circulation at timescales longer than a couple of weeks (e.g. Karoly, 1990; Kidson, 1988; Hartmann

and Lo, 1998; Thompson and Wallace, 2000) and it impacts surface climate through the subtropics,

extratropics, and polar regions of the SH on timescales from days to seasons (e.g. Thompson and

Solomon, 2002; Silvestri and Vera, 2003; Sen Gupta and England, 2006; Lim et al., 2013; Swart

et al., 2015). The SAM index is a time series, which describes the month-to-month variability

in the SH extratropical circulation between the low pressure located over polar latitudes and the

relatively high pressure at midlatitudes. Generally speaking, more positive indices of the SAM are
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associated with both poleward shifts and strengthening of the jet; conversely more negative indices

of the SAM are associated with both equatorward shifts and weakening of the jet (Hartmann and

Lo, 1998), although the correspondence is not a one-to-one. A positive SAM also coincides with

higher surface pressures and reduced precipitation in the midlatitudes and lower surface pressures

and enhanced precipitation in high latitudes (Hartmann and Lo, 1998; Silvestri and Vera, 2003;

Sen Gupta and England, 2006), and vice-versa for the negative SAM. The SAM is a widely adopted

index to summarize jet variability and its phases are often used predict seasonal anomalies across

the SH extra-tropics. However it is worth noting that the SAM is a very simplified yet useful

description of the midlatitude circulation and its response to external forcing, but it does not

constitute itself a driver (Mindlin et al., 2020).

Since the SH jet tends to be zonally symmetric, differently to its NH counterpart where local-

ised jets are more prevalent (Hartmann and Lo, 1998), the zonal averages have been extensively

used as an approximation for analysing SH mid-latitude circulation variability. Studies of the

zonally-averaged flow of the SH also tend to also emphasise that the mid-latitude westerlies are

approximately equivalent barotropic. Overall, the zonally-averaged and equivalent barotropic view

of the jet is frequently used, and in this thesis this approximation will be adopted to represent the

SH eddy-driven jet.

The variability of the SH eddy-driven jet (EDJ) can be characterised, to first approximation,

as migrations in the meridional direction. These occur on all timescales and have been usually

approximated as a Gaussian red-noise process with an e-folding timescale of about 10 days (Hart-

mann and Lo, 1998). No evidence for any preferred periodicities in this wandering of the jet has

been found. More recently, its timing and amplitude between late spring and early summer have

been shown to be strongly influenced by stratospheric variability, by means of the S-T coupling

(Black and McDaniel, 2007; Byrne et al., 2017; Byrne and Shepherd, 2018). In particular, the

variability appears to be dominated by the stratospheric signal, in contrast to unpredictable noisy

behaviour, as a result of a consistent beginning of the shift of the jet towards the equator around

the time of the vortex breakdown (thus influencing the timing of part of the SAO). In Byrne (2017),

a similar suggestion was made for the variability of the jet around its poleward shift, which instead

happens earlier in late winter/early spring. It was suggested that this shift is influenced by the

lower stratospheric reach of the polar vortex in that time of the year. The role of the stratosphere in
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early spring is supported also by the modelling study in Polichtchouk et al., 2018 where increasing

the parametrized strength of nonorographic gravity wave drag is shown to remove the poleward

transition of the SAO, as a result of a weakening of the vortex during the breakdown period. This

hypothesis will be further explored and confirmed in this thesis (Chapter 5).

1.3.2 Stratospheric dynamics

The Southern Hemisphere winter-time high-latitude stratospheric westerlies (stratospheric polar

vortex, SPV) are considerably stronger than the ones in the NH and exhibit much less daily

variability (Karoly and Vincent, 1998), mostly due to less sources of upward wave fluxes in the SH

due to less topography and land-sea contrast (as seen in Section 1.2.1). Another peculiar feature is

that they shift downward as part of their seasonal cycle, with the strongest winds progressing from

the upper stratosphere in August (late winter) to eventually reach the upper troposphere sometime

in austral summer (Hartmann et al., 1984). The evolution of the zonal-mean zonal wind for the SH

is shown in Figure 1.1. This systematic downward progression is unusual in the NH (Hardiman

et al., 2011).

The distinct behaviour between the hemispheres also extends to the spring, due to contrasting

evolutions in the vortex breakdown event. The SH vortex breakdown is in general driven by, and

in lock-step with, the seasonal cycle, when springtime incoming of solar radiation warms the pole

and destabilises the polar vortex. Thus in the SH the breakdown mostly coincides with what is

called a final warming event. In the NH, the breakdown is more variable, with the event generally

occurring between March and June, and less tied to the seasonal cycle. The larger interannual

variability in the NH can in part be traced to larger vacillations in the vortex in the preceding winter

(Hardiman et al., 2011). Despite its seasonal lock-step, the year-to-year variability of the SH vortex

breakdown is also considerable: in ERA Interim the date spans from late October to early January

(Byrne et al., 2017).

At least three separate mechanisms for interannual variability in the SH extratropical strato-

sphere have been suggested. These can be associated with a set of causal drivers of the SH strato-

spheric variability (and of the tropospheric variability via the S-T coupling), which are schematised

in Figure 1.3.

The first mechanism is associated with interannual variability of the tropospheric circulation, in
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particular of wave sources. Anomalously strong upward propagating planetary waves can advance

the seasonal disruption of the SPV. The waves generally contribute to destabilise the state of the

SPV with a lead time of one month. The wave perturbations are often quantified via the spatially

weighted time-integrated upward wave activity flux at the lower stratosphere (vT-flux) (Rao et

al., 2020; Lim et al., 2021; Reichler and Jucker, 2022). A major tropospheric source of upward

propagating planetary waves is El-Niño Southern Oscillation (ENSO) (Van Loon et al., 1982; Lin

et al., 2012; Byrne et al., 2019; Domeisen et al., 2020b; Stone et al., 2022).

A second important mechanism arises from the equatorial Quasi-Biennial Oscillation (QBO)

(see a review in Butchart (2022)). Holton and Tan (1980) first found that the strength of the

NH winter polar vortex correlated well with the phase of the equatorial QBO: a warmer, weaker

vortex coincided with westward equatorial winds at 50 hPa (or easterly winds, hence QBO-E).

In contrast, when the equatorial winds were eastward the vortex was colder and stronger. They

also noted a QBO signal in the SH zonal wind, this time in spring, further confirmed in, e.g. Hio

and Yoden (2005), Byrne and Shepherd (2018), Yamashita et al. (2018) and Byrne et al. (2019).

Recently Garfinkel et al. (2018) showed predictability of the NH wintertime stratospheric polar

vortex from the QBO in sub-seasonal forecast models. The mechanism underlying QBO–vortex

coupling is generally believed to be that the prevailing winds in the tropical stratosphere influence

the propagation and dissipation of equatorward-propagating extratropical planetary waves, leading

to high-latitude changes in these waves and consequently in the polar vortex (Holton and Tan,

1980; Dunkerton and Baldwin, 1991), but the precise details of how this occurs remain unclear

(Anstey and Shepherd, 2014; Anstey et al., 2022).

A third mechanism regards internal extratropical stratospheric variability. One element is the

stratospheric ozone, with less ozone resulting in a cooling and strengthening of the vortex which

leads to later a breakdown (Mohanakumar, 2008). Indeed studies have shown that anthropogenic

ozone depletion during the last decades of the 20th century has resulted in a strengthened strato-

spheric polar vortex and the breakdown date was delayed by about two weeks (Randel and Wu,

1999; Waugh et al., 1999; McLandress et al., 2010; Young et al., 2013). The poleward and down-

ward evolution of the so-called Polar night Jet Oscillation (PJO) in the high stratosphere, starting

in late winter, also provides a source of variability to the vortex later in the spring (Kuroda and

Kodera, 2001; Kuroda, 2002; Lim et al., 2018). Variability in the stratospheric circulation has
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also been found to emerge as a result of a persistence of perturbations to the sub-tropical strato-

spheric circulation from one winter to the next (Scott and Haynes, 1998). This persistence arises

because the smaller Coriolis parameter at low latitudes results in longer radiative damping times of

perturbations compared to the extra-tropics. This so-called low-latitude ‘flywheel’ effect imprints

a distinct two-year periodicity to variability in the mid-latitude stratosphere (Gerber et al., 2010;

Byrne et al., 2016). Finally, a multiplicity of seasonal evolutions of the stratospheric polar vortex

have been suggested, as a result of the inherently non-linear nature of primitive equation models of

the stratosphere under forcing (e.g. Scott and Haynes, 2000, 2002). This view has been confirmed

by Byrne et al. (2017) and Byrne and Shepherd (2018) which found that the variability of the SH

SPV (and the downward coupling) can be seen as a non-stationary evolution of a deterministic

seasonal cycle, rather than random variation around a climatological mean.

SPV variability can have significant impacts on the tropospheric weather. SH early vortex

breakdown impacts mainly in the extratropics, and is associated with more likely hot and dry

conditions in Australia and Antarctica and cold spells in south-eastern Africa and South America

(Domeisen and Butler, 2020), and conversely for late vortex breakdown. To a large degree, the

effects are associated with the earlier or later shift equatorward of the tropospheric jet due to earlier

or later vortex breakdown (e.g. Byrne and Shepherd, 2018).

1.4 Causal theory for climate science

In the past few decades, causal networks have been used in numerous scientific fields. Early

adopters were in econometrics (e.g. Granger, 1969), epidemiology (e.g. Greenland et al., 1999)

and artificial intelligence (e.g. Pearl, 1988). In more recent years many examples have included

behavioural sciences (e.g. Glymour, 2001), psychology (e.g. Rohrer, 2018), medical (e.g. Richens

et al., 2020) and biological (e.g. Shipley, 2016) sciences.

Causal networks have been introduced to climate science more recently (Ebert-Uphoff and

Deng, 2012). In the past decade, they have gained momentum and have been applied to a range

of problems which stimulated the development of novel techniques to answer the requirements

of the field. The first approach was to learn causal relationships from data and to test competing

hypotheses involving multivariate teleconnections (e.g. Kretschmer et al., 2016; Samarasinghe et

al., 2018; Di Capua et al., 2020). Causal networks have also been employed to study predictability
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Figure 1.3: Schematic representing some of the drivers of the SH spring to summer large-scale zonal

circulation variability.

on S2S time scales (e.g. Pfleiderer et al., 2020; Lehmann et al., 2020; Polkova et al., 2021),

including for extreme polar vortex events in the NH (Kretschmer et al., 2017) or the onset and

intensity of the Indian summer monsoon (Di Capua et al., 2019). They have been used also to

quantify the causal effect of a specific mechanism, such as the role of Barents-Kara sea ice loss on

projected polar vortex changes (Kretschmer et al., 2020). In the context of climate change, causal

analysis has been applied to develop frameworks for attributing extreme weather events to climate

change (e.g. Hannart et al., 2016), and to assess and compare climate models (e.g. Hirt et al., 2020;

Nowack et al., 2020).

Despite these studies being increasingly more common and well accepted by the climate

science community, it can be argued that causality still remains an elusive and controversial concept

in the statistical analysis of climate data (Shepherd, 2021; Kretschmer et al., 2021), despite being in

practice a concept widely implied in any such analysis. Climate scientists that work with numerical

models, where synthetic experiments are possible, can more confidently connect their results with

causal insight. That is, the causal effect can be directly seen as a result of interventions in a

model, e.g. nudging of a variable, or the inactivation of a process. (Although, as will be described,

due to common statistical pitfalls, also data analysis from model experiments can be prone to
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causal misinterpretation.) The task of extracting causal information is harder for scientists that

work with observational data alone, or that are interested in comparing mechanisms across models.

In these cases, experiments are impossible and one is left with the task of correctly combining

expert knowledge with mathematical and statistical tools to further the understanding. Statistical

tools such as correlations, stratification (e.g. composite plots) and multiple linear regression are

commonly used to study multi-variate relationships between elements of the climate system and

are routinely interpreted as bearing causal meaning.

An informative example of a statistical method used in atmospheric science is lagged cross-

correlation, which detects linear relationships at different time delays between two processes

expressed via their time-series. Assuming the two processes are casually related, the lag at which

the function peaks is often interpreted as capturing the time-scale and direction of the causal

effect (Lorenz and Hartmann, 2001; Barnes and Hartmann, 2010). However, cross-correlations

are known to be highly influenced by many effects: autocorrelations of the individual time-series,

indirect connections via a third process, or a common driver (Runge et al., 2014). These biases

are visualized with causal networks in Figure 1.4. Together with unobserved drivers, these are the

reason behind the widely known statement that “correlation does not necessarily imply causation”.

The biasing effect of autocorrelations, for example, can be quantified in a simple two-variable

linear system with one variable affecting the other and both being autocorrelated. The lagged-cross

correlation (and its peak) can be easily shown to be strongly dependent on all the parameters of

the system, including their respective autocorrelation coefficients (see the analysis in Runge et al.,

2014). Thus strongly autocorrelated variables, which are very common in climate systems, are

bound to inflate any cross-correlation if such effect is not controlled for (McGraw and Barnes,

2018). Yet, in absence of a better method, often-times the causal interpretation for lagged cross-

correlations is taken, usually confirming rather than testing the already hypothesised plausible

physical explanation.

While an understanding of the full Casual theory (Pearl, 2009b) is not straightforward, its

fundamental object and modelling tool of a causal network is very intuitive. A causal network

is a network that models the assumed causal relationships in a system: nodes are the variables

and the directed links joining pairs of variables represent the causal relationships underpinning the

functioning of the system. An example of a causal network of the SH S-T coupling variability
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Figure 1.4: Possible scenarios leading to a correlation between process X and Y without a direct causation:

(a) inflated correlation due to autocorrelation; (b) indirect chain via Z; (c) common driver Z. Note that in (b)

the processes X and Y are causally related, but the effect is mediated by Z. While it can be argued that every

(true) causal influence in climate has some mediator, from the causal network theory standpoint scenario

(b) does not represent a direct causal effect from X to Y and thus has to be included in the possible biasing

effects. Adapted from Figure 3 in Kretschmer et al., 2016.

in shown in Figure 1.3. Crucially, causal networks are the graphical scaffolding of mathematical

objects with well defined properties. Such properties, rooted in basic logic and Bayesian statistics,

allow to use data to test and quantify causal statements made about the system. Causal theory

can be used to learn causal connections solely from data and a few modelling assumptions, in a

process called causal discovery. Causal networks, either discovered from data or based on expert

judgement, can be also used to disentangle the direct, indirect and multi-variable connections in a

system and thus quantify the causal effect of individual links or pathways, an exercise called causal

inference. In fact, the mathematical rules underpinning causal networks allow to identify unequi-

vocally statistical confounders of any pair of variables, and thus to quantify the causal pathways

of interest without suffering from statistical biases. It is worth noting that, in most systems, causal

inference can be condensed in a few rules which lend themselves to relatively easy application.

A causal approach to data analysis indeed often requires only minor modifications to standard

practices in statistical analysis (Kretschmer et al., 2021), yet it bears substantial implications for

the interpretation and robustness of the results. A detailed description of causal networks and the

properties and methods used in this thesis is presented in Chapter 2.
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1.5 Outline and contributions

The scope of causal network applications is growing as more opportunities are discovered for

adapting them to the specific tasks of atmospheric and climate science. In this thesis, causal

networks are used to address a few common, open challenges related to the quantification of

causal effects from statistical relationships to understand sub-seasonal to seasonal variability and

predictability. The following research questions are addressed:

• Can time-series causal networks be used to extract the timescale and strength of a specific

physical link?

• Can causal network discovery be adapted to learn regime-dependent non-stationary causal

relationships?

• Can probabilistic causal networks be used to quantify the predictive power of multiple drivers

in the context of S2S forecasts?

The first and last questions are applied to the SH springtime S-T coupling to better quantitatively

characterize it and the drivers of its variability. The second question is addressed with a proposed

novel causal discovery algorithm for non-stationary time series.

In Chapter 3, time-series causal networks are used to extract the timescale and strength of

an interaction in strongly autocorrelated time series. This is achieved by applying a well-known

causal discovery algorithm (PCMCI, Runge (2018)) which enables to extract a robust signal from

highly coupled and autocorrelated systems. The object of the study is SH S-T coupling, analysed

via the zonal wind reanalysis time series. The results confirm from reanalysis that the variability of

the stratospheric polar vortex is a predictor of the tropospheric eddy-driven jet between September

and January. The vortex variability explains about 40% of monthly mean jet variability at a lead

time of 1 month and can entirely account for the observed jet persistence. The derived statistical

model can quantitatively connect the multidecadal trends observed in the vortex and jet during the

satellite era, showing how short-term variability can help understand statistical links in long-term

changes. The chapter is based on results published in Saggioro and Shepherd (2019).

Motivated by the non-stationarity of the SH downward coupling, which is organised every

year around the variable timing of the stratospheric polar vortex breakdown, in Chapter 4 a novel
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method for non-stationary time-series causal discovery is presented. Regime-dependence is a

ubiquitous feature of climate systems, such as seasonal-dependent teleconnections. From a causal

network perspective, this situation is the one of a causal link active only in part of the year (regime)

and, crucially, the starting time can be variable from year to year and unknown a priori. Regime-

PCMCI is introduced as an extension of the PCMCI causal discovery method (Runge et al., 2019a)

to account for regime-dependent non-stationary causal relationships. The method is validated

against a suite of synthetic time series data, and applied with success to detect the seasonally

dependent relationship between ENSO and the intensity of the Indian Summer Monsoon. The

chapter is based on results published in Saggioro et al. (2020).

In Chapter 5 a probabilistic Bayesian causal network (BCN) is used to quantify the probabilistic

predictive power of multiple drivers. Using data from a large ensemble hindcast, the predictability

of the eddy-driven jet’s SAO variability based on knowledge of some of its major and well-known

long-lead drivers, such as ENSO, QBO, PJO and upward wave fluxes in late winter, is quantified

and contrasted with predictability given also shorter-lead drivers, chiefly the SPV in late spring.

The BCN reproduces the hindcast variability to a good degree, and is able to match the prediction

skill of a conditional hindcast when tested against reanalysis. The SPV in late spring is found to

be a strong predictor of the SAO variability, confirming the crucial role of the stratosphere in this

time of the year. On the other hand, the skill of the identified long-lead drivers to predict the jet is

found to be comparatively smaller. This is largely due to their inability to well predict stratospheric

variability in late spring, which suggests a dominant role of shorter-lead internal stratospheric

variability. This chapter is based on as yet unpublished work.

Chapter 6 concludes the thesis by summarising the results and discussing the implications of

the work for the broader field. Potential for future work stemming from the results of the thesis is

briefly outlined.
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Chapter 2

Causal Theory

Understanding causal relationships among different processes is a ubiquitous task in many scientific

disciplines. The concept of causality is intuitive in many fields where experiments and manipulation

of the system of interest are possible, or ground-truth laws of nature available. In other fields where

such experiments are infeasible on unethical, such in Earth system sciences, and the behaviour of

the systems cannot (always) be traced directly from first principles, the concept of causality has

remained often vaguely defined.

Historically, within the field of statistics the possibility to extract causal information from

statistical methods of data analysis had been strongly opposed, chiefly by Karl Pearson, the famous

and influential mathematician and biostatistician active in the late 19th century (Pearl and Macken-

zie, 2018). Pearson, an advocate of the philosophical school of Positivism, believed that causation

outside the human brain has no meaning and that reality can be described with observations, which

are merely correlations. “For Pearson, especially, the slippery old concepts of cause and effect

seemed outdated and unscientific, compared to the mathematically clear and precise concept of

a correlation coefficient.” (Pearl and Mackenzie, 2018). A mathematical formulation of causality

appeared to many an unreasonable pursuit. Causation seemed to imply an element of subjectivity,

while correlation was viewed as an objective property and thus more reliable. Yet, while correlation

does not necessarily imply causation, it is intuitive that a correlation generally must reflect some

form of direct or indirect causation. There must be a causal flow of information in a potentially

larger system that ends up manifesting in observed correlations. The task of extracting such causal

information from data became the pursuit of scholars of causality (Pearl, 2000; Spirtes et al.,
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2000; Pearl and Mackenzie, 2018). Pioneered by several mathematicians and computer scientists

between the 1980s and 1990s (e.g. Pearl, 1988; Spirtes and Glymour, 1991; Shafer, 1993), new

tools and concepts were developed to talk about causality in mathematical terms, since the ones of

classical statistics were not fit for purpose and could not be interpreted with causal meaning. The

theory of Causality was most famously formalised by Judea Pearl into what is today an established

mathematical discipline (Pearl, 2009b).

In this chapter, following the historical and mathematical journey started with Bayesian net-

works (Section 2.2), key concepts of causal networks will be presented (Section 2.3). Whilst

providing an overview of the general theory, specific focus will be devoted to the aspects that will

be used in the remainder of the thesis for both causal inference (quantifying causal effects from

data given a known network, Section 2.4) and causal discovery (learning causal networks from

data, Section 2.5).

2.1 Graphs and Probabilities

To start with, it is helpful to introduce some notation relating to graphs and probability theory.

These will be referred back to in the remainder of this chapter and are essential to work with

Bayesian and causal networks.

2.1.1 Graphs

A graph (or network) G is defined by a pair (V,E), where V is the set of nodes and E is the set of

edges (or links) between the nodes in V . A directed graph is a graph with directed edges (called

arcs) from one node to another, e.g. X → Y . An acyclic graph contains no cycles, i.e. no sequence

of nodes starting and ending at the same node by following the direction of the arcs. It follows

the definition of a directed and acyclic graph (DAG). Note that in physics, computer science and

statistics, the term network is often used instead of graph; and link instead of edge. In this thesis,

the terms networks and links will be mostly used.

Following the intuitive kinship notation, all the nodes X j with links pointing at node Xi are

called its parents PA(Xi), that is PA(Xi) = {X j | X j→ Xi}. Note Xi is called the child of its parents

PA(Xi). Extending this concept, the descendants of a node Xi are all the nodes reachable from Xi
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by repeatedly following the directed links. The predecessors of Xi (or non-descendants) are all the

variables that are not descendants of node Xi (which include its parents). These concepts can be

easily extended to a time-series extension of causal networks, defined later in Section 2.3.2.

A path is defined as a sequence of consecutive edges of any directionality in the graph. That

is, both X → Y → Z and X → Y ← Z are paths connecting X and Z. In a causal network, a causal

path from X to Y is a path of the form X → ··· → Y , i.e. consisting of a sequence of (possibly

empty) intermediate variables along a path where all links follow in the same forward direction. All

other paths in a causal network are non-causal, and may therefore induce “spurious” associations

between X and Y . All the above terms are listed in Table 2.1.

2.1.2 Probabilities

Section 2.2 will introduce the concepts of Bayesian networks, which are a mathematical and

graphical representation of probabilistic systems composed of a finite set of variables and their

interactions. A few basic concepts and rules of probability theory will be used, and are summarised

below.

Given two random variables X and Y that take values x and y, their joint probability is denoted

by p(x,y). Their conditional probability is defined as

p(x | y) = p(x,y)
p(y)

, p(y) 6= 0. (2.1)

Two variables X and Y are independent, denoted by X ⊥⊥ Y , if and only if

p(x,y) = p(x)p(y), or equivalently p(x | y) = p(x) (2.2)

Two variables X and Y are conditionally independent given another random variable Z, denoted by

X ⊥⊥ Y | Z, if and only if

p(x|y,z) = p(x|z), or equivalently p(x,y|z) = p(x|z)p(y|z). (2.3)

A property of any joint probability distribution p(X1, . . . ,XN) is that it can be always expressed

with the following factorization, called the chain rule

p(X1, . . . ,XN) = p(X1) p(X2|X1) p(X3|X1,X2) . . . p(XN |X1, . . . ,XN−1), (2.4)

which holds for any ordering of the variables.
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Graph (or network) A graph G is defined by a pair (V,E), where V is the set of nodes

and E is the set of edges (links) between the nodes in V .

Directed graph A graph with directed edges, e.g. X → Y .

Acyclic graph A graph that contains no cycles, i.e. no sequence of nodes start-

ing and ending at the same node by following the direction of

the arcs.

DAG Directed and acyclic graph.

Parents and child Following the intuitive kinship notation, all the nodes with links

pointing at Xi are called its parents PA(Xi) of the node, PAi =

{X j | X j→ Xi}.Similarly, Xi is their child.

Descendants The descendants of a node Xi are all the nodes reachable from

Xi by repeatedly following the directed links.

Predecessors The predecessors of Xi (or non-descendants) are all the variables

that are not descendants of node Xi and include its parents.

Path A path connecting X and Y is any sequence of consecutive edges

(of any directionality) in the graph connecting the two extremes.

Causal path In a causal network, a causal path from X to Y consists of a

sequence of variables along a path where all links follow in the

same forward direction.

Table 2.1: Graph notation.
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Bayes’ Rule, named after Reverend Thomas Bayes (1702-1761), follows directly from the

definition of conditional probability and reads

P(A | B) = P(B | A)P(A)
P(B)

(2.5)

where A and B are events and P(B) 6= 0. The rule holds for the generalised expression for continuous

random variables. One of the many applications of Bayes’ rule is Bayesian inference, a particular

approach to statistical inference. Consider the events representing our priori belief on a given

object O and evidence acquired on it E. With Bayesian probability interpretation, the theorem

expresses how our degree of belief in O, expressed as a probability, should rationally change to

account for the availability of related evidence E via P(O|E) = P(E|O)P(O)
P(E) .

2.2 Bayesian Networks

In 1921, geneticist Sewall Wright introduced the use of DAGs to aid the statistical analysis of the

genetics of populations. Recalling the definition in Section 2.1, a DAG is a graph whose edges

have a direction (i.e. directed) and that do not include closed loops (i.e. acyclic). Wright developed

a statistical method called path analysis to quantify the effect of a gene along each path in the

DAG leading to a target of interest. Wright’s approach is considered as marking the beginning of

probabilistic graphical models (Pearl and Russell, 2002).

Probabilistic models based on DAGs have since appeared in many fields. In cognitive science

and artificial intelligence they are known as Bayesian Networks. The term Bayesian network

was coined in 1985 by Judea Pearl, computer scientist and mathematician and one of their first

proponents (Pearl, 1985), in honour of Rev. Thomas Bayes. His famous Bayes’ rule for updating

probabilities in light of new evidence, constitutes the foundation of the approach (Equation (2.5)).

In a nutshell, a Bayesian network represents a probabilistic system by mapping each of its N

variables onto the nodes of the graph, and the dependencies among the variables onto directed

links. A classical example of a BN is given by the “sprinkler example” reproduced in Figure 2.1(a).

The network represents the dependencies among five discrete-valued variables: the season of the

year (X1), whether rain is falling (X2), whether a sprinkler is on (X3), and whether the pavement

is wet (X4) or slippery (X5). Quantitatively, the dependencies between the N variables are the

conditional probabilities of each node given all its parents, for example P(X4 |X2,X3) (which in

31



2. CAUSAL THEORY

Figure 2.1: Network representing the dependencies among five variables determining if the pavement

is slippery. a) Bayesian network and b) causal network under intervention on variable X3. See text for

discussion. Adapted from Pearl, 2009b, pg.15.

this case can be written as a probability table since the variables are discrete). Importantly, given

these N conditional probabilities, probability rules can be used to answer any probabilistic query

about any variable, e.g. what is P(X5 = yes |X2 = no)? This is done by computing the (posterior)

probabilities of any subset of variables X given evidence about any other subset in a process called

probabilistic inference (or prediction given some evidence) (Pearl and Russell, 2002).

The initial development of Bayesian networks in the 1970s was sparked by the need to integrate

both top-down and bottom-up combinations of empirical evidence in models of human reasoning,

an emerging object of study in computational science at the time. In the late 1980s, the works of

Pearl (Pearl, 1988) and Neapolitan (Neapolitan, 1990) summarized their properties establishing

Bayesian networks (BNs) as a field of statistical study. The ability to perform bidirectional infer-

ences and their rigorous (and not ad-hoc) probabilistic foundation led to the rapid establishment

of BNs for modelling probabilistic reasoning in systems based on expert judgement (Spiegelhalter

et al., 1993) and in Artificial Intelligence (AI) (Pearl and Russell, 2002). Today, Bayesian networks

are used in a range of applications and have proved to be an incredibly efficient way to model and

gain insight into the probabilistic connections between real-world variables. BNs have been widely

used in neuroscience (e.g. reviewed in Bielza and Larrañaga, 2014), ecology (e.g. Marcot et al.,

2006; Amstrup et al., 2008; Ramazi et al., 2020), environmental risk analysis (e.g. Marcot, 2012),

energy modelling (e.g. Adedipe et al., 2020), medical meta-analyses (e.g. Greco et al., 2015; Klerk
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et al., 2015; Dapeng et al., 2020) and diagnosis (e.g. Seixas et al., 2014), safety science (e.g. Zhang

and Thai, 2016) and more. The wide ranging applications reflect the flexibility and practicality

provided by BNs.

2.2.1 Definition of Bayesian Network

Mathematically, a Bayesian network (BN) is defined as a directed acyclic graph (DAG) with nodes

associated to a set of random variables whose joint probability distribution (JPD) admits a specific

factorization. Formally,

Definition 2.2.1 (Bayesian Network). Let G= (V,E) be a DAG and let X = {X1, . . .XN} be set of

ordered variables. Let P(X) be the joint probability distribution on these variables. X is a Bayesian

network with respect to G if the joint probability distribution P(X) can be written as the product of

the individual probability density functions, conditional on their parents as

P(X) =
N

∏
i=1

P(Xi | PAi). (2.6)

To understand the reason for this factorization, one needs to understand the mathematical

definition of the parents in a BN (Pearl, 2009b).

Definition 2.2.2 (Parents in a Bayesian Network). Let X = {X1, . . .XN} be an ordered set of

variables, and let P(X) be the joint probability distribution on these variables. A set of variables

PAi is said to be the parents of Xi if PAi is the minimal set of predecessors of Xi that renders Xi

independent of all its other predecessors. Equivalently, PAi is the smallest subset of its predecessors

{X1, . . . ,Xi−1} satisfying

P(Xi | PAi) = P(Xi | X1, . . .Xi−1) (2.7)

In other words, to express the conditional probability of Xi given its predecessors, only its

parents are actually needed. As mentioned earlier, a crucial result following the definition above is

that the JPD of a BN can be expressed as Equation (2.6). The proof follows from applying to P(X)

the chain rule in Eq. (2.4) for a suitable ordering of the variables (i.e. the topological ordering),

followed by substituting the definition of parents in Eq. (2.7) to each factor of the chain rule.
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A Bayesian network therefore can be seen as made of two interlinked components. The first

component is called the BN structure (the DAG) and the second component is the set of BN

parameters (the conditional probabilities P(Xi | PAi)). When all the nodes are discrete variables

these parameters are tabulated in what is usually referred to as a conditional probability tables

(CPTs).

2.2.2 Bayesian Inference

BNs are useful for efficiently extracting information about parts of a system under changing

evidence, a process called Bayesian inference. For instance, one could be interested in knowing the

probabilistic state of variable Xi given known values e of another disjoint set of variables E called

the evidence, E = e. Bayesian inference refers to finding the probability of variable Xi conditioned

on E, i.e., p(Xi|E). For example, in the case represented in Figure 2.1 (a), inference could be

performed to quantify P(X5|X3 = On).

All possible inference queries can be addressed by marginalization, i.e the sum over irrelevant

variables, of the JPD. Given the factorization Equation (2.6), N conditional probabilities is all one

needs to compute any inference query. However, even in that case, summing over the JPD takes

exponential time due to its exponential size: in general BN exact inference is NP-hard (Cooper,

1990). More efficient methods have been developed, exploiting further factorizations and some

applicable to special DAG structures, which cut down the computation time. For example, a first

idea is to use the factored representation of the JPD for efficient marginalization. When summing

(marginalizing) out irrelevant terms, the distributive law can be used to try to avoid doing actual

calculation. This algorithm is called variable elimination. For a summary of other algorithms,

both exact and approximated, for discrete and continuous variables we refer to the review paper by

Bielza and Larrañaga, 2014.

2.3 Causal Networks

Despite the success of BNs, their theory cannot be directly used to describe causal mechanisms.

The definition of a link in a BN only encodes assumptions about conditional dependence but says

nothing about causality. The interpretation of a DAG as carrier of independence assumptions is in
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fact valid for any set of recursive independencies along any ordering of the variables, not neces-

sarily causal or chronological (Pearl, 2009b). A simple example of this fact is given by the two

DAGs X → Y → Z (also called a “chain” structure) and Z← Y → X (a “fork” structure). Provided

with the joint probability distribution P(X ,Y,Z), these are two fully equivalent Bayesian Networks

because they represent the same conditional independence relations. In both, X and Z are depend-

ent unconditionally (X��⊥⊥Z), but are independent conditionally on Y (X ⊥⊥ Z |Y ). Therefore the

conditional probabilities alone cannot be used to distinguish between the two structures. However,

it is clear that if we assign causal meaning to the arrows these two networks are not equivalent: in

the chain, an intervention on X would affect Z, while in the fork, an intervention on X would not

result in any changes to Z.

This simple example suggests that, although causality is very intuitive, its mathematical formu-

lation requires a novel set of concepts that conditional probabilities alone cannot provide. Among

the people to first recognize this fundamental limitation of BN was one of their first proponents,

Judea Pearl (Pearl, 1985). In the 1990s, Pearl moved on from Bayesian networks to develop much

of the language and theory for causal networks (e.g. Pearl, 1994), making fundamental progress

in formalizing Causality as a mathematical discipline in its own right (Spirtes et al., 1993; Pearl,

2000). Pearl’s work drew on the papers of Wermuth, 1980, Kiiveri and Speed, 1982, Wermuth and

Laurizten, 1983 and Kiiveri et al., 1984, which in the early 1980s had already laid the foundations

for a rigorous study of causal inference.

While its mathematical definition is non-trivial (see Section 2.3.2), a causal network is a very

intuitive object to represent assumed causal relationships in a system. It has several advantages

compared to other modelling choices. Firstly, thanks to its graphical representation, it makes very

explicit the working assumptions of the analysts and thus facilitates others to follow (or question)

the modelling choices. Secondly, no assumptions need to be made regarding the functional form

of the causal relationships, nor about the distribution of variables. Thirdly, a causal network can

be used to translate expert knowledge (even subjective statements) into a mathematical object with

established properties and rules.The powerful interpretational advantages of causal networks, i.e.

deriving causal statements from data, have made them attractive to many scientific fields. These

include especially areas of research where experiments and physical interventions in the systems

are impossible or unethical, and thus careful observational data analysis plays a crucial role in
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advancing knowledge.

2.3.1 The concept of intervention

As seen above, despite the main intuition behind drawing links in a BN being to represent causal

information, the definition of links in a BN is no guarantee for causality. The additional concept

that allows to talk about causation in a network is the one of intervention.

Consider the example of the pressure measured by a barometer (B) and the actual pressure in

a room (P). The physical (causal) law connecting the two variables can be summarised by the

link P→ B since the barometer measures the pressure in the room. If we were able to change the

pressure in the room (intervention on P) we would see a change in the measured pressure by the

barometer (change to B). However, if we were to move the needle of the barometer by hand to

B = b (intervention on B), no change would result in the surrounding room pressure P (no change

to P). This is regardless of the fact that the observational probabilities P(B|P) and P(P|B) can be

both computed.

Mathematically, interventions in the system are represented by the so-called do-operator, form-

ally defined in Section 2.3.2. For intuition, the formula do(X = x) represents the intervention of

setting the variable X to take the value x, while keeping everything else (apart from the children

of X) fixed. The causal effect of do(X = x) onto another process Y is such that the distribution

of Y is modified, i.e. the extent to which P(Y | do(X)) 6= P(Y ) (Pearl, 2000; Pearl et al., 2016).

Furthermore, the so-called interventional conditional probability P(Y | do(X)), describing the ef-

fect of an intervention, generally does not coincide with the observational conditional probability,

P(Y | do(X)) 6= P(Y | X).

It is useful to note that an intervention in a causal network has also a graphical counterpart. The

effect of a do(Xi = x) on the network is that of a deletion of all the links from PAi to Xi, reflecting

the fact that the parents can no longer influence Xi once its value is set. An example of intervention

and the resulting modified graph is shown in Figure 2.1(b) for the sprinkler example introduced in

Section 2.2.1.

With this in mind, the barometer example can be revisited. The intervention do(P) does not

result in any change to the network because P has no parents, and the interventional probability is

simply P(B | do(P)) = P(B | P). However, an intervention do(B) results in the removal of the link
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from the node’s parent, i.e. P��→B, and the interventional probability now is P(P|do(B)) = P(P)(6=

P(P | B)), because P has been disconnected from B. The latter is a correct inference of causal

effect, regardless of the fact that P(P|B) can be calculated. The fundamental difference between

observations, P(P |B), and interventions, P(P |do(B)), is at the heart of the difference between

Bayesian and causal networks, and the additional level of information that can be represented with

the latter.

2.3.2 Definition of causal network

In this section the formal definition of a causal network is provided, following mostly Chapters 2-3

in Pearl (2009b) and Pearl et al. (2016). As introduced, causality is fundamentally connected to

the concept of intervention in a system, mathematically described by the do-operator.

Let us consider a system of N variables V = {X1, . . . ,XN} whose causal relationships are

represented by the DAG G. The probability distribution of V after intervention on a set of variables

X , P(v | do(x)), can be expressed in terms of a sub-set of the conditional probabilities defined on

the original network G:

P(v | do(x)) = ∏
{i|Vi 6∈X}

P(vi | pai) for all v consistent with x. (2.8)

Equation (2.8) reflects the removal of the term(s) P(x j|pa j) (for all the intervened variables X j ∈

X) from the original factorization of the BN shown in Equation (2.6), because PA j no longer

influences X j. This is the mathematical equivalent to the graphical deletion of links to represent the

effect of an intervention: G = (V,E)→do(X) G′ = (V,E ′) where E ′ = E \{Xk→ X j for each Xk ∈

PA j and for each X j ∈ X}.

Formally, a causal network is defined as follows (Pearl, 2009b, pg.23):

Definition 2.3.1 (Causal network). Let P(v) be a probability distribution on a set V of variables,

and let P(v | do(x)) denote the distribution resulting from the intervention do(X = x) that sets

a subset X of variables to constants x. Denote by P∗ the set of all interventional distributions

P(v | do(x)), X ⊆V . A DAG G is said to be a causal Bayesian network compatible with P∗ if and

only if the following three conditions hold for every P(v | do(x)) ∈ P∗:

(i) P(v|do(x)) is Markov relative to G, i.e. the probability can be factorised as in Eq. (2.6);

(ii) P(vi|do(x)) = 1 for all Vi ∈ X whenever vi is consistent with X = x;
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(iii) P(vi|pai,do(x)) = P(vi|pai) for all Vi /∈ X whenever pai is consistent with X = x, i.e., each

P(vi|pai) remains invariant to intervention not involving Vi.

The expression for P(v|do(x)) in Equation (2.8) therefore follows from the Definition 2.3.1

applied to the factorization of a JPD in a Bayesian network in Equation (2.6).

Time-series causal networks

The causal networks introduced so far do not include the dimension of time. But the variables

represented by the nodes in the network could be time-dependent, X i
t , and the causal relationships

could be associated with a time lag τ , if the cause takes some time to impact the effect, X i
t → X j

t+τ .

Indeed, this is how relationships in climate systems would be intuitively schematized. In the

context of time evolving systems, time-series causal networks represent the natural extension of

causal networks. A representation of time-series causal network is shown in Figure 2.2.

Definition 2.3.2 (Time-series causal network). Let a multivariate time-dependent process be Xt =

{X1
t , . . . ,X

N
t } of dimension N with set of components V . The time series causal graph is given by

a causal network with graph G= (V ×Z,E) with nodes X i
t consisting of the set of components V

at each time step in Z and links in E being the lag-specific directed links between the variables,

denoted by X i
t−τ → X j

t .

Note that the parents of a variable Yt in a time-series causal network are PAYt = {Xt−τ : X ∈

X ,Xt−τ → Yt}, and can include the variable Y itself at past lags if Yt−τ → Yt , called auto links (or

auto-dependence). There is usually a maximum finite time lag considered, τmax. Note that there

can also be contemporaneous (but usually undirected) links called neighbours (not parents) of a

node Xt : NXt = {Xt : X ∈ X ,Xt −Xt}.

2.3.3 Structural causal models: from probabilities to functions

In the previous sections, causal connections among variables were considered in fully general terms

(e.g no functions specified) and only the conditional probabilities of each variable onto its parents

were used to describe the networks. However, it is often the case that functional dependencies can

be used to describe the links in a causal network and this formulation takes the name of structural
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Figure 2.2: Time series causal network: static representation (left) and time dependent representation (right).

causal models (SCM). In other words, each child-parents relationship in a DAG can be represented

by a deterministic function

Xi = f (PAi,εi), i = 1, . . . ,n, (2.9)

where PAi are the parents of variable Xi and the εi are jointly independent arbitrarily distributed

random disturbances due to omitted factors (Pearl, 2009b, Chapter 3.2). These disturbances

represent independent background factors that are deemed not important for the analysis and can

thus be considered as noise. However, if any of these factors is judged to be influencing two or more

variables (thus violating the independence assumption), then they must be included as additional

(possibly unmeasured) network variables. The functions f can be any, including nonlinear and

nonparametric.

A crucial distinction between an SCM and a standard system of equations is in the interpretation

of each functional relationship, which is not algebraic but causal. In an SCM such as Eq. (2.9) the

value of the variable on the left-hand side (l.h.s) Xi is determined (caused) by the variables on the

right-hand side (r.h.s.) via the function f (PAi,εi). This relationship cannot be read the other way

round, because it represents the causal information codified in the directed links in the causal DAG

which cannot be inverted or rearranged. Thus, while in general the equality symbol in mathematics

is symmetric, a = b implies b = a and vice-versa, this is not the case in the context of a SCM. In

this sense, SCM are similar to instructions in computer programming languages.

Assuming linearity, the SCM can be written as the multiple linear regression of each child onto

its parents:

Xi = ∑
k 6=i

αikXk + εi with αik 6= 0 iff Xk ∈ PAi, i = 1, . . . ,n, (2.10)
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A time-series causal network of process Xt can be associated with an SCM as follows,

X j
t = g j(PA j

t ,η
j

t ) with j = 1, . . . ,N. (2.11)

where the sets PA j
t ⊂ (Xt−1,Xt−2, . . .) define the parents of X j

t . The noise variables η
j

t are jointly

independent and, generally, are assumed to be stationary, i.e., η
j

t ∼D j for all t for some distribution

D j. Note that the form of the function g j does not depend on time itself: at each time step, the

functional dependence between child and parents is the same. This reflects the fact that the

links E do not depend on time either. Thus the links in this time-series causal network are lag-

dependent but stationary (the same at all times t), a property called link stationarity (Runge, 2018).

Link stationarity is not a requirement of time-series causal networks, as shown and exploited in

Chapter 4, but it is a common assumption. Link stationarity agrees with the idea that a true causal

mechanism in a real-world physical system is usually persistent in time and not just instantaneous

(to be distinguished from random noise).

In the remainder of the chapter, two main aspects of working with causal networks will be

explored given their relevance to the rest of the thesis. The first is causal inference, which deals with

extracting causal information from data given a network structure, and described in Section 2.4.

The second is causal discovery, which deals with learning a causal network structure from data,

and described in Section 2.5.

2.4 Causal Inference

Causal inference is the task of quantifying the effect of interventions in a system purely based on

observed data, i.e. without doing any experiments. The underlying idea is that past and naturally

occurring interventions in X that led to changes in Y are present in the data but, a priori, their

estimation via simple pair-wise analysis could be biased by other processes that affect both X

and Y . That is, the probability P(Y |X) (or the correlation ρ(X ,Y )) may be a biased estimate of

P(Y |do(X)) (or the linear causal coefficient αYX ). To achieve a correct estimation of the causal

effect, suitable controlling for confounding factors is needed.

A necessary condition for causal inference is to know the underlying causal network. This

condition is crucial since no causal effect can be quantified from data alone. As seen in the pressure-
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Figure 2.3: Three elemental causal structures (left) and the implied unconditional and conditional depend-

ences (right).

barometer example, the structure of the causal network is decisive to quantify unbiased effect of

the pressure on the barometer and viceversa.

Note that the causal network does not need to represent the full system of which the causal

effect of interest is part of. For example, to study a climate mechanism it is not necessary (nor

would it be possible) to represent the full climate system. Luckily, it can be proved that what is

needed is a reduced model of the whole, tailored to the purpose of the study at hand. To study

the causal effect of X on Y , only those processes that could confound the analysis, e.g., common

drivers of X and Y , have to be included. Anything beyond that is irrelevant to the analysis and can

thus be excluded from the causal network without loss of generality.

2.4.1 Blocked and open pathways

The most general definition of the causal effect of X on Y is simply the interventional probability

P(Y |do(X)). Note that for a causal effect to be there it is not necessary that X is a parent of Y ,

but only that X can influence Y via a causal path. P(Y |do(X)) can be computed in various ways

depending on the available data and the structure of the causal network. In an SCM, a causal effect

can be represented with a single coefficient, derived from the expected value of Y after intervention

E[Y |do(X)], as will be explored for linear SCM in Section 2.4.3.

In practice, the main work required to estimate the causal effect of X on Y is to identify the

so-called confounder variables. These are the variables that need to be “controlled for” in the

statistical estimation of the effect, e.g. included in a regression or in a conditional probability, in
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order to obtain an unbiased quantification. The identification of confounders requires to understand

how information flows along the paths of a causal network. When two variables at the extremes of

a path are dependent, the path is said to be open for information to flow. Conversely, the path is

said to be closed if the two variables are independent.

All the rules needed to assess if a path is open or closed are derived from the three elemental

structures of which any path is made of. They are “chains” (X→Z→Y) which represent a con-

sequential set of cause-effect, “forks” (X←Z→ Y) which represent a common cause influencing

two effects, and “collider” structures (X→Z←Y) which represent two causes influencing a com-

mon effect (Figure 2.3). To complete the terminology, in a chain variable Z is also known as

mediator between the other two, while in a fork Z is called the common cause (or common driver)

and in the collider as the common effect. The following rules define the conditions under which the

paths between X and Y are open or closed.

• Chains X→Z→Y: the path between X and Y is open because the two variables are dependent

of each other, X��⊥⊥Y . However, the path is blocked once we condition on Z because they

become independent, X⊥⊥Y |Z. Figuratively, conditioning on Z may be seen to “block” the

flow of information along the path: once Z is known, any further learning about X has no

effect on the probability of Y .

• Forks X←Z→Y: follow the same rules as chains. Note that also here conditioning on Z

blocks the flow of information along the path.

• Colliders X→Z← Y: the path between X and Y is closed because the two variables are

independent of each other, X⊥⊥Y . However, the path is opened once we condition on

the common cause, X��⊥⊥Y |Z. Intuitively, this happens because the observation of a given

outcome Z is consistently caused by some particular combination of X and Y , which thus

appear correlated if stratified on Z. Failing to account for this effect can result in selection

bias: stratifying a population based on a characteristic Z (e.g. reporting of illness via a phone

app) may induce spurious correlation between two otherwise truly independent drivers of Z

(e.g. age and infection status).

One final rule is that controlling for a descendant of a variable is equivalent to “partially” controlling

for that variable, with all the consequences implied for that. As a corollary of the above rules,

42



2.4 Causal Inference

any path p from X to Y (consisting of a sequence of mediators, common causes, or colliders, thus

not necessarily causal) will be blocked conditionally on Z if, and only if, i) Z is a common cause

or mediator along the path, or ii) if p contains a collider and Z is not that collider, nor any of its

descendants.

These rules provide a criterion, called d-separation, to identify conditional dependencies

between variables solely based on the structure of a causal graph (d- connotes “directional”). X

and Y are d-separated by the set of variables Z if the path between them is closed by conditioning

on Z.

Finally, note that the quantification of a causal effect is not always possible and the effect is

called non identifiable. Causal theory provides the rules to establish this, and suggest additional

observations or auxiliary experiments from which the desired inference can be obtained (Pearl,

2009b, Chapter 3).

2.4.2 Estimation of a causal effect

To quantify the unbiased causal effect of one variable X on another Y along a specific path p in

a causal network, one has to “block” the effect along any other path that could bias the analysis.

This means conditioning on a set Z of variables that (Pearl, 2009b, Chapter 11):

1. block all the spurious (i.e. non causal) paths from X to Y

2. block all other causal paths that are not p

3. do not open new spurious paths

In many cases, one can identify the correct adjustment set Z by looking at the graph and following

the simple rules based on d-separation illustrated in the previous section. Cinelli et al. (2020)

presents a set of simple but quite exhaustive network examples where “good” (and “bad”) controls

are identified and explained. For more complex networks, the comprehensive mathematical theory

provides rules for if and how it is possible to extract a target causal effect from data (recall the

concept of non identifiable effect) (Pearl, 2009b,a; Pearl et al., 2016). Furthermore, the problem

of deciding which variables are “good” or “bad” controls has been automatized in a range of

algorithms available via open-source software, for example R packages such as pcalg (Kalisch
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et al., 2012), dagitty1 (Textor et al., 2016), and causaleffect (Tikka and Karvanen, 2017).

Total and direct causal effect

Finally, note that if a variable X is connected to Y via both a link and a set of other (indirect) causal

paths, its causal effect on Y can be computed both as its total effect or as its direct effect. The total

effect of X on Y refers to an integration along all causal paths connecting X to Y , and is given by

the formula introduced before

P(y|do(x)). (2.12)

The direct effect of X on Y quantifies the effect only along the link X → Y only, and is given by

P(y|do(x),do(SXY )) (2.13)

where SXY are all the observed variables in the system except X and Y . The direct effect is non

zero only if there is such a link. Due to the definition of parents, the direct effect can equivalently

be described with P(y|do(x),do(pay)) (Pearl, 2009b, pg. 128).

In a linear system, the indirect effect is such that indirect = total - direct. Estimation of these

effects in a linear system is exemplified in Section 2.4.3. For the general (nonlinear) definition, we

refer to Pearl (2009b, Section 4.5).

2.4.3 Linear causal effects

In a linear SCM, the quantification of the causal effect αp along a causal path p connecting X to

Y can be simply estimated as the linear coefficient of X in a multiple linear regression, computed

with ordinary least squares (OLS), which includes as regressors also all the confounders {Zi}

y = αpx+∑
i

βizi (2.14)

where the confounders can be identified as described in Section 2.4.2. The direct effect αd of X on

Y (i.e. along the path X → Y ) is non-zero only if there is a link X → Y and can be quantified as

y = ∑
i:pai

γi pai = αdx+ ∑
i:pai 6=x

βi pai (2.15)

1Also available online in www.dagitty.net.
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which, recalling the multiple linear regression defining the linear casual model in Equation (2.10),

is just the linear coefficient of the parent X on Y .

The general derivation of these formulae for the causal effects follows from the definition of

the expected causal effects (total or direct) applied to linear systems and after differentiation. For

example, ∂

∂xE[Y |do(x)] for the total effect, where E(Y |do(X = x)) = ∑y yP(Y |do(x)). For a more

formal derivation, see for example Pearl (2012a) (linear), Pearl (2012b) (nonlinear), Pearl (2009a)

and Pearl (2009b)(Section 4.5).

2.5 Causal Discovery

Causal discovery is the task of reconstructing the graph of causal relationships between a set of

variables from their observational data. Causal discovery has seen a steep rise with a plethora

of novel approaches and methods in recent years, also thanks to the ever-growing abundance of

dataset and computational resources. Each method comes with its particular set of assumptions

about properties of the underlying processes and the observed data (Spirtes et al., 2000), and targets

different real-world challenges (e.g. for Earth system sciences see Runge et al., 2019b). In general,

causal discovery methods can be classified into classical Granger causality approaches (Granger,

1969; Barnett and Seth, 2015), constraint-based causal network learning algorithms (Spirtes et al.,

2000), score-based Bayesian network learning methods (Chickering, 2002; Koller and Friedman,

2010), structural causal models (Peters et al., 2017; Porfiri and Marin, 2018), and state-space

reconstruction methods (Arnhold et al., 1999; Sugihara et al., 2012). In this thesis we focus on

constraint-based methods for time-series causal networks, which will be applied in Chapters 3

and 4.

2.5.1 Time-series constraint-based causal discovery

The constraint-based method for time-series causal network discovery is underpinned by the fol-

lowing definition of causal link (Runge et al., 2014; Runge, 2018):

Definition 2.5.1 (Lag-specific causal link). Variables Xt−τ and Yt of a multi-variate time-evolving

process Xt are connected by a lag-specific directed link Xt−τ → Yt pointing forward in time if and
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Figure 2.4: Different approaches to calculate the influence of X on V at lag 2. a) Cross-correlation calculates

the correlation of Xt−2 and Vt . b) Lag-specific Granger causality tests if Xt−2 and Vt are conditionally

independent given all other processes at all lags (black boxes). c) The adapted PC-algorithm iteratively tests

for conditional independence by conditioning on different combinations of the considered processes (black

boxes). It starts with conditioning on just one process and then gradually increases the number of conditions.

Figure adapted from Kretschmer (2017).

only if τ > 0 and

Xt−τ ��⊥⊥ Yt | X−t \{Xt−τ}, (2.16)

i.e. the variables are not independent conditionally on the past of the whole process X−t =

(Xt−1,Xt−2 . . .) excluding Xt−τ .

In words, the link Xt−τ→Yt means that Xt−τ provides additional information to Yt even once the

past values of all variables are known. This definition is the lag-specific adaptation of Granger’s

causality (Runge et al., 2014). This concept had been introduced by Clive Granger in 1969 to

investigate causal relations in econometric models (Granger, 1969). In a (multivariate) process X,

X Granger causes Y if X occurs before events in Y and if X improves forecasting Y , even when

the past of the remaining process X \ {X} is known. This reasonably assumes that if Y depends

on X , then its prediction will be improved by knowledge of X . Recasting the definition using

conditional independence and for a specific lag τ , it can be stated as “Xt Granger causes Yt+τ if

Xt and Yt+τ are conditionally dependent given the past of Xt+τ \{Xt}”. Figure 2.4(b) provides a

visual representation of the Definition 2.5.1 (i.e. lag-specific Granger causality). It is contrasted

with Figure 2.4(a) which represents unconditional dependence (e.g. cross-correlation).

In a constraint-based causal discovery method, links are learned from data by testing the

conditional independences (CI) stated in Equation (2.16) with a smart selection of condition sets
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and using a suitable CI measure I (Spirtes et al., 2000). Since computing I(Xt−τ ,Yt | Z) for the most

general Z = X−t \{Xt−τ} is practically unfeasible already for relatively small systems and reduces

detectability (Runge et al., 2012b), constraint-based methods are essentially strategies to select Z

as a reduced set without loss of generality. A representation of the reduced sub-set of conditions is

shown by the black boxes in Figure 2.4(c).

Compared to other techniques, a constraint-based method has the advantage that it can flexibly

account for linear and nonlinear causal relations and different data-types (continuous and categor-

ical, univariate and multivariate) by means of a suitable choice of the CI measure. One can draw

from a large variety of conditional independence tests and measures, as discussed in detail in Runge

(2018) and Runge et al. (2019a). If no hypothesis on the model can be made beforehand and data

are continuous, a very general nearest-neighbour estimator can be used (Runge et al., 2012a), with

the drawback of being computationally costly. If a linear model can be assumed, the conditional

Pearson correlation (partial correlation) is extremely fast. It can be shown that X��⊥⊥Y |Z if the

partial correlation between X and Y conditioned on Z, ρXY |Z , is significantly different from 0. A

more detailed introduction to time-series causal discovery can be found in Runge et al. (2019a).

Interestingly, because of the way links are detected in constraint-based discovery, the absent links

tend to reflect more robust findings than the retained links (Runge, 2018).

2.5.2 PCMCI algorithm

In Chapters 3 and 4 of this thesis the PCMCI algorithm (Runge et al., 2019a) is adopted to

reconstruct time-series causal networks. This method has been today widely applied in the climate

science context, for example in studies by Kretschmer et al. (2016, 2017), Di Capua et al. (2019,

2020), Nowack et al. (2020), Kretschmer et al. (2020), Lehmann et al. (2020), Pfleiderer et al.

(2020) and Polkova et al. (2021)

PCMCI is based on the constraint-based PC-stable algorithm, named after its inventors Peter

Spirtes and Clark Glymour (Spirtes and Glymour, 1991; Spirtes et al., 1993, 2000), one of the

oldest of such methods. PCMCI combines PC-stable with the momentary conditional independence

(MCI) test that addresses the potential biasing effect of autocorrelation in time series. This aspect

is very relevant to climate time series, where strong autocorrelation is a very common feature;

for example of stratospheric dynamics and sea surface temperature. It has been shown (Runge,
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2018) that the additional benefits of PCMCI compared to PC-stable (and other constraint-based

methods) are of i) controlling more effectively for false positives, ii) maximising the detection

power of the partial correlation, and iii) providing an estimate of link strength (in the MCI step,

Runge et al. (2014)). PCMCI retains its high detection power and control for false positives also

in high-dimensional and strongly autocorrelated time series settings (Runge et al., 2019a). An in

depth discussion of these results can be found in Runge (2018).

The main steps performed by the PCMCI algorithm are:

1. Null hypothesis: Given a system of N variables Xt with t = 1, . . . ,T , the starting (null)

hypothesis is that all pairs of lagged variables (X i
t−τ ,X

j
t ) are potentially connected X i

t−τ→X j
t

at each lag τ = 1, . . . ,τmax. Note that this includes X i
t−τ → X i

t , the so-called auto-links.

Equivalently, for each X j
t , the algorithm starts assuming all past variables (up to a user

defined τmax) are potential parents P̂ j
o.

2. PC1 step: At first the PC1 condition pre-selection method is run to identify relevant condi-

tions P̂ j for all time series variables X j (also called potential parents). PC1 is a Markov set

discovery algorithm based on the PC-stable algorithm that removes irrelevant conditions for

each of the N variables by iterative independence testing (Colombo and Maathuis, 2014).

Specifically, all lagged pairs
(

X i
t−τ ,X

j
t

)
are tested for their independence under some low

dimensional conditioning sets S, |S|= 0,1, ..,qmax using the chosen CI test: X i
t−τ ⊥⊥ X j

t | S .

qmax is user definable; the default value is 1. If the p-value of the CI test is larger than

a user-defined significance level αPC, the variable X i
t−τ is removed from the hypothesized

set of parents P̂i
o. After this pruning process, each variable X i remains connected with a

(generally) low dimensional set of potential parents P̂i.

3. MCI step: Then the MCI test is performed. In this step all pairs of variables (X i
t−τ ,X

j
t ) with

i, j ∈ {1, ...,N} and time-delay 0 < τ ≤ τmax are addressed again. The CI test is computed

conditioning on the union of the newly found set of potential parents, i.e.

MCI: X i
t−τ ⊥⊥ X j

t | P̂
j
t \{X i

t−τ}∪ P̂i
t−τ . (2.17)

Thus, MCI conditions on both the (potential) parents of X j
t and the time-shifted parents of

X i
t−τ . Only the pairs that ‘pass’ the MCI test are retained as final links (i.e. the p-value
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associated with the MCI test is smaller than a user-defined α significance level). The lag-

specific connections that pass the MCI step constitute the discovered time-series causal

network. Note that the condition set here can include the lagged-in-the-past version of both

variables and thus removes biases induced by autocorrelations, together with other indirect

effects (Runge, 2018).

The two stages of PCMCI serve the following purposes. PC1 acts as a filter to remove irrelevant

lagged conditions (up to some τmax) for each variable. A liberal significance level αPC in the tests

lets PC1 adaptively converge to typically only a few relevant conditions that include the causal

parents with high probability, but might also include some false positives (usually αPC = 0.2). The

MCI test then addresses false positive control for the highly-interdependent time series case, which

are very common in weather and climate time series. More precisely, while the conditioning on

the parents of X j
t (the potential effect) is sufficient to establish conditional independence in the

infinite sample limit (Markov property), the additional condition on the lagged parents of X i
t−τ (the

potential cause) leads to a test that removes biases for autocorrelated data (Runge et al., 2014).

In addition to the choice of CI test measure, the free parameters of PCMCI are three: the

maximum time lag τmax, and the significance levels α in MCI and αPC in PC1. The choice of CI

test is a modelling assumption guided by the assumed (non)linearity of the underlying process and

also finite sample size considerations. PCMCI can be used in combination with linear or nonlinear

tests, and can therefore extract also nonlinear causal relationships. When assuming linear systems,

partial correlations is the test of choice. αPC should be regarded as a hyper-parameter and can be

chosen based on model-selection criteria such as the Akaike Information Criterion (AIC) (Akaike,

1973) or cross-validation. τmax could be incorporated into this model selection. But since PCMCI

is not very sensitive to this parameter (Runge et al., 2019a) (as opposed to, e.g., Granger causality),

its choice can be based on lagged correlation functions, see Runge et al. (2019a) for a discussion.

Finally, α is chosen based on the desired level of overall false positives.

After the discovery, the network can be further parametrized. For an assumed linear SCM, the

MLR regression coefficients of each target (child) variable in Equation (2.10) provide the linear

causal effect associated with each link. If the variables are standardised before the regression, the

coefficients can be interpreted as the fraction of change in the child’s standard deviation resulting

from a change of one standard deviation of that parent.
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Causal assumptions

A causal interpretation of the relationships estimated with PCMCI, and other discovery methods,

comes from the standard assumptions in the constraint-based framework (Spirtes et al., 2000;

Runge, 2018; Runge et al., 2019a), namely Causal Sufficiency, the Causal Markov Condition and

Faithfulness.

• Causal Sufficiency is satisfied if and only if the observations X contain all the common

parents of each pair of variables of X. If this condition is not met (e.g. due to an unobserved

confounder or also due sampling on a too coarse time interval compared to the actual causal

lag), PCMCI may detect a spurious link due to the effect of a left out common influence.

• Causal Markov Condition states that any separation in the graph implies independence in

the process (Pearl, 2009b). A potential pitfall comes with time aggregation, where a link

that does not exist at the finer time scale appears in the coarser. Nonetheless, for many

applications a time aggregation is usually performed specifically to remove sub-processes

that are too noisy or non relevant to the analysis. A good practice is therefore to use an

aggregation-step at least as small as the fastest potential causal link (Runge et al., 2014;

Runge, 2018).

• Faithfulness is the inverse implication of the Markov condition, and can fail if there are

perfectly counteracting mechanisms or some limit cases of non-pairwise dependencies (like

a XOR-gate with binary variables having equal probability distributions).

For time-lagged causal discovery from observational time series, we also need the assumptions

of no instantaneous effects and stationarity:

• Absence of contemporaneous links: today there exist causal discovery algorithms that can

deal with such features (Runge, 2020) and also hidden confounders. In this thesis, lagged

causal relationships are always assumed.

• Link stationarity is generally assumed, and reflects the concept that causal links persist in

time, i.e. X i
t−τ→X j

t for all t. In Chapter 4 of this thesis a modification of PCMCI is proposed

that is able to account for regime-dependent non stationarity.
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Another set of conditions relate not to the mathematical framework but to the implementation

of causal discovery on a finite sample size of data. While it has been shown that PCMCI converges

to the true graph in the limit of infinite sample size (Runge, 2014), it is also shown that causal dis-

covery does not allow for such convergence with finite samples. This limit is quite common to any

statistical technique, but has to be taken into account especially for short time series. Furthermore,

the chosen CI test has to be chosen appropriately and determines the interpretation of the results.

Note that this feature is also common to any statistical analysis method.

2.5.3 Interpretation of discovered causal networks

Even with a well-posed network discovery problem, the physical and/or statistical interpretation of

the resulting data-driven casual network may not be straightforward. It is important to recall that

the concept of causation in a learned constraint-based causal network context is the abbreviation for

pairwise conditional dependence under a set of conditioning variables. Two specific applications

of causal network, search of predictors and hypothesis testing, provide contexts where the causal

network has a more intuitive interpretation.

As for the predictive interpretation, it can be mathematically shown that the parents of each

variable in a causal network learned with PCMCI are its minimal and optimal1 set of predictors

(Runge, 2014). And that the network is robust in this regard even if extracted from partial and

discrete-time observations of a larger and continuous Universe of events. In the context of optimal

model set up for seasonal forecasting, the best predictors is what scientists are often after. However,

if the goal is understanding the source of model error, than physical causality is key to the answer

and the former reasoning may not be satisfactory.

Hypothesis testing involving multiple processes is a challenging and relevant practice in cli-

mate science. In this context, causal discovery is highly informative since the perimeter of the

comparison is well defined. A good example is the one in Kretschmer et al. (2016), where the au-

thors reconstruct a causal network using climatological reanalysis time series to test two proposed

Arctic mechanisms driving observed circulation changes.

1Here optimal is defined as maximising a theoretical information measure.
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2.6 Can we prove causality using observational data alone?

Causal models can be thought of as theories that describe the underlying mechanisms responsible

for the generation of the data observed. Just as physical theories cannot be proved by observations,

also causal models cannot ultimately be proved from data alone, be it causal discovery or inference.

However, as with theories of physics, causal networks can be falsified if their underlying assump-

tions are not supported by the observational data. Therefore, data can be used to falsify a causal

network, by identifying locally which parts of the network are in contradiction with observations,

and thus need reformulation.

Applying this reasoning on falsification to causal discovery, a causal network discovered from

the statistical dependencies present in the data is by definition consistent with this data. Such a

network can be tested against unseen data to stress-test the links (and non-links).

On the other hand, in causal inference the causal network used is often prescribed, based on

expert knowledge of the system. When data are used to quantify the causal effects, a preliminary

and crucial step consists in testing that any such independence X⊥⊥Y | Z implied by the network

is in agreement with the data. These CI are also known as testable implications (or d-separations,

see Section 2.4.1). This is just the falsification step mentioned above. For a linear causal model,

where CI can be assessed via partial correlation, an example of a sufficient set of tests is {ρxix j|pai =

0 | i > j} where i ranges over all nodes and j ranges over all predecessors of i. Since not all the

testable implications are independent from each other, their smallest relevant sub-set is sufficient.

There are software packages that provide all the testable implications based on a given network,

including the free online tool daggity1. It is worth stressing once more that this step is a “sanity

check” rather than a proof of causality. Equally, the assessment of skill for a causal model (e.g.

represented by an SCM) using statistical methods, such as accuracy of prediction, cannot prove the

validity of the causal model.

1http://www.dagitty.net/dags.html[last accessed 25/09/2022]
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Chapter 3

Quantifying the timescale and strength

of Southern Hemisphere intra-seasonal

stratosphere-troposphere coupling

3.1 Introduction

As introduced in Section 1.3, during the spring-to-summer months the Southern Hemisphere

(SH) stratospheric and tropospheric extratropical circulation variabilities are strongly coupled (S-T

coupling). One of the most compelling observational fingerprint of the SH S-T coupling on the

intra-seasonal timescales is a downward propagating structure of the composite geopotential heigh

anomalies (Kuroda and Kodera, 2001; Thompson et al., 2005), seen also in the zonal winds (Kuroda

and Kodera, 1998), around the time of the seasonal vortex breakdown event. These composites are

commonly called “dripping paint plots” because of downward reaching “filaments” of the coherent

signal of the anomalies which seem to drip down from the stratosphere.

Modelling studies of the SH have confirmed the stratospheric origin of this downward propaga-

tion of anomalies. Arguably the strongest evidence is provided by studies of the late 20th century

ozone depletion. Multi-decadal trends of the SH tropospheric circulation, in particular of the

eddy-driven jet (jet), have been unequivocally traced back to the stratospheric ozone decline. The

effect of the ozone trends on the troposphere are mediated by a delay in the vortex breakdown

55



3. SH INTRA-SEASONAL STRATOSPHERE-TROPOSPHERE COUPLING

(McLandress et al., 2010, 2011). Such a tropospheric response to an exogenous stratospheric

perturbation can be regarded as causal in the physical sense of the term.

3.1.1 Statistical quantification of the S-T coupling

Observational studies have shown that the SH stratospheric vortex breakdown (VB) plays an

organising role for tropospheric circulation anomalies on weekly to monthly timescales (Hio and

Yoden, 2005; Black and McDaniel, 2007; Byrne et al., 2017). This is largely due to the VB event

corresponding to a shift down of the zonal wind anomalies which eventually leads to the early-

summertime equatorward shift of the tropospheric jet (Kidston et al., 2015; Byrne et al., 2017;

Byrne and Shepherd, 2018). Estimates of such potential for predictability of the troposphere due

to the vortex, in terms of strength and timescale of the signal, have been quantified with lagged

correlations (Graversen and Christiansen, 2003; Gerber et al., 2010; Byrne and Shepherd, 2018)

or regression patterns (Thompson et al., 2005) (details in Appendix 3.B). These two methods are

widely employed to identify and characterize statistical predictors (Wang et al., 2017). However, it

is becoming increasingly understood that their results can be biased by the effect of autocorrelations

(McGraw and Barnes, 2018). Further, these are not designed to distinguish direct from indirect

effects (Ebert-Uphoff and Deng, 2012). More complex machine learning (ML) techniques have

recently been adopted (Minokhin et al., 2017) to overcome those shortcomings, but such methods

often lack physical interpretation (Runge et al., 2019b).

3.1.2 SAM autocorrelations

In these same spring-to-summer months, considerable interest has been devoted to the enhanced

autocorrelation timescale of the tropospheric Southern Annular Mode (SAM), which is closely

related to the dynamics of the jet. Most studies have interpreted the observed enhanced SAM

autocorrelation timescale in terms of purely tropospheric eddy-feedback processes (Lorenz and

Hartmann (2001), Barnes and Hartmann (2010) and Simpson et al. (2011, 2013), as discussed in

further details in Appendix 3.A). Evidence for this was the observed non-zero correlation between

the eddy momentum flux anomaly (m) and SAM index with SAM leading, interpreted as an

eddy feedback. Interestingly, Simpson et al. (2011) also showed that suppressing stratospheric

springtime variability in spring in a climate model reduces the autocorrelation timescale of the tro-
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pospheric SAM by one-half (to about two weeks). No further exploration on this interesting result

of the role of the stratosphere followed there, since the paper was also focusing on tropospheric

feedbacks.

Several authors however have suggested that the longer tropospheric autocorrelation timescale

reflects the stratospheric influence at this time of year (Baldwin et al., 2003; Graversen and Christi-

ansen, 2003; Thompson et al., 2005; Gerber et al., 2010). For example, in an extensive statistical

analysis of chemistry-climate models and reanalysis, Gerber et al. (2010) quantified SAM’s variab-

ility, its decorrelation time scale, and its lagged correlation at various pressure levels, all showing

a coherent vertical structure that seems to origin in the stratosphere. More recently, using a more

mechanistic approach, Byrne et al. (2016) employed the zonally and vertically integrated quasi-

geostrophic momentum equation to show that a synthetically generated external forcing (F) acting

on the eddy momentum flux anomalies (m) can produce similar lagged cross-correlation between

m and the SAM index to what is observed in austral spring, without invoking tropospheric SAM

feedbacks. The authors argued that the stratosphere could play the role of the external forcing F

using physical arguments of the S-T coupling. A theoretical model able to quantify the effect of the

S-T downward connection on the SAM from reanalysis has however been lacking, arguably due

to the difficulty of statistically isolating the downward effect from the internal (and independent)

stratospheric and tropospheric dynamics.

In this chapter, a theoretically-based quantification is proposed for the intra-seasonal connec-

tion between the stratospheric polar vortex and tropospheric eddy-driven jet during the spring-to-

summer transition, with a focus on the timescale and strength of the downward influence. Spe-

cifically, following Granger (1969) the problem is framed in terms of how much additional and

unique information the stratosphere provides to the knowledge of the troposphere. The frame-

work chosen for such analysis is that of time-series causal networks (introduced in Section 2.3.2)

because they allow to distinguish direct from indirect effects by systematically accounting for

multiple, interconnected and autocorrelated variables.

3.2 Data

The primary data used is the four-times-daily wind from the ERA-Interim reanalysis, available

on an N128 Gaussian grid and 37 pressure levels (1000-1 hPa) (Dee et al., 2011). The period
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considered is 1 June 1979 to 30 April 2018 (39 spring-to-summer transitions). The vortex strength

(PoV) is defined using the daily-mean zonal-mean zonal wind ([u]) at 50 hPa and 60°S (Black and

McDaniel, 2007; Byrne et al., 2017; Ceppi and Shepherd, 2019). This choice is considered to be

robust due to the strong barotropic structure and temporal coherence of the vortex intra-seasonal

variability. The eddy-driven jet strength at high latitudes (Jet) is defined as the sine-weighted

integral of [u] at 850 hPa between 50 and 65°S. By geostrophic balance, Jet is proportional to the

difference in zonal-mean sea-level pressure between 50 and 65°S, which was used in Byrne and

Shepherd (2018) as a measure of the Jet and thus it can be compared with their results. Anomalies

are computed by removing the climatology and are used in all analysis. The n-days average of

a daily time series is performed on non-overlapping blocks of length n. The season 2002-2003

is discarded due to its outlier nature, being the only SH stratospheric sudden warming on record.

The date of the vortex breakdown (VB) is identified as the final time that the PoV drops below 10

ms−1; this criterion is applied to running 5-day averages with the central day as reference (Black

and McDaniel, 2007; Byrne et al., 2017). Only the first part of our two time series present a

significant trend (see Figure 3.6), thus detrending is uncertain. Since the vortex trend is mostly

due to a delayed VB in the earlier part of the record, conditioning the time-window of the analysis

around that date acts effectively as a detrending. With this VB dependent analysis the results on

the timescales of interest are found to be almost identical, as seen in Figure 3.2 (c,d), thus avoiding

explicit detrending does not impact the conclusions.

3.3 Methods

The set of relationships explaining the behaviour of a system Xt can be represented with a time-

series causal network, as formally introduced in Section 2.3.2. For linear systems, the definition of

lag-specific causal link of Equation (2.16) translates into the partial correlation coefficient

ρ(Xt ,Yt+τ |St ′<t+τ) (3.1)

being significantly different from zero, where St ′<t+τ = {Xt+τ−1,Xt+τ−2, . . .Xt+τ−τmax}\{Xt} (up

to a maximum lag in the past τmax) (Spirtes and Glymour, 1991). Partial correlation is the correl-

ation between the residuals of two separate linear regressions of X and Y onto S. Without loss of

generality, causal network theory allows to replace the high-dimensional set of conditions St ′<t+τ
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with a suitable subset based on the parents of Xt and Yt+τ (Runge et al., 2012a). The algorithm here

used to find these set is a time-series causal discovery algorithm called PCMCI (Runge, 2018), a

constraint-based casual discovery method, described in Section 2.5.2.

The CI test chosen to run PCMCI in this analysis is a partial correlation, since the interest is in

the linear dependence between the variables. Dependence (i.e. null hypothesis link) is rejected if

the computed p-value associated with the test is larger than the desired significance level α . Here

the p-value is computed according to a two-tailed Student’s t-distribution (PCMCI assumes two-

sided distribution; this is used everywhere in this analysis except for Figure 3.1 where is one-tailed

to match the choice in Byrne and Shepherd (2018) and facilitate comparison). The maximum

lag tested for connection, τmax, and the significance level for link rejection, α , are the two free

parameters in PCMCI, and their choices are specified in each part of the present analysis. All

analysis with PCMCI was performed with the TiGraMITe Python package.

An important quantity that can be derived for each discovered link Xt → Yt+τ is the partial

correlation

ρ
MIT (Xt → Yt+τ) = ρ(Xt ,Yt+τ |ZMIT

Xt ,Yt+τ
) (3.2)

where ZMIT
Xt ,Yt+τ

= PXt ∪PYt+τ
\ {Xt} and PXt are the discovered parents of variable Xt . MIT stands

for Momentary Information Transfer and refers to the property of the measure of being lag-specific

(or momentary). In particular, ZMIT can include the lagged-in-the-past version of both variables

and thus removes biases induced by autocorrelations, together with other indirect effects (Runge,

2018). It can be proven that ρMIT can be used to reliably quantify the strength of the links (Runge

et al., 2012a, pp.187 Runge, 2014).

An important assumption for unbiased causal discovery is to have included all potential com-

mon drivers of vortex and jet (Causal Sufficiency, pp.50). An obvious here is El Niño Southern

Oscillation (ENSO) (e.g. Byrne et al., 2019). However, since the expected time scale of influence

of ENSO should be much longer (1-3 months) than the ones used for the analysis (5-40 days) it can

be instead considered as a background effect that should not influence the intra-seasonal dynamics.

Finally, recall that the term causal link needs to be understood conditionally in the context of

the variables analysed. The inevitable initial choice of variables relying on expert (i.e. physical)

knowledge sets the boundary conditions for the interpretation of the analysis. It is likely that

intermediate and (or) additional variables may be needed to explain the full causal mechanism at
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play in the S-T downward coupling, and including additional variables could lead to a different set

of linkages. However developing a full theory of the coupling goes beyond the goal of this chapter,

which is to quantify the information flow between the stratosphere and the troposphere.

3.4 Results

3.4.1 The Confounding Effect of Stratospheric Autocorrelations

The S-T coupling is initially inspected by comparing monthly lagged correlations (ρ , as in Byrne

and Shepherd, 2018) with the corresponding MIT partial lagged correlations (ρMIT ), shown in

Figure 3.1. The statistical coefficients are computed on monthly mean anomalies of a variable

at a given month (m) and another variable at a later month (m+ τ), lagged by τ from +1 to +3

months and with m from September to January. Variables are correlated both with themselves (auto-

correlation) and with the other (cross-correlation). The conditions used for ρMIT are extracted via

PCMCI, with parameters τmax =+3, α = 0.05 and a p-value computed from a one-sided Student’s

t-distribution with 38 samples (the number of seasons analysed excluding 2002-2003).

Figure 3.1(a) for ρ shows strong autocorrelation of the vortex, as well as a large downward

cross-correlation and a relatively strong upward cross-correlation. Despite the slightly different

proxies used for jet and vortex, these plots resemble closely those of Figures 7 and 14(a,b) in

Byrne and Shepherd (2018). Having observed that the cross-correlation of vortex leading jet is

significant and larger than the jet autocorrelation for the same months1, Byrne and Shepherd, 2018

argued that this suggests that the vortex is better predictor of the jet than the jet itself between

October and December and that this effect lasts for up to 3 months. This was also previously

suggested by Gerber et al. (2010). However such a statement fails to account for the role of the

strong vortex autocorrelation which acts to inflate the cross-correlations, already noticeable in the

similarity between the plots for vortex autocorrelation and downward correlation. Furthermore,

following a similar reasoning, the upward correlation ρ(Jetm,PoVm+τ) could suggest there is an

upward component to the S-T coupling too, since this is also statistically significant at lag +1

month from October to January (not computed in the above mentioned article).

A conditional analysis with ρMIT results in a different quantification of the coupling, as shown

1i.e. ρ(PoVm,Jetm+τ )> ρ(Jetm,Jetm+τ )> 0
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a)

b)

Figure 3.1: The correlation ρ (a) and partial correlation ρMIT (b) matrices for PoV and Jet. In each sub-

figure, left panels shows coefficients between monthly values of PoV and either (top) PoV or (bottom) Jet

lagged by +1 to +3 months. Right panels show the same but for monthly values of Jet. If the p-value is larger

than 0.05 in a one-tailed Student’s t-distribution of 38 samples the colour of the entry is grey, otherwise the

colour matches the correlation coefficient.
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by Figure 3.1(b). Between September and December the vortex is found to provide significant

additional information to its future state for a maximum of one month lag, compared with a lag of up

to 3 months for the unconditional analysis. More strikingly, only a few positive downward links are

found in the MIT panel, compared to the extended downward unconditional cross-correlation.Thus

a confident conclusion on the vortex being a tropospheric predictor seems less obvious. A similar

result holds for the MIT upward connection too, where the cross-correlation structure almost totally

disappears after conditioning.

Why is the MIT downward coupling strength so much weaker than the unconditional estimate?

The answer lies in the conditioning set used for the partial correlation. Inspecting all the pairs of

variables and months, the conditioning set detected by PCMCI was always constituted by the one

month-lagged vortex ZMIT = PoVm−1. This is due to the vortex being strongly auto-dependent,

PoVm−1 → PoVm, and thus retained in the ZMIT conditions for ρMIT (PoVm,Jetm+τ). Given the

extent of this weakening, it is evident that the stratospheric auto-dependence accounts for most of

the signal of the downward correlation, including its persistence for multiple months. The vortex

auto-dependence is found to also be causing the difference for the upward coupling, where the

conditioning set ZMIT = PoVm+τ−1 is also responsible for the disappearing cross-correlation with

Jet leading PoV.

The mathematical explanation of the inflating effect of a variable’s auto-dependence (here the

vortex) in a cross-correlation is reported in Appendix 3.C, based on the analysis in Runge et al.

(2014).

3.4.2 Parametrization of the stratosphere-troposphere coupling

The patchy structure of the downward partial correlations suggests that sample size issues might be

at play and potentially hiding the coupling signal. Since modelling studies agree that the dynamical

downward coupling persists from roughly September to January (e.g. Byrne et al., 2019), groups

of months are analysed together rather than individually to increase the sample size.

Detecting timescale and time of the year

First, the timescale at which the upward and downward causal links come into play are explored.

While a time-window spanning the months from October to January (ONDJ) for each season is
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fixed, the time averaging applied to the time series is varied over n=5, ..., 55 days. The corres-

ponding sample sizes are from 912 to 80 (compared to 38 for the previous analysis). Note that an

alternative time-window SOND gives similar results (not shown). PCMCI parameters are set at

α = 0.05 and τmax =+3.

Figure 3.2: ρMIT (black) and p-value (blue) for increasing n-averaging and fixed ONDJ time-window: (a)

downward link and (b) upward link. ρMIT (black) and p-value (blue) for the downward link at fixed 35 days

aggregation and changing time-window: (c) a fixed period (see x-ticks) is analysed every year; (d) the period

starting some days (x-ticks) before the yearly date of the vortex breakdown is analysed. The maximum lag

for all the analysis is τmax=3 and α = 0.05. Also the value of the rejected links are shown to inspect the

change in p-value and ρMIT .

Firstly, the downward and upward links at lag +1 are inspected. Figure 3.2(a) shows that the

downward link at lag +1 becomes significant (and strong) for averaging larger than 30 days (p-val

≤ 10−3, ρMIT ≥ 0.25). The known role of the stratosphere as a source of tropospheric predictability

is recovered but the influence needs around one month to be manifest in the troposphere, which

suggests a role for lower-stratospheric radiative processes. This timescale is very close to the

one used in Figure 3.1, therefore the non-robust downward link in that analysis was most likely
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a sample size issue (there samples were 38, here 152). Figure 3.2(b) shows that the upward

link is detected only for time averaging shorter than 10 days, which agrees with planetary-wave

propagation timescales.

In terms of auto-dependence at lag +1, the jet is significantly auto-dependent only up to a

time averaging of 20 days (not shown). Note that in our framework any tropospheric feedback

not forced by the stratosphere would show up in the jet auto-dependence, as no mediating eddy

momentum flux variable is included. The vortex auto-dependence at lag +1 is significant up to 50

days (not shown). Finally, note that links at larger lags appear only for vortex auto-dependency

(+2) and are non-robust to different averaging (not shown).

Overall, Figure 3.2(a,b) suggests that a reasonable intra-seasonal timescale to study the S-T

coupling is around 35-40 days, and hereafter 35 days is considered. This choice that strikes a bal-

ance between signal detectability of the downward influence, which from physical considerations

requires a large enough time lag (confirmed by this analysis, Figure 3.2(a)), and a large enough

sample size for estimating partial correlations within the reanalysis dataset. The smooth increase

of values in Figure 3.2(a) of PoVt → Jett+1 is expected due to the vortex auto-dependence, which

happens at many smaller timescales and thus is baked into the downward link as soon as the aver-

aging period becomes larger than the timescale of the direct connection. This consideration adds

an independent motivation to choosing the smallest possible time average at which the coupling is

manifest.

The persistence of the downward link from August to February is also studied (Figure 3.2(c)).

The number of days T of the time-window is fixed (105 days, three times the n=35 days averaging)

and a changing starting day t0 is considered by shifting it every 5 days from 1 August to 1 December.

Note that the 35 days average is performed after the time-window is selected. The downward link

is found to persist from August to January but loses significance when the final part of the time-

window enters into February. This confirms the well known feature that the vortex decouples again

from the jet in the summer.

Finally, the effect of the variability in the vortex breakdown date is addressed with an alternative

time-window selection (Figure 3.2(d)). In this case t0 is chosen each year according to the VB date

as t0 =V B− t days, therefore with t0 iteratively increased by 5 days until it reaches t0 =V B+10

days . The breakdown-specific downward link is strong and robust when the time-window begins
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well before the breakdown, and has a rapid drop in significance when t0 is closer to VB than about

20 days. This provides some evidence that the breakdown date is an indicator of the culmination

of the coupling period. Since PCMCI is here forced to constrain the driver variable (not the effect)

in the time window specified above (a feature called x masking in PCMCI), this result implies

that only the stratospheric dynamics up to the vortex breakdown date influences the tropospheric

jet. After the breakdown, the stratospheric information does not transfer information downward as

effectively (or at all).

Quantification of the linear S-T coupling strength

According to the above analysis, the best period to evaluate the intra-seasonal S-T downward

coupling is between the beginning of September and mid-January (or alternatively well before the

VB) and with a time averaging of about 35 days. Note that the sample size achieved for n=35 is of

152 = 4(samples/year)*38(years). With this choice of time parameters, PCMCI is re-applied testing

all possible links with τmax =+2 and at a significance level α = 0.005, thus strongly controlling

for false positives.

The results from the MCI conditional dependence tests are shown in Table 3.1. The connections

detected are two: the downward link and the vortex auto-dependence. This is shown graphically in

Figure 3.3 and can be written as the following linear system:


PoV t = aPoV t−1 + εP,t

Jett = cPoV t−1 + εJ,t

(3.3)

where (εP,εJ)t is an independent and identically distributed Gaussian noise of covariance Σ and

zero mean. The over-bar stands for standardised time series and lag +1 corresponds to 35 days.

The linear regression coefficients of the standardized time series (± their standard deviations) and

the covariance matrix fitted to the two-dimensional residuals are:

a = 0.55±0.11, c = 0.37±0.15, Σ =
(

0.70 0.35
0.35 0.86

)
(3.4)

Note that Equation (3.3) recovers an interaction supported by previous literature but offers a

more parsimonious description than the full set of cross-correlation parameters. The vortex explains

around 40% of the monthly jet variability and can be used as its statistical predictor around 35 days
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ahead. On this timescale, the jet does not provide a detectable source of information to itself nor

to the vortex.

Link lag ρMIT 95% conf. p-value

PoV→ PoV +1 0.56 (0.472, 0.628) 1.5·10−5

PoV→ Jet +1 0.29 (0.161, 0.399) 1.0·10−3

Jet→ Jet +1 0.063 (-0.072, 0.196) 0.44

Jet→ PoV +1 -0.064 (-0.197, 0.071) 0.43

PoV→ PoV +2 -0.14 (-0.272, -0.009) 0.07

PoV→ Jet +2 0.06 (-0.069, 0.200) 0.41

Jet→ Jet +2 0.06 (-0.071, 0.197) 0.43

Jet→ PoV +2 0.14 (0.008, 0.271) 0.08

Table 3.1: PCMCI results for n = 35 days and time window = Sept 1 to Jan 19. PCMCI parameters used are

α = 0.005, τmax =+2. The statistically significant links are indicated in bold font.

Reproducing the observed lagged correlation pattern

The correlation structure of reanalysis is compared with the one of data synthetically generated

via Eq. (3.3), with coefficient as in Eq. (3.4). Since the causal drivers and their coefficients

have not been chosen to optimize the resemblance of these features, this comparison provides an

independent check on our result. Figure 3.4 shows that the synthetic (light blue) and reanalysis
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Figure 3.3: Graphical representation of the network described by Equation (3.3). Lag +1 corresponds to 35

days.

(red) correlations are in good agreement, meaning that this minimal model can recover the full

reanalysis cross-correlation fingerprint. This suggests that this set of variables is capturing the

first-order relationship between the observed vortex and the jet at this timescale, i.e. there is no

major missing explanatory factor.

It is crucial to stress that the jet autocorrelation is also matching reanalysis (panel d), despite

the absence of direct tropospheric auto-dependence or feedback (no Jett → Jett+τ ). Here the

jet “inherits” the vortex long autocorrelation timescale via the downward link. This can be also

formally shown by the analytical formulae for the autocorrelations derived from Eq. (3.3):

ρPoV (τ) = a|τ| (3.5)

ρJet(τ) =
1

c2σ2
P +σ2

J (1−a2)

[
c2

σ
2
P ρPoV (τ)+δτ,0σ

2
J (1−a2)+(1−δτ,0)c(1−a2)σPJ a|τ|−1

]
(3.6)

where Σ =
(

σ2
P σPJ

σPJ σ2
J

)
. Note that the jet autocorrelation function comprises of three terms. The first

term is proportional to the vortex autocorrelation (a|τ|), thus it inherits the vortex autocorrelation

timescale thanks to c 6= 0. The second term ensures ρJet(0) = 1. The third term includes the

effects of a contemporaneous connection between the two time series (σJP 6= 0; physically this

can represent processes influencing both vortex and jet on a timescale smaller than τ = 1 ). and

its decorrelation time scale is set by a|τ|−1, thus is also dependent on the vortex auto-dependence

strength. The correlation structure of the time series generated using the standardised coefficient
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can be directly compared with the reanalysis correlations because of the property of invariance

under linear transformations.

Based on this analysis, the enhanced autocorrelation of the monthly mean tropospheric SAM

observed during this period can be attributed in large part to the intra-seasonal stratospheric influ-

ence. The effect of a tropospheric eddy feedback could increase the jet autocorrelation timescale

further, but is not needed to explain the observed values at the monthly timescale. This conclusion

is consistent with the analysis by Breul et al. (2022) who found with a regression analysis that VB

variability approximately doubles SAM autocorrelation timescale during austral summer (DJF), a

result that holds in both re-analysis data and in models of CMIP5 and CMIP6 (although note that

here SOND are considered). The causal role of the stratosphere was backed by simulations with

a simple stochastically forced barotropic model, where the influence of the polar vortex on the jet

was parameterised with a torque (Breul et al., 2022, for details).

The role of the stratosphere in inflating the jet autocorrelation may help account for the lack of

any relationship between the jet response to climate change and the jet autocorrelation timescale

in austral summer (Simpson and Polvani, 2016; Breul et al., 2022), which might otherwise be

expected if such a timescale reflected mostly the strength of tropospheric feedback processes

through Fluctuation-Dissipation relationship arguments (Gritsun and Branstator, 2007). See also

Breul et al. (2022) for an updated discussion on this aspect.

3.4.3 Connection Between Ozone-induced Observed Circulation Trends

The strength of the late spring SH polar vortex is known to have increased in the late 20th century,

mainly as a result of the cooling of the polar stratosphere due to anthropogenic ozone depletion

(Waugh et al., 1999; McLandress et al., 2010). It is also established that the concurrent positive

trend in the SAM seen in austral summer is a response to the same cause: a poleward trend

of the tropospheric jet (McLandress et al., 2011) corresponding to an overall delayed seasonal

equatorward shift (Sun et al., 2014; Byrne et al., 2017) due to an on average later VB caused by

the colder and stronger stratosphere.

In an attempt to reproduce this dynamics, an exogenous forcing term, γ̃t, is added to PoV in
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a) b)

c) d)

Figure 3.4: (a)-(d) Correlations of reanalysis (red dots) and synthetic (blue box plot) time series. 100

synthetic time series of length 152 are generated using Equation (3.3) and the coefficients in Equation (3.4).

Blue boxes cover the 25-75 percentile ranges; the line is at the median; whiskers show 9-91 percentiles.

Red dots are the observational data with bars indicating the 95% confidence range according to a two-tailed

Student’s t-distribution.
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Figure 3.5: Graphical representation of the network described by Equation (3.7).

Equation (3.3). This leads to the following forced system of equations
PoV t = aPoV t−1 + γ̃t + εP,t

Jett = cPoV t−1 + εJ,t

(3.7)

also represented graphically in Figure 3.5. Asymptotically, this equation leads to the following

trends for both variables

PoV t =
γ̃

1−a
t

Jett = c
γ̃

1−a
t

(3.8)

where the coefficient c of the downward link PoV t → Jett+1 controls how effectively the externally

induced stratospheric trend is transferred to the tropospheric variable.

The expected trend derived in Eq. (3.8) are here compared with reanalysis. The reanalysis

trends are estimated as γP
obs and γJ

obs by computing, for each calendar day between 1 September

and 5 March, the increase per decade of the 30-day mean value of the time series around that

calendar day across the years of interest. The first 22 years of the record corresponding to when

ozone was declining strongly, 1979-2001 (Epoch 1), are analysed separately from the last 22

years when the ozone hole was approximately stabilized and started to recover, 1996-2018 (Epoch

2). The overlapping is chosen to avoid too strong an end-point inter-dependence, and to create

reasonably long epochs of equal length. For each calendar day, the observed value for the PoV
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trend is assigned to γ̃ in Equation (3.7), and 100 time series for the Jet of 30 time steps each are

generated. From these, the synthetic Jet trend is estimated. Note that 100 members are used to

estimate the uncertainty of the fit and 30 time steps are chosen to be close to the 22 data points

used in reanalysis. Finally, since the lag of the downward link is 35 days, the synthetic Jet trend is

associated to 35 calendar days later than the PoV forcing. For the synthetic vortex time series to

be comparable with observed values, a rescaling is required as described in Appendix 3.D.
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Figure 3.6: PoV and Jet observed trends ( γP
obs in light blue and γJ

obs in red) between 1979-2001 (a) and

1996-2018 (b). Trends are computed as described in text and the uncertainty range is the standard error of

the regression coefficient. The modelled Jet trend and its uncertainty (orange) are computed as the synthetic

ensemble average trend and ensemble standard deviation. The spread is smoothed using a Gaussian window

with a 15-days sigma width. Because the uncertainty in the best choice for the observed vortex trend is non

negligible (blue error bar, σobs
γP

), the associated uncertainty c ·σobs
γP

(dark orange) is added to the ensemble

spread (light orange).

Figure 3.6(a) shows the result for Epoch 1. The observed month-specific vortex trend (light

blue) is strong, as expected: it peaks around late November and early December, with a mean value

of 6 m/s per decade. The induced synthetic jet trend (orange) overlaps with the observed trend

(red): they are both smaller than the vortex trend, and peak in early January, consistent with the

about one month of delay necessary for the stratospheric signal to reach the troposphere. On the

other hand, in Epoch 2 of Figure 3.6(b) no significant stratospheric trend is seen (light blue) and

therefore no synthetic jet trend can be induced either (orange), as it is the case in reanalysis too

(red). Note that the results on the trends discussed here also hold if a small jet auto-dependence is
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included, which could represent a tropospheric feedback that was too weak to be detected by our

analysis. Appendix 3.E shows the effect of adding the term bJett−1 to the jet formula of Eq. (3.3)

for a range of coefficients b.

Overall Figure 3.6 suggests that the linear model of the S-T coupling here derived has minimal

but relevant ingredients to capture the statistical connection between long-term trends in vortex

and jet in the late 20th century. This purely observational attribution of the tropospheric jet shift is

the first of its kind, and complements previously published model-based attributions. This model

agrees with the physical idea that a coupling relation based on internal variability can be used to

understand the causal links between forced responses (Gritsun and Branstator, 2007). It is also

consistent with the relation found by Ceppi and Shepherd (2019) for the SH S-T coupling, in that

case the vortex breakdown delay is forced by greenhouse gases.

3.5 Discussion

The analysis presented in this chapter demonstrated that the autocorrelation timescale of the SH

tropospheric eddy-driven jet between late spring and early summer is strongly influenced by the

stratospheric polar vortex. The effect of the downward coupling in this time of the year results in

the jet being to a large degree “controlled” by the vortex: a highly autocorrelated vortex determines

the a highly autocorrelated jet. This implies that to understand present and future changes to the

jet’s persistence timescale the role of the stratosphere cannot be discarded (e.g. Ceppi and Shepherd,

2019; Mindlin et al., 2021; Breul et al., 2022).

Another finding is that the connection between the vortex and the jet happens on a timescale

of about one month, confirming that the connection is not instantaneous but needs some time for

the stratospheric information to impact on the troposphere. It further suggests a role for lower-

stratospheric radiative processes. The connection is strongest in the time leading up to the vortex

breakdown, more specifically the information travelling from the vortex to the jet originates mostly

from the few months and weeks before the vortex breakdown. Afterwards it is very minimal.

Hence the whole period of destabilization of the vortex can be a source of information for the

troposphere (e.g. Byrne and Shepherd, 2018; Lim et al., 2018). Further, in this time of the year and

at this timescale, the jet does not seem to have a detectable influence on the vortex.

The simple parametrised model of the coupling reproduced well the correlation fingerprint
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present in ERA Interim. It was further found to be able to connect the observed trend in the

stratospheric vortex strength (known to be driven by ozone depletion) with the observed trend

in tropospheric jet strength, the latter resulting from a delayed equatorward shift instigated by a

later vortex breakdown (Byrne et al., 2017). This further stresses the role of the stratosphere in

understanding future changes in the SH large scale tropospheric circulation. For example, the

underlying assumption in Ceppi and Shepherd (2019) is that, if the mechanism of the downward

coupling (which explains intra-seasonal dynamics) holds also under forcing that affects the vortex

(e.g. the effect greenhouse gases), then the downward connection should allow to understand the

impact of such forcing onto the jet too.

Among the limitations of this analysis is the use of a dataset with small sample size (especially

when time averaged at intervals longer than 20-30 days) which means that some of the results

may be affected by observational noise. For example, the “true” values of the linear component

of the coupling could be different from what is represented here in Equation (3.4). Also a weak

but significant auto-dependence in the jet at this time scale could have been missed due to the

small sample size; however the conclusions of this analysis have been shown to be robust to such

a potentially missing link. The assumption of a linear relationship between the vortex and the jet

may also be too simplistic, although it did seem to be enough for a statistical description of the

zonally-averaged system. Finally, as explicitly formulated in causal network theory, the omission

of variables that may affect both the vortex and the jet (also known as common drivers) may

be biasing these results. In this case, a potential common driver is ENSO, however as already

discussed its action is usually on longer timescales than the one month and below considered here.

In Chapter 5 a study of this system with inclusion of ENSO suggests that the quantification of the

connection between the vortex and the jet was robust to this effect.

Finally, based on our physical understanding of the coupling, as well as the statistical analysis

carried out here, there is a suggestion that the best way to estimate the coupling (timescale and

strength) is to condition the quantification to the days around the time of the vortex break down,

which varies quite significantly from year to year. As in many other systems, being able to identify

the months or seasons where a given physical process (a link in the network) is “active” in the

year is not trivial. This identification is usually a result of expert knowledge, for example by

selecting the SH spring months to study processes that dominate the spring time. But there could
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be many cases where the start or end of the season is not well defined, or potentially shifting as

anthropogenic factors interfere, such as ozone depleting substances, greenhouse gases or aerosols.

In Chapter 4 a data-driven method is presented to identify the time points of change (regimes) in

the behaviour of a system starting from the non-stationary time series of its variables.

3.6 Conclusion

In this chapter the direct influence of the SH stratospheric polar vortex on the tropospheric eddy-

driven jet during the spring-to-summer transition has been estimated from reanalysis using a causal

network approach employing partial correlations. While the causal network analysis confirms the

expected connections (links), it allows further insight to be gained. For example, it identifies the

most parsimonious set of connections in a complex autocorrelated system land is able to reproduce

critical statistics, such as the jet autocorrelation. The process for link detection is rooted in causal

network and information theory, and their formulation allows to interpret the links in terms of

direct information flow between nodes, going beyond stating the significance of the regression

coefficients. Although this difference seems subtle, it is significant in terms of interpretation and

robustness of the results. More generally, the core idea behind the method seems suitable to identify

robust connections that can be used for emergent constraints, and to perform succinct diagnosis of

model error, and offers an alternative route to inter-model comparisons (Hammerling et al., 2018;

Runge et al., 2019b; Nowack et al., 2020).
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3.A Tropospheric drivers of the SAM autocorrelation time scale

The enhanced autocorrelation time scale of the SH spring to summer tropospheric SAM has been

extensively studied by previous works (e.g. Lorenz and Hartmann, 2001; Simpson et al., 2013;

Barnes and Hartmann, 2010). The overall conclusion of these works has been that tropospheric

feedbacks play a prominent role through the eddy momentum fluxes. Some relevant details to the

present study are summarised below.

Lorenz and Hartmann (2001) studied tropospheric phenomena related to the persistence of the

tropospheric SAM, inspecting the role of eddies in mediating a feedback on the SAM. They find

that the zonal-mean wind influences the low-frequency component of the eddy momentum flux

anomalies, which in turn feedbacks on the SAM and increases its persistence. They quantify the

effect of this feedback as describing half of the low-frequency variance of the zonal-mean zonal

wind (vertically integrated) EOF1. While this study inspects tropospheric correlations in detail, it

does not account for the role of stratospheric effects.

Barnes and Hartmann (2010) studied the persistence of the tropospheric SAM using a three-

dimensional vorticity budget that allows to account for non-zonally symmetric behaviour. This is

the same feedback mechanism as in Lorenz and Hartmann (2001) but described with a vorticity

budget. Seasonal and zonal asymmetries are found, and the authors understand them in terms of

presence (absence) of local eddy feedbacks. For the SH summer, a main finding is that “positive

feedback between the eddies and the jet anomalies extends the persistence of meridional shifts of

the midlatitude eddy-driven jet”. Quantification of the feedback is done via lagged cross correlation

and spectral analysis (the latter employing a synthetic linear model as in Lorenz and Hartmann
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(2001)).

Simpson et al. (2013) focused on the internal tropospheric mechanisms responsible for the

excessive persistence of tropospheric SAM anomalies in GCMs. The authors quantify the eddy

feedback strength for the vertically averaged zonal-mean zonal wind projected onto the meridional

SAM pattern. Their method improves Lorenz and Hartmann (2001)’s estimation as it accounts for

potential intra-seasonal variability. In Simpson et al. (2013) the effect of stratospheric forcing is

not inspected as an earlier analysis found the persistence bias to remain in stratospherically nudged

runs as well (Simpson et al., 2011) (although removing the effect of the stratosphere did reduce the

persistence, as mentioned in Section 3.1).

3.B The role of stratosphere in SAM autocorrelations

The effect of stratospheric dynamics on SAM time scale has been suggested by others, for example

Graversen and Christiansen (2003), Thompson et al. (2005), Baldwin et al. (2003), Gerber et al.

(2010) and Byrne and Shepherd (2018), as referenced in the text. In Gerber et al. (2010) an

extended study of the stratosphere-troposphere coupling in chemistry-climate models (CCMs) and

reanalysis is presented. In the following the results that specifically investigate the time scale and

magnitude of the coupling are commented.

The magnitude of the reanalysis intra-seasonal variability of the SAM (standard deviation of

the index in each month) is computed separately at each pressure level (Figure 7b therein). A

strength of the connection between variabilities at different pressure levels is however not easy to

extrapolate and the authors do not comment on this.

The decorrelation of the variability is computed as e-folding time scale of the autocorrelation

function of the reanalysis SAM index (see Figure 8b therein, constructed as Figure 7b). An

increased timescale in the troposphere (NDJ) is clearly seen while the stratospheric timescale

is maximising in SON. Still, inferring a time scale for the downward connection between these

persistent periods is not possible from this analysis alone. For example, the connection could be

almost instantaneously happening in November, or it could start in September in the stratosphere

and take almost three-month time to impact at the tropospheric level.

The ‘predictability’ at various pressure levels is explored in Figure 9b therein. The index

plotted in colour is the square of the correlation coefficient ρ2(X ,Y ) between the instantaneous
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annular mode index at each season and pressure, X(day,z), and the 30 day mean 850 hPa annular

mode index lagged by +10 days, Y(day+10). By linear regression theory, the correlation squared

ρ2(X ,Y ) corresponds to the fraction of the variance explained by a linear least-squares fit between

X and Y. Figure 9b shows that in September and October the stratosphere is more correlated with

the future near surface annular mode index than the near surface itself. This is well known as to

indicate potential predictability skill coming from the stratosphere. However, the values of this

correlations cannot be interpreted as the strength of a direct connection between a stratospheric

pressure level and 850hPa: correlation does not equate to predictability, and it can be biased by

multiple effects such as autocorrelations, as demonstrated in this chapter. Further, this analysis

does not answer to the timescale question either.

3.C Mathematical derivation for the inflating effect of autocorrela-

tion on cross-correlations

The inflating effect of a variable’s auto-dependence (here the vortex) in a cross-correlation can

be demonstrated in general terms, as studied in Runge et al. (2014). Assuming a two-variable

linear system, the lagged unconditional and partial cross-correlations can be explicitly derived as

functions of the auto-dependence coefficients. The system
Xt = aXt−1 + εX ,t

Yt = cXt−1 +bYt−1 + εY,t

(3.9)

describes a stochastic process of two auto-dependent variables (through a,b, with |a|, |b|< 1 for

stationarity) that are one-way coupled, since X contributes to the state of Y (through c) but not

vice-versa. The noise terms are independent and Gaussian with covariance matrix Σ and zero mean.

The analytical expression of the lagged cross-correlation

ρ(Xt ,Yt+τ) = f (τ;a,b,c,Σ) (3.10)

depends on all coefficients of the system (see Table 2 in Runge et al. (2014) for the full derivation).

Relevant to our analysis is that the amplitude and position of its peak – often used as a diagnostic

for lagged interaction – can be modulated according to the values of the auto-dependent coefficients

a and b while keeping the actual causal coefficient c fixed. Also, the function f does not markedly
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decay for a specific sign of the lag, thus potentially (but wrongly) suggesting that Y directly

influences X . This is because correlation measures the collinearity between lagged time series,

which can be due to all sorts of effects.

On the other hand, the MIT partial correlation reads

ρ
MIT (Xt ,Yt+τ) = δτ,1

√
c2σ2

X

c2σ2
X +σ2

Y
(3.11)

where δτ,1 is the Kronecker delta function, σ2
X = ΣXX and σ2

Y = ΣYY (see Table 2 in Runge et al.

(2014)). The effect of both autocorrelations has been removed (no a,b dependence) thanks to the

conditioning set ZMIT = {Xt+τ−1,Yt+τ−1,Xt−1}. The difference between the correlation and partial

correlation function is largely due to the auto-dependence coefficients.

In the present analysis for the vortex and jet, the large auto-dependence of the vortex can be

seen as analogous to a large coefficient a (Figure 3.1(a), top-left) resulting in an inflated cross-

correlation ρ . This analogy is confirmed to be accurate since conditioning on the set ZMIT =

PoVm−1 (PoVm+τ−1) results in smaller coefficients for the downward (upward) ρMIT compared to

the simple unconditional ρ , proving that the large vortex auto-dependence is responsible for the

large and persistent cross-correlations (Fig. 3.1).

3.D Trend rescaling

For the synthetic vortex time series to be comparable with observed values, they require the same

variability-to-trend ratio as the observed vortex, Robs = Rsynth, where the ratio is R is the vortex

variability divided by the strength increase over time due to the trend. Specifically,

Robs =

√
Var[PoV]

T obsγobs
P

(3.12)

with γP
obs(ms−1/month) obtained from reanalysis as described above, T obs =22 (years in one

Epoch) · 12 (months in a year) and Var[PoV] being the reanalysis variance of PoV monthly

anomalies. The synthetic ratio is given by

Rsynth =

√
Var[PoV]

T synthγ̃
(3.13)

with Var[PoV] = σ2
P/(1−a2) (standardized coefficient values as in Eq. (3.4)) and T synth = 30 time

steps. Imposing Robs = Rsynth, a rescaling factor K is obtained to determine the synthetic PoV trend
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coefficient γ̃ = K · γP
obs, where

K =

 T obs

T synth

√
σ2

P/(1−a2)√
Var[PoV]

 . (3.14)

Note that K depends only on vortex parameters. In particular, the observed jet trend is not used in

any way. Because the analytic prediction for the synthetic jet trend is γ̃c/(1−a), its conversion to

physical values is done by K−1 multiplication, which allows to compare it directly with reanalysis

γJ
obs.

3.E Effect of jet auto-dependence in the causal network

One of the results of this work is that both i) the long autocorrelation time scales of the jet and

ii) the emergence of a more poleward position in the jet latitude in the late 20th century can be

explained without any tropospheric mechanisms of eddy-feedbacks. In terms of causal network,

this is an absence of jet auto-dependence, i.e no link Jett → Jett+1 at the monthly timescale.

Let’s assume that the equation describing the two variable system has a monthly jet auto-

dependence component, which is expressed by coefficient b 6= 0:
PoV t = aPoV t−1 + εP,t

Jett = bJett−1 + cPoV t−1 + εJ,t

(3.15)

The auto-dependence coefficient b and the jet autocorrelation function are not trivially related.

In the case where b = 0, there jet autocorrelation can still be non-zero for many lags as proven in

Eq. (3.6). Be Jett = bJett−1+Ft ′<t and let us consider its autocorrelation function. Although b will

appear in the jet autocorrelation function, it does not define it completely as long as other terms

appear in the equation, like the forcing F . Therefore, even if b = 0 this does not necessary imply a

small or fast-decaying autocorrelation. As it happens in Eq. (3.6), the Jet time series can “inherit”

persistence from the external influence of the vortex that has itself a long decorrelation time. In our

case, this influence is provided by the vortex, F = cPoVt−1. The rejection of the Jet auto-link (and

thus b=0) could be a matter of sample size due to the relatively short period of reanalysis. However,

the correlation analysis shown in Figure 3.1 suggests that even a truly non-zero b coefficient was

missing, it would not be very large given the already good agreement with reanalysis.

79



3. SH INTRA-SEASONAL STRATOSPHERE-TROPOSPHERE COUPLING

As for the trend analysis in Section 3.4.3, the robustness of the results presented is tested with

the introduction of a b coefficient. The numerical calculation of the trend are performed using a

linear model with a small b coefficient included (0.1, 0.2, 0.3). The change in magnitude of the

trend is not major as shown in Figure 3.E.1 and the formula presented in the paper (black line in

figure, b=0) remains a valid approximation.
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Figure 3.E.1: The modelled Jet trend for different values of coefficient b, and fixed c=0.37 and a=0.55 as in

Eq. (3.3). The black line corresponds to the analytical prediction when b=0.
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Chapter 4

Reconstructing regime-dependent

causal relationships from observational

time series

The causal network of the S-T coupling studied in Chapter 3 presented a feature of non-stationarity.

It was shown that the downward coupling is organized around the time of the vortex breakdown

event, whose interannually variable timing tends to happen between late October and early January.

Indeed there are many climatic processes with “activation” that depends on time, for example

teleconnections that are present only in some seasons of the year. Not considering the precise

timing of such activation can confound interpretation of statistical analysis (e.g. Byrne et al., 2017).

There can be cases where the timing is not know a priori, for example due to internal variability

or changing external forcing. Motivated by this challenge, which is not unique to climate science

and a general limitation of most causal discovery methods, in this chapter a time-series causal

discovery method for regime-dependent non-stationarity is proposed.

4.1 Introduction

The interest in causal analysis for time series data is increasingly common in the context of climate

research (Section 1.4), but also in many other disciplines such as econometrics (Matthieu et al.,

2016), molecular (Gerber and Horenko, 2014) and animal group (Strandburg-Peshkin et al., 2018)
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dynamics. In many of these fields conducting experiments is often infeasible or unethical and

causal analysis is being considered as a way to make causal statements possible. What is often

given is a set of time series describing the processes of interest with limited (or even no) specific

knowledge about the direction and form of their causal relationships available. Thus the task at

hand is to reconstruct the underlying graph of causal relationships from time series data, termed

time-series causal discovery (introduced in detail in Section 2.5). Each causal discovery method

comes with its particular set of assumptions about properties of the underlying processes and the

observed data (Spirtes et al., 2000). Runge et al. (2019b) recently provided an overview of current

methodological frameworks, their application scenarios and open challenges, with a focus on Earth

system sciences.

Today’s ever-growing abundance of time series datasets promises many new application scen-

arios for the now numerous causal discovery methods. But many challenges emerging from the

dynamic nature of such datasets have not yet been met. One such issue is posed by time-varying

causal relationships, a frequent feature of both natural and artificial systems. In Earth sciences, for

example, the dominant causal relationship between soil moisture and air temperature periodically

reverses due to land-atmosphere feedbacks (Seneviratne et al., 2010); in animal group dynamics,

the leader-follower role of an individual often mutates in time (Nakayama et al., 2012); and in

econometrics, the direction of influence between stock markets and macroeconomic variables is

often dynamical (Muradoglu et al., 2000).

A feature commonly observed in non-stationary dynamical systems is regime-dependence.

Regime-dependence means that the causal relationships between the considered processes vary

depending on some prevailing background regime that may be modelled as switching between

different states. Further, often such regimes have strong persistence, that is, they operate and

affect causal relations on much longer time scales than the causal relations among the individual

processes. In the climate system, for instance, several cases of such regime-dependencies exist.

For example, rainfall in India in summer is known to be influenced by the El Niño Southern

Oscillation (ENSO), an important mode of variability in the tropical Pacific affecting the large-

scale atmospheric circulation and thereby weather patterns around the globe (Webster and Palmer,

1997; Shaman and Tziperman, 2007). It is, however, generally assumed that ENSO only marginally

affects Indian rainfall in winter (Pal et al., 2015). Thus, the causal relationships between ENSO
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and rainfall over India change depending on the season, which here defines the background regime

operating on a longer time scale (several months) than the causal relations between ENSO and

Indian rainfall (several weeks).

4.1.1 Existing literature on non-stationary causal discovery

Causal discovery has seen a steep rise in interest with a plethora of novel approaches and methods

in recent years. As outlined in Section 2.5, in general causal (graph) discovery methods can be

classified into classical Granger causality approaches (Granger, 1969; Barnett and Seth, 2015),

constraint-based causal network learning algorithms (Spirtes et al., 2000), score-based Bayesian

network learning methods (Chickering, 2002; Koller and Friedman, 2010), structural causal models

(Peters et al., 2017; Porfiri and Marin, 2018), and state-space reconstruction methods (Arnhold

et al., 1999; Sugihara et al., 2012). Here the focus is on the constraint-based framework which

has the advantage that it can flexibly account for linear and nonlinear causal relations and different

data-types (continuous and categorical, univariate and multivariate).

In particular, the PCMCI algorithm (Runge et al., 2019a) is adopted to reconstruct time-series

causal graphs, and it is introduced in detail in Section 2.5.2. In summary, PCMCI is an adaptation of

the constraint-based PC algorithm (Spirtes et al., 2000) that addresses autocorrelation of time series

via the use of a momentary conditional independence (MCI) test. PCMCI yields high detection

power also in high-dimensional and strongly autocorrelated time series settings (see Section 2.5.2

and Runge et al. (2019a) for more details). However, one of the general assumptions of PCMCI (as

well as of other causal discovery algorithms) is link stationarity, i.e., that the existence or absence

of a causal link does not change over the considered time series segment (Runge, 2018). While

known changes in the background signal can be accounted for by restricting the time series to

the stationary regimes, PCMCI cannot handle unknown background regimes which constitute a

particular case of latent confounding.

Some recent work addresses causal discovery in the presence of non-stationarity. Malinsky

and Spirtes (2019) model non-stationarity in the form of (continuous) stochastic trends in a linear

autoregressive framework. Zhang et al. (2017) account for non-stationarity in the more general

constraint-based framework. However, both address the case of a (smoothly) varying continuous

background variable that continuously changes causal relations among the observed variables. This
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means that these methods will not output regime-dependent causal graphs, but a “summary” graph

that accounts for regimes modelled as latent drivers. In Peters et al. (2016) and Christiansen and

Peters (2020) assumed known non-stationary regimes are exploited to estimate causal relations

also in the presence of general latent confounders. Further, in the context of continuously varying

causality, methods based on information transfer metrics have been proposed. In the field of animal

group dynamics, for instance, detection of time-varying leader-follower relationships is achieved

with the use of a time dependent transfer entropy 1 (Mwaffo et al., 2018; Porfiri and Marin, 2018;

Butail and Porfiri, 2019). Applied to non-stationary climate systems, Hagan et al. (2019) proposed

a Kalman filter estimate of the time-varying parameters for the Liang-Kleeman information flow

(a formalism to compute transfer entropy). Benefits of these methods are the treatment of non-

linearity (Mwaffo et al., 2018) and the identification of both timing and frequency of interactions

(Hagan et al., 2019). However, in these approaches only bivariate influences are modelled, i.e.

the effect of a third variable Z on the estimated effect of X onto Y cannot be accounted for. The

practical extension to high dimensional systems, as well as to short time series, thus remains hard

to address.

Currently few methods exist that address the case of a discrete regime variable leading to

distinct causal regimes that may be physically interpreted. For example, in the climate science

context, regime-dependent autoregressive models (RAM) were introduced already in 1990 (Zwiers

and Storch, 1990). These can yield physically well interpretable results that, however, require

well-chosen ancillary variables and a seasonal index which are not learned from data. Thus, RAM

requires a priori knowledge of the regimes, which one often aims to learn rather than enforce. In

the context of discrete state spaces, regime dependent causal discovery has been considered in

Gerber and Horenko (2014) for boolean variables. Non-stationary Boolean network models have

also been considered in Porfiri and Marin (2018), specifically the approach is to fit an appropriate

parameterisation of associate transition probabilities. Another approach that has been proposed to

model time dependent Granger (non-) causality is based on a Markov Switching VAR ansatz with

an economics application in mind (Matthieu et al., 2016). Specifically, the regime assignments

are computed by sampling from a Markov chain. Further methods have been proposed to obtain

1Transfer entropy from a process X to another process Y is the amount of uncertainty (entropy) reduced in future

values of Y by knowing the past values of X given past values of Y. It is thus based on conditional mutual information.
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time-step specific bivariate Granger Causality from partitioning the time series into regular time

windows (Zanin and Papo, 2017; Jiang et al., 2017).

A more general framework to handle discrete regimes is the Markov-switching ansatz of Wiljes

et al. (2014), which flexibly models regime-dependence utilising the assumption of a finite number

of regimes and a level of persistence in the transitions between different regimes. This ansatz

has been successfully realised in combination with many different model assumptions (e.g. see

Horenko, 2010; Falkena et al., 2020). Here this is explored for causal networks by combining it

with PCMCI. This method is called Regime-PCMCI.

The remainder of this chapter is structured as follows. In Section 4.2 the underlying math-

ematical problem, concepts, and key assumptions are formalised, and a motivating example is

discussed to provide some intuition. The Regime-PCMCI method is then presented in Section 4.3.

These theoretical and algorithmic parts are complemented by a thorough numerical investiga-

tion of the proposed method in various artificial settings in Section 4.4. Finally, in Section 4.5,

Regime-PCMCI is applied to a real-world dataset from climate science, addressing the changing

relationships of ENSO and rainfall over India.

4.2 Problem setting

Let {Xt}t∈Z be a sequence of real-valued NX dimensional random variables Xt ∈ RNX where t is

associated with time. A realisation over the time interval [0,T ] of this stochastic process is denoted

{xt}t∈[0,T ] and the assumption is that it is possible to obtain observations of these realisations.

The underlying process is assumed to be modelled by a regime-stationary discrete-time structural

causal model (SCM)

X j
t = g j

t (P
j
t ,η

j
t ) with j = 1, . . . ,NX . (4.1)

Here the measurable functions g j
t depend non-trivially on all their arguments, the noise vari-

ables η
j

t are jointly independent and are assumed to be stationary, i.e., η
j

t ∼D j for all t for some

distribution D j, and the sets P j
t ⊂ (Xt−1,Xt−2, . . .) define the causal parents of X j

t . Note that lagged

causal relationships are assumed, but this is not a necessity since there exist causal discovery

algorithms that can deal with contemporaneous causal links (Runge, 2020) and also hidden con-

founders. In contrast to approaches assuming stationarity, both g j
t and P

j
t are allowed to depend on
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List of notations

Model Parameters

{Xt}t∈[0,T ] stochastic process NX dimension of stochastic process

η
j

t noise variable of component X j
t T time length of stochastic process

D j stationary noise distribution NK number of regimes

g j
t structural causal model function NC max switches for each regime

P
j
t causal parents of X j, time dependent NM regime average persistence

xt realization of Xt τmax maximum causal time lag

Ĝt operator in inverse problem CI test conditional independence test

ĝ j
t components of operator Ĝt αPC significance level for PC1 step

Θt unknown parameter in inverse problem α link significance level

L(Γ,P,Φ) cost functional NQ number of optimisation iterations

Γ(t) regime-assigning process NA number of annealings

Φt linear link coefficients, time dependent NR number of realisations for a toy example

γk(t) regime-assigning process for regime k N(0,{σ2}ref) ground-truth gaussian noise distribution

Φ
j
k(i,τ) linear link coefficient in regime k {Φ j

k(i,τ)}ref ground-truth linear link coefficient

P
j
k causal parents of X j in regime k Npara number of model parameters

ϒk collection of time steps associated with regime k x̂k,t reconstructed time series for regime k

Table 4.2.1: Notation used throughout the chapter.

regimes in time as further formalised in Assumption 1 (Section 4.2.2).

The problem setting considered here is the following inverse problem

xt = Ĝt

(
xt−1, . . . ,xt−τmax ;Θt

)
(4.2)

with Ĝt = [ĝ1
t , . . . , ĝ

NX
t ] where ĝ j

t belongs to an appropriate function space for each t and j. τmax is

the maximum considered time lag. In other words, the aim is to fit a set of unknown parameters Θt

on the basis of an observed time series {xt}t∈[0,T ]. In the next section the particular structure of the

parameters Θt will be discussed.

The notation used in this chapter is summarised in Table 4.2.1 and abbreviations are reported

in Appendix 4.C.

4.2.1 Causal graphs

The nodes in the time series casual network associated with Equation (4.1) are the individual time-

dependent variables X j
t with j = 1, . . . ,NX at each time t ∈ Z. Variables X i

t−τ and X j
t for a time
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lag τ > 0 and a given t are connected by a lag-specific directed link, denoted X i
t−τ → X j

t , when

X i
t−τ ∈ P

j
t for a particular t. The maximum ground truth time lag of any parent is τP

max. Recall that,

if a SCM is not given, a practical way to define links is that X i
t−τ is not conditionally independent

of X j
t given the past of all variables, defined by X i

t−τ ��⊥⊥X j
t | X−t \{X i

t−τ}, with ��⊥⊥ denoting the

absence of conditional independence (see Section 2.5.1).

The collection of parent sets for all components at time t is denoted Pt = {P1
t , . . . ,P

NX
t }. This

set of parents is part of the unknown parameters to be inferred. Note that their dimensionality is

assumed finite, but not known a priori. The other quantity of interest is the functional form of

the causal relations g j
t (P

j
t ,η

j
t ) in Eq. (4.1) corresponding to these links. A known function class

Ĝt(. . . ;Φt) is assumed, of unknown coefficients Φt = {Φ1
t , . . . ,Φ

NX
t } that are going to be inferred

via

xt = Ĝt(Pt ;Φt). (4.3)

In other words for a given time series xt ∈ RNX with t ∈ [0,T ] and known function class Ĝt the

aim is to find the unknown parameters Θt = [Pt ,Φt ]. Note that the focus of this work is on linear

function classes Ĝt , as discussed in Section 4.3.

4.2.2 Persistence

As mentioned above, in many application areas non-stationarity may be modelled not in the form

of abrupt or continuous changes, but via piece-wise stationary regimes (Gerber and Horenko, 2014;

Risbey et al., 2015; Williams et al., 2017). These regimes will exhibit a certain persistent behaviour.

In order to capture non-stationary systems with these properties the inference is restricted to regime-

dependent persistent dynamics.

Assumption 1: Denote the causal parents and functional dependency of a given variable j for

a regime k as P j
t = P

j
k and g j

t (P
j
t ,η

j
t ) = g j

k(P
j
k,η

j
t ). A regime is called (NM,NK)-persistent if the

parents and functional dependencies are stationary for an average of NM consecutive time steps t,

and that there is a finite number of regimes on the whole time domain, i.e., k ∈ {1, . . . ,NK}.

The persistency enters here via the regime average persistence NM , which also naturally implies

a finite number of regimes NK ≤ T/NM.

Under Assumption 1 the considered inverse problem of Equation (4.3) reduces to finding the
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unknown parameters Θt = [Γ(t),P,Φ] comprising of (i) a set of regimes’ network parameters

P,Φ = {P1, . . . ,PNK ,Φ1, . . . ,ΦNK}

and, to encode their time-dependence, of (ii) the change points between the regimes given by the

regime-assigning process

Γ(t) = [γ1(t), . . . ,γNK (t)]

with Γ(t) ∈ [0,1]NK×T . For example, component k of the regime-assigning process can be of the

form γk = (0,1,1, . . .0,1) ∈ [0,1]T indicating that regime k is active for all time steps for which

γk(t) = 1.

4.2.3 Optimisation problem

Finally, in order to solve the inverse problem Equation (4.3) under the persistency Assumption 1, a

cost functional can be defined

L(Γ,P,Φ) =
T

∑
t=0

NK

∑
k=1

γk(t)d(xt − Ĝt(Pk;Φk)) (4.4)

subject to constraints
NK

∑
k=1

γk(t) = 1 ∀ t, with γk(t) ∈ [0,1] (4.5)

and
T−1

∑
t=1
|γk(t +1)− γk(t)| ≤ NC ∀k (4.6)

where d is a distance measure, here the squared euclidean distance ‖ · ‖2
2, and γk(t) can be

regarded as the weight of the k regime-specific network at each time t.

This learning approach is based on ideas first proposed in Horenko (2010) and later extended

to many different models (Wiljes et al., 2014). The format of L(Γ,P,Φ) relies on the assumption

that the system associated with the considered data exhibits metastability in time (see Assumption

1, which translates into the summation over k, controlled by the regime number NK). The desired

level of persistence enters the functional in form of a regularization (see Constraint Equation (4.6),

controlled by parameter NC). An alternative option is to add a regularisation term that enforces

some form of smoothness of Γ (e.g. Tikhonov regularisation in Tikhonov et al., 1995).
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The tuning parameter NC is related to the average regime duration of NM time steps of As-

sumption 1 as follows: an average regime duration of NM in all NK regimes is implemented by

choosing NC ≈ T/(NMNK). Importantly, note that the regularization Eq. (4.6) ensures an average

persistence on each regime without imposing that individual regime durations are a constant; in

fact they can be fully irregular within the bound of performing at maximum NC switches. This

regime learning method thus provides a simple, flexible and computationally tractable strategy to

go beyond the assumption of fixed length for each regime duration often employed in previous

methods (e.g. Jiang et al., 2017; Butail and Porfiri, 2019).

Note that in practice, it is reasonable to assume that an estimate of the average regime switching

time NM is available, consistent with the typical time scale of the application domain. The choice

of parameters NK and NC (or NM) will be discussed in Section 4.3.4.

4.2.4 Motivating example

Before introducing the regime detecting causal discovery algorithm, the underlying challenge

of causal discovery in the face of regime-dependence is illustrated by giving a simple example.

Consider the case of two background regimes and two time series X1 and X2 and the associated

causal graphs as shown in Figure 4.2.1a. Variable X1 linearly influences X2 but the sign changes in

time, alternating between a positive (during regime 1) and a negative (during regime 2) influence.

Here the two regimes alternate regularly in time. The cross-correlation of X1 and X2 over the

whole time-period is zero because the opposite sign effects cancel each other out in the linear

regression. Thus, any linear causal discovery method would fail in detecting the influence of X1

on X2 when no a priori knowledge on the two background regimes exists. For example, applying a

linear version of PCMCI on the whole time sample would give a network of disconnected variables

(Figure 4.2.1b ). In contrast, if the regimes are known and PCMCI is applied to samples from both

regimes separately, the positive and negative links are correctly detected (Figure 4.2.1a ). To deal

with such problems automatically, our algorithm needs to learn both the regimes as well as the

regime-dependent causal relations.
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a) Ground truth

b) PCMCI reconstruction 

Regime 1 Regime 2  

Figure 4.2.1: Motivating example. (a) Regime dependent ground truth: regime-assigning process and

regime-dependent networks. The links are labelled with the associated linear coefficient Φ
j
k(i,τ) and lag

τ . The sign of the coefficient is highlighted by the color (red for positive, blue for negative). (b) Network

reconstruction with PCMCI estimated from the whole time series, i.e. if links are wrongly assumed to be

stationary.

4.3 Method

The proposed approach, Regime-PCMCI, is designed to solve the optimisation problem Eq. (4.4)

by alternating between learning the regimes and learning the causal graphs for each regime in an

iterative fashion. In principle, any causal discovery method that yields a causal graph ans associated

SCM can be used. Here PCMCI is chosen as a well-tested method that adapts the constraint-based

causal discovery framework to the time series case (Runge et al., 2019a).

In the following a linear setting is assumed, which is a reasonable assumption in many applic-

ation areas (Montgomery et al., 2012; Seber and Lee, 2014). This implies that the function class

Ĝt(Pt ;Φt) in the inverse problem Eq. (4.3) is assumed to be linear in the parent variables with

linear coefficients Φt .
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4.3.1 Causal discovery

The constraint-based framework, of which PCMCI is a part, discovers causal links using tests of

conditional independence (see link definition in Section 4.2.1). This can be done with an existing

large variety of conditional independence tests (Runge, 2018; Runge et al., 2019a, for a discussion).

Recall that PCMCI is based on two steps (Section 2.5.2). First is the PC-step, which is a

condition pre-selection method to identify relevant conditions P̂ j
t for all time series variables X j

t ;

second is the MCI-step to confirm whether X i
t−τ → X j

t by means of testing

MCI: X i
t−τ ⊥⊥ X j

t | P̂
j
t \{X i

t−τ}, P̂i
t−τ . (4.7)

The MCI test then addresses false positive control for the highly-interdependent time series case,

which is why it is chosen here. More precisely, while the conditioning on the parents of X j
t (the

potential effect) is sufficient to establish conditional independence in the infinite sample limit

(Markov property), the additional condition on the lagged parents (parents of X i
t−τ , the potential

cause) leads to a test that is better suited for autocorrelated data. As demonstrated in Runge et al.

(2019a), PCMCI has high detection power and controlled false positives also in high-dimensional

and strongly autocorrelated time series settings.

Note that a causal interpretation of the relationships estimated with PCMCI comes from

the standard assumptions in the constraint-based framework (Spirtes et al., 2000; Runge, 2018;

Runge et al., 2019a), namely causal sufficiency, the causal Markov condition, faithfulness, non-

contemporaneous effects and stationarity within the regimes, the latter further discussed below (as

detailed in Section 2.5.2).

The main free parameters of PCMCI are the chosen conditional independence test, the max-

imum time lag τmax, and the significance levels α in MCI and αPC in PC1. The selection of these

parameters is discussed in Section 4.3.4. In terms of the conditional independence test, note that

PCMCI can be used in combination with linear or non-linear tests, and can therefore extract also

non linear causal relationships. In this work linear systems are selected and we thus use PCMCI

in conjunction with partial correlation. All analysis with PCMCI used code freely available in the

TiGraMITe Python package[last accessed 20/09/2022].

In each iterative step of our approach, PCMCI is applied to the sample subset of the time series

pertaining to the estimated regime k. Given a significance level α , the output of PCMCI is the set
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of parents Pk = {P1
k , . . . ,P

NX
k } for all time series variables for that regime,

P
j
k = {X

i
t−τ : p-valuek,MCI(X

i
t−τ ,X

j
t )≤ α} ∀k, j . (4.8)

Based on these parents and associated causal links, causal effects Φk that quantify the strength of a

link can be estimated. Details of the regime-specific PCMCI fit are found in Section 4.3.2.

4.3.2 Regime-dependent causal discovery

The Regime-PCMCI algorithm iterates over two major estimation steps: (Step 1) causal discovery

to obtain Pk and fit the coefficients Φk and (Step 2) regime learning to update the regime variable Γ.

To find good estimates of the parameters and the regime variable optimising the cost functional in

Eq. (4.4), this two-step procedure is necessary. In fact there are generally no analytic solutions to

the problem available due to the complexity of the cost functional. Fixing one variable to estimate

the other, allows in both cases to solve the individual optimisation step via linear programming.

In Theorem 2.1 of Horenko (2010) and Section 2.b in Metzner et al. (2012) it is shown that these

types of algorithms monotonously decrease the value of L. It is important to note however that

due to the non-convexity of the underlying problem the algorithm can be caught in regions of local

minima. This issue is addressed via additional simulated annealing steps as discussed in more

detail in Section 4.3.2. In the following, q indicates the current iteration. The superscript (q) is

added combined with brackets to the variables updated in each loop. The details of the consecutive

subroutines are laid out below.

Step 1: Causal discovery and model estimation

The first step is to estimate a set of parents {Pk}(q) and coefficients {Φk}(q) with k ∈ {1, . . . ,NK}

on the basis of a fixed {Γ(t)}(q) obtained in step 2 of the previous iteration (first and second bullets

of Algorithm 1). In the first iteration, the regimes are assigned randomly. {Pk}(q) and {Φk}(q) are

estimated on the basis of a subset of the time series xt with

t ∈ {ϒk}(q) :=
{

t : {γk(t)}(q) ≥ 0.5
}

(4.9)

for each regime k. The regime-dependent parents {Pk}(q) are estimated via PCMCI.

As stated at the beginning of Section 4.3, to solve Eq. (4.3) a linear functional relationship that

relates each variable to its parents Pk is assumed. It implies that coefficients Φk can be estimated
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from the following regression model for each fixed k:

x j
t = ∑

X i
t−τ∈P

j,(q)
k

{Φ j
k(i,τ)}

(q)xi
t−τ +η

j
t (4.10)

for t ∈ {ϒk}(q). In other words for every k ∈ {1, . . . ,NK} the following optimisation has to be

solved

{Φ j
k(i,τ)}

(q) = argmin
∥∥∥x j

t − ∑
X i

t−τ∈P
j,(q)
k

{Φ j
k(i,τ)}x

i
t−τ

∥∥∥2

2
(4.11)

for t ∈ {ϒk}(q). Note that the coefficients not indicated as relevant via the parent set are defined to

be zero, i.e., Φ
j
k(i,τ) = 0 for X i

t−τ /∈ P
j,(q)
k .

Step 2: Regime learning

Step 2 is to determine an optimal regime assigning process {Γt}(q+1) ∈ [0,1]NK×T given the current

estimates {Pk}(q) for the parents and {Φk}(q) coefficients (see third bullet in q-loop of Algorithm 1).

In agreement with the cost functional Eq. (4.4), the following optimisation problem needs to be

solved: find

{Γt}(q+1) = argmin
NK

∑
k=1

T

∑
t=1

γk(t)
∥∥∥xt −{x̂k,t}(q)

∥∥∥2

2
(4.12)

subject to the constraints Eq. (4.5) and Eq. (4.6), and where for each k ∈ {1, . . . ,NK}

x̂ j
k,t = ∑

X i
t−τ∈P

j
k

Φ
j
k(i,τ)x

i
k,t−τ for t ∈ {1, . . . ,T}. (4.13)

Since the first τmax time steps cannot be predicted, the choice is made to set those to x̂ j
k,t = x j

k,t and

to not consider this portion of the time series in the algorithm evaluation. This step can be solved

with standard optimisation linear programming routines.

In order to search for the global minimum of this non-convex problem, the algorithm is run for

a number NA of different initialisations of {Γ}(0) (annealing). The annealing run with the lowest

cost functional objective is chosen as the optimal fit. Note that the individual annealing steps are

embarrassingly parallelizable, i.e. the problem is already separated into tasks that can be readily

solved in parallel.
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Algorithm 1 Regime-PCMCI algorithm
Input:

• Time series xt ∈ RNX with t ∈ {1, . . . ,T}

• Parameters:

– Number of assumed regimes NK

– Maximum number of transitions within a single regime NC

– Maximum time lag τmax

– Functional model Ĝ, here linear

– Conditional independence test according to Ĝ, here partial correlation

– Significance level α (and αPC for PC1 step)

– Annealing steps NA

– Number of optimisation iterations NQ

for a = 0 : NA do

Initialize random {Γ}(0) ∈ [0,1]NK×T

for q = 0 : NQ do

Causal discovery and model estimation:

• Infer parents {Pk}(q) by means of PCMCI run on subset
{

xt : t ∈ {ϒk}(q)
}

for each k

• Fit model coefficients {Φk}(q) via Eq. (4.11) for each k, and use them to generate k recon-

structed time series {x̂k,t}(q) defined for every t ∈ {1, . . . ,T} according to Eq. (4.13).

Fit regime assigning process:

• Update {Γ}(q+1) solving Eq. (4.12).

Break if {Γ}(q+1) = {Γ}(q) (a local or global minimum is reached)

end for

end for

Output:

• Γ = [γ1(t), . . . ,γNK (t)]
† ∈ [0,1]NK×T

• Causal parents Pk and causal effects Φk for every k ∈ {1, . . . ,NK}
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4.3.3 Reconstruction of time series

A single prediction from Eq. (4.13) can be derived as the weighted sum over k

x̂∗ j
t =

NK

∑
k=1
dγk(t)ex̂ j

k,t for t ∈ {1, . . . ,T}. (4.14)

Note however that this is never used in the code, but only Eq. (4.13) is used via its presence in

Eq. (4.12).

4.3.4 Parameter selection

Regime-PCMCI involves a number of parameters that need to be chosen. They can be separated

into parameters of the causal discovery method PCMCI and those of the regime learning part.

The main free parameters of PCMCI are the chosen conditional independence test, the max-

imum time lag τmax, and the significance levels α in MCI and αPC in PC1. These are described

in detail in Section 2.5.2. In summary, αPC should be regarded as a hyper-parameter and can be

chosen based on model-selection criteria such as the Akaike Information Criterion (AIC) (Akaike,

1973) or cross-validation. τmax could be incorporated into this model selection, but since PCMCI

is not very sensitive to this parameter (as opposed to, e.g., Granger causality, Runge et al., 2019a),

its choice can be based on lagged correlation functions, see Runge et al. (2019a) for a discussion.

The choice of conditional independence test is a modelling assumption guided by the assumed

nonlinearity of the underlying process and also finite sample considerations. Finally, α is chosen

based on the desired level of false positives.

The two free parameters in the regime learning step are the bound on the number of switches

NC and the number of regimes NK . Usually NC can be reasonably inferred from the application

and given the number of regimes, as explained in Section 4.2.3. Here NC is assumed to be known.

Note that, since NC bounds the maximum number of switches between regimes, i.e. the optimal

reconstructed number can be lower, and does not constrain the individual regime durations, its

choice can account for a degree of error. Yet determining a suitable choice of the unknown number

of regimes NK is a difficult task. In particular, it is hard to find the right balance between avoiding

to overfit and to choose appropriately complex models to describe a specific dataset and thus the

underlying dynamics well. One way to assess this balance heuristically is to employ an information

criterion (IC) (Burnham and Anderson, 2002) which has been derived in the context of regression
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models and since been adapted to various other model scenarios including graphs (Shipley and

Douma, 2020).

An IC is designed to capture the goodness of fit penalised by the number of parameters in order

to prefer models with as few parameters as possible, to avoid overfitting (parsimony). Here the

number of parameters is defined as

Npara = (NK−1)NC +
NK

∑
k=1

NX

∑
j=1
|P j

k|. (4.15)

The first term in Eq. (4.15) relates to the number of parameters required to describe Γ which can be

fully determined via the change points. The second term in Eq. (4.15) counts the number of relevant

parents, or equivalently the non-zero coefficients Φ
j
k(i,τ). Here the corrected Akaike Information

criterion (AICc) is used, first proposed in Hurvich and Tsai (1989) to estimate NK , assuming known

NC. Note that the corrected version of the original AIC (Akaike, 1973) is employed to correct for

small sample sizes relative to the number of parameters

AICc =−2log(L)+2Npara +
2Npara(Npara +1)

T −Npara−1
(4.16)

where L is the maximum value of the likelihood function for the model one assumes for the

residuals (see Metzner et al. (2012) for a more detailed discussion). Note that the AICc also depends

on NC (as it enters the number of parameters Npara) and it is in general possible to simultaneously

estimate NK and NC (Wiljes et al., 2014; Falkena et al., 2020). The choice of NK is numerically

investigated in Section 4.4.3.

The number of iteration steps NQ should be chosen to ensure that the optimisation process

converges. Via exploratory testing, NQ was found to show convergence after about 10-20 iterations

for all examples investigated. The number of annealing steps NA should be chosen to ensure

spanning a large number of local solutions to this non-convex optimisation problem (Eq. (4.4)).

Computational time will set a limit to a too high parameter.

4.4 Results from numerical investigation

In the following the performance of Regime-PCMCI is investigated by means of several toy ex-

amples. The artificial data is designed to test the method’s robustness and accuracy with respect to
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various potential scenarios that could occur in real applications. At first low dimensional (NX = 2)

causal relations are studied as the results can be interpreted more easily. Next, higher dimensional

settings are also considered (NX = 10). The reference time series are generated with the following

linear SCM time series model:

x j
t =

NK

∑
k=1
{γk(t)}ref

∑
X i

t−τ∈P
j
k

{Φ j
k(i,τ)}

refxi
t−τ +η

j
t ,

η
j

t ∼N(0,{σ2}ref)

(4.17)

with predefined {Γ(t)}ref, {Φk}ref, and {σ2}ref. Note that here equally distributed noises for

all variables (η j
t ∼D ∀ j) are numerically investigated. Appendix 4.A shows also a treatment of

heterogeneous noise distributions. Note that the reference set of parents is specified by the non-zero

coefficients {Φ j
k(i,τ)}ref.

4.4.1 Low dimensional data with two underlying regimes

Firstly, a simple setting of two regimes is considered, i.e. {NK}ref = 2, and a two dimensional

underlying process, i.e. NX = 2 or Xt ∈ R2. Our aim is to test the performance of Regime-

PCMCI for different elemental features that can change between regimes. For brevity, links

X i
t−τ → X j

t will be called auto-links (or auto-dependencies) for i = j, and cross-links for i 6= j. The

following scenarios are considered as summarised in Table 4.4.1: sign change of coefficient (in

auto-link and cross-link), lag change (in cross-link), coefficient change (in auto-link) and child-

parent inversion defined via an assortment of linear functions and associated coefficients. In all

examples, each variable is also strongly auto-linked at lag 1 (linear coefficient 0.8), which is a

realistic yet challenging assumption for many algorithms.

Experiment settings

Five toy models are defined, in network terms, corresponding to different sets of parents defined

via the reference parameters {Φ j
k(i,τ)}ref given in columns 4 to 5 of Table 4.4.1. Further, synthetic

regime assigning processes {Γ(t)}ref are generated for all examples. More specifically, {γ1(t)}ref

is designed to consist of 41 alternating windows, i.e., {NC}ref = 40 regime transitions. The length

of these windows is randomly selected to be between 70 and 100. The constraint Eq. (4.5) imposes
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{γ2(t)}ref = 1−{γ1(t)}ref. The final length of the time series is capped at T = 3,000 to ensure

equally-long regime assignment time series.

Then an artificial time series xt via Eq. (4.17) with {σ2}ref = 1 is generated. Note that the

stochastic process Eq. (4.17) can be exactly reconstructed via the coefficients {Φ j
k(i,τ)}ref, their

activation {Γ(t)}ref and a specific realisation of the innovation term η
j

t .

The PCMCI parameters are chosen as follows: partial correlation as a conditional independence

test, α = 0.01, αPC = 0.2 as recommended in Runge et al. (2012a), τmax = 3, and masking type

‘y’ (see the documentation of the TiGraMITe Python package for PCMCI for the definition of

masking types). The number of regimes was set to NK = 2 and the maximum number of regime

transitions is NC = 40, i.e., correct guess on number of regimes and switches (model selection

for NK is investigated in Section 4.4.3). The number of iterations is NQ = 20 and the number of

annealings is NA = 50. A summary of the parameters is shown in Table 4.4.2. NR = 100 time series

realisations are generated for each example.

Results

The ability of the proposed method to recover the networks and the regimes on the basis of the

artificially designed time series are presented in the following. Figures 4.4.1-4.4.5 present results

for each case in Table 4.4.1, focusing on one of the NR synthetic data sets. Table 4.4.3 and

Figure 4.4.6 show summary statistics over all NR runs.

The case sign X1X2 is discussed in detail. The ground-truth regime evolution and networks

are shown in the top part of panels a and b in Figure 4.4.1; in the middle part of both panels their

Regime-PCMCI reconstruction is shown; in the bottom part the difference between reconstructed

and true regimes are presented to visually inspect the accuracy. The reconstructed regime assigning

process for each regime matches the truth in 99.6% of time steps (97% average value over NR, see

Table 4.4.3). The corresponding networks have all and only the correct links (TPR = 0.99 and

FPR = 0.01 average value over NR); their linear causal effect is also well estimated with each link

correct up to ±0.02 (NR-averaged error per link is 0.028 (9%)).

The other four cases are presented in Figures 4.4.2-4.4.5. The case causal effect, and to a lesser

extent lag change, are hardest to detect. This is because the difference between the individual

regimes and a mixed state of the two is not very large. This adds to the general challenge of
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Regime 1 (ref) 

Sign X1X2

a) Regime learning 

b) Network learning

Regime 2 (ref) 

Regime 1 (reco) Regime 2 (reco) 

Regime 1 (reco-ref) Regime 2 (reco-ref) 

Figure 4.4.1: Example case Sign X1X2. (a) The ground-truth regime-assigning process, {γ}re f (top), the

Regime-PCMCI reconstructed process, {γ}reco. (middle) and the difference between the two, ∆γ (bottom).

(b) The ground-truth networks for each regime (top), the Regime-PCMCI reconstructed networks (middle)

and the difference between the two (bottom). The links are labelled with the associated linear coefficient

Φ
j
k(i,τ) and the lag τ . The sign of the coefficient is highlighted by the color (red for positive, blue for

negative).
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Example k = 1 k = 2 {Φ j
1(i,τ)}ref {Φ j

2(i,τ)}ref

arrow direction X1→ X2 X1← X2 {Φ2
1(1,1)}ref = 0.8 {Φ1

2(2,1)}ref = 0.8

{Φ1
1(1,1)}ref = 0.2 {Φ1

2(1,1)}ref = 0.2

{Φ2
1(2,1)}ref = 0.2 {Φ2

2(2,1)}ref = 0.2

causal effect X1 |a|−→ X1 X1 |b|−→ X1 {Φ1
1(1,1)}ref = 0.8 {Φ1

2(1,1)}ref = 0.1

{Φ2
1(2,1)}ref = 0.4 {Φ2

2(2,1)}ref = 0.4

lag X1 τ=1−−→ X2 X1 τ=2−−→ X2 {Φ2
1(1,1)}ref = 0.8 {Φ2

2(1,2)}ref = 0.8

{Φ1
1(1,1)}ref = 0.2 {Φ1

2(1,1)}ref = 0.2

{Φ2
1(2,1)}ref = 0.2 {Φ2

2(2,1)}ref = 0.2

sign X1 X1 |a|−→ X1 X1 −|a|−−→ X1 {Φ1
1(1,1)}ref = 0.8 {Φ1

2(1,1)}ref =−0.8

{Φ2
1(2,1)}ref = 0.2 {Φ2

2(2,1)}ref = 0.2

sign X1X2 X1 |a|−→ X2 X1 −|a|−−→ X2 {Φ2
1(1,1)}ref = 0.8 {Φ2

2(1,1)}ref =−0.8

{Φ1
1(1,1)}ref = 0.2 {Φ1

2(1,1)}ref = 0.2

{Φ2
1(2,1)}ref = 0.2 {Φ2

2(2,1)}ref = 0.2

Table 4.4.1: Artificial model configurations for different low dimensional experiments with NK = 2 underly-

ing regimes.

non-convexity of the functional being optimised, which is here mitigated by the annealing steps as

mentioned in Section 4.3.4. A similar challenge is found for some high dimensional runs as it is

described in Section 4.4.4.

The average accuracy of Regime-PCMCI is estimated from NR=100 synthetic data sets per

each example, and is presented in Figure 4.4.6 and Table 4.4.3.

For a compact overview of the results and to facilitate the comparison between examples,

Figure 4.4.6 focuses on two key statistics: the precision of the reconstructed regime-assigning

CI test τmax α αPC NK NC NQ NA

ParCorr 3 0.01 0.2 2 40 20 50

Table 4.4.2: Method parameters for low dimensional examples with NK = 2 underlying regimes.
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Regime 1 (ref) 

Sign X1

a) Regime learning 

b) Network learning

Regime 2 (ref) 

Regime 1 (reco) Regime 2 (reco) 

Regime 1 (reco-ref) Regime 2 (reco-ref) 

Figure 4.4.2: Example case Sign X1. See description in Figure 4.4.1.
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Regime 1 (ref) 

Arrow direction
a) Regime learning 

b) Network learning

Regime 2 (ref) 

Regime 1 (reco) Regime 2 (reco) 

Regime 1 (reco-ref) Regime 2 (reco-ref) 

Figure 4.4.3: Example case Arrow direction. See description in Figure 4.4.1.
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Regime 1 (ref) 

Lag
a) Regime learning 

b) Network learning

Regime 2 (ref) 

Regime 1 (reco) Regime 2 (reco) 

Regime 1 (reco-ref) Regime 2 (reco-ref) 

Figure 4.4.4: Example case Lag. See description in Figure 4.4.1.
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Regime 1 (ref) 

Causal effect
a) Regime learning 

b) Network learning

Regime 2 (ref) 

Regime 1 (reco) Regime 2 (reco) 

Regime 1 (reco-ref) Regime 2 (reco-ref) 

Figure 4.4.5: Example case Causal effect. See description in Figure 4.4.1.
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process (light blue box plot, ∆γ %) and the precision of the reconstructed links’ causal effects (pink

box blot, ∆Φ%). ∆γ%, is the average percentage of wrongly estimated time steps per regime (the

lower the better, note that this value is the same for k = 1,2, by construction). ∆Φ% is the average

difference between the reconstructed linear coefficient and the reference values of the ground truth

links expressed as a percentage, i.e. each difference is weighted by the inverse of the absolute value

of the ground truth coefficient. The precise definition of the statistics can be found in Appendix

4.B. These quantities provide a summary of the reconstructed regimes’ accuracy, previously shown

in the bottom parts of Figs. 4.4.1-4.4.5, and are presented for all NR runs. The examples are ranked

in order of decreasing performance.

As already seen from inspection of single runs, change of arrow direction and of causal effect

are the hardest to detect (highest error in Fig. 4.4.6). It is also clear that a worsening performance

in regime detection results in higher network error. Except for causal effect, regime error ∆γ % is

between 1−7% and network error ∆Φ% is between 1−10%. Note that the average ∆Φ% (dark

pink cross) is very close to ∆Φ
ref% (black dot), the error for the PCMCI run with the ground-truth

regime variable known (but causal structures unknown). This reference value sets the optimal

baseline to which compare Regime-PCMCI performance, and is met by our algorithm in all but

one example.
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Figure 4.4.6: A summary of the general performance of the Regime-PCMCI for the examples described in

Section 4.4.1. The performance skill is separated into regime error (defined as the average percentage of

wrongly estimated time steps ∆γ%, light blue box plot) and network error (defined as relative percentage

difference between reconstructed and reference links’ coefficients ∆Φ%, pink box plot). Box plots sum-

marise the distribution of NR = 100 runs (boxes between 25−75 percentiles and whiskers between 5−95

percentiles) and the mean is marked with a cross. The optimal baseline for the network fit, ∆Φ
ref%, is

marked with a black dot (see definition in the text). Note the symlog scale on the y-axes. Synthetic data sets

are generated according to Table 4.4.1 for NR = 100 random ground-truth regime-assigning processes.
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Table 4.4.3 shows a more detailed summary of the results over the NR realisations. The

estimation errors are presented in terms of the regime assigning process (second column), the

network structure (third to sixth column), the causal effects of links (seventh to tenth columns)

and the overall reconstructed time series (last column). The second column is ∆γ%, the average

percentage of wrongly estimated time steps per regime, introduced above. In terms of networks,

the link detection performance is evaluated via the true positive (TPR) and false positive rates

(FPR). Further, these are compared with the reference FPR and TPR (superscript ref ) if PCMCI

is run with the ground-truth regime variable known (but causal structure unknown). The accuracy

in the links’ causal effects is assessed via ∆Φ, the average difference between the reconstructed

linear coefficient and the reference values of the ground truth links, and in the percentage version

(∆Φ%, see above). The last column, ε̂ , is the expected prediction error per variable and per time

step and is computed as ε̂ =
√

L/(NX T ) with L defined in Eq. (4.4) and with NX and T referring

to the number of variables, here two, and the length of the time series respectively. The precise

definition of all the above statistics can be found in Appendix 4.B.

Example ∆γ% TPRall TPRref
all FPRall FPRref

all ∆Φ ∆Φref ∆Φ % ∆Φref % ε̂

arrow direction 3.0 1.0 1.0 0.02 0.01 0.021 0.020 7.0 7.0 0.76

causal effect 43.0 0.81 0.98 0.11 0.01 0.286 0.020 120.0 10.0 0.68

lag 6.0 0.98 1.0 0.04 0.01 0.027 0.018 11.0 8.0 0.68

sign X1 4.0 0.98 1.0 0.03 0.01 0.033 0.016 10.0 6.0 0.65

sign X1X2 3.0 0.99 1.0 0.01 0.01 0.028 0.019 9.0 7.0 0.75

Table 4.4.3: Results for NK = 2 experiments averaged over NR = 100 realisations generated for each example

described in Table 4.4.1.

In summary, Table 4.4.3 shows that :

• ∆γ%: on average, the regime assigning process is reconstructed correctly in ∼ 94% of the

time steps for all cases except causal effect. The causal effect and lag examples are the

hardest to infer, with causal effect being particularly deficient. In these examples a mixed-

regime state (e.g., arising from assigning a considerable fraction of wrong time steps to a

regime) is still quite close to any of the true regimes. Therefore the algorithm struggles to

decide which time steps belong to which regime, since they could fit both to some degree. Yet,
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also for causal effect there are 7 instances where ∆γ < 15% (one presented in Figure 4.4.5)

and those, as expected from PCMCI, give a very good network fit. Note that these runs

do not correspond to the lowest objective values of the NR set (i.e. better fit) which shows

that runs that end up in mixed states can still fit the data quite well. Also, note that the

causal effect setup reaches local minima in 16% of the 100 runs, thus in 84% of the runs the

algorithm cannot easily find a stable solution, which points to a weaker confidence in the

output.

• TPR: despite some errors in reconstructing the regime assigning process, the TPR is always

very close to 1. This indicates that the true signals, dynamic wise, are strong enough to be

detectable.

• FPR: Ideally the false positive rate should be upper-bounded by α = 0.01. This is also the

case if one assumes the correct regimes (see column FPRref). However, if the regimes are

learned, in most of the examples the FPR value is higher due to errors in learning the regimes.

If a wrong regime is learned, then both false positives and false negatives can occur. False

negatives, i.e., missing links in the PC1 step of PCMCI, can lead to false positives in the

MCI step.

• ∆Φ%: Errors in parents’ detection (either due to false positives (FPR) or to false negatives

(missed links, FNR = 1-TPR)) surely impact the estimation of link effects. Since the TPR

and FPR are good, except for the causal effects case, the expectation is to obtain also good

results for the linear coefficients. This is indeed the case, as the difference is of order 10−2

implying a relative error of about 10%. Also this matches very closely the optimal baseline

for the network fit ∆Φ
ref%.

4.4.2 Low dimensional data with three underlying regimes

To illustrate how Regime-PCMCI deals with more than two regimes, a toy time series is also

considered based on three different causal regimes. It is of course possible to consider the case

NK > 3, yet in applications it is often desirable to infer a few prominent and relevant regimes

rather than having too many that are not interpretable anymore. In other words, the aim is to avoid

overfitting and to increase the information gain by reducing the complexity of the assumed model
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(parsimony).

The artificial time series is generated via a regime dependent causal graph that is designed by

combining two of the regime settings presented in Section 4.4.1, namely sign X1X2 change and

arrow inversion (for details see Table 4.4.4). The regime assigning reference process {Γ}ref is

generated by randomly choosing between different persistence lengths of 60, 70 and 80 time-steps

and iterating for 20 times. The algorithm is run with free parameters in Table 4.4.5.

example k = 1 k = 2 k = 3 Φ
j
1(i,τ)

ref {Φ j
2(i,τ)}ref {Φ j

3(i,τ)}ref

sign X1X2 X1 |a|−→ X2 X1 −|a|−−→ X2 X2 |a|−→ X1 {Φ2
1(1,1)}ref = 0.8 {Φ2

2(1,1)}ref =−0.8 {Φ1
3(2,1)}ref = 0.8

and arrow {Φ1
1(1,1)}ref = 0.2 {Φ1

2(1,1)}ref = 0.2 {Φ1
3(1,1)}ref = 0.2

direction {Φ2
1(2,1)}ref = 0.2 {Φ2

2(2,1)}ref = 0.2 {Φ2
3(2,1)}ref = 0.2

Table 4.4.4: Artificial model configuration for a low dimensional example with NK = 3 underlying regimes.

Figure 4.4.7 shows the results. There are only minimal deviations from the true reference

values, which confirms that the proposed method is capable to deal with NK > 2. This also holds

for the summary results over NR = 100 runs presented in Table 4.4.6. Yet, it is important to note

that a combination of causal graphs is chosen that performed well for NK = 2, i.e, causal effect

changes would also be difficult to detect for NK = 3.

4.4.3 Regime parameter selection

Parameter selection, i.e. the number of regimes, is here explored by means of the AICc scores

defined in (Eq. (4.16)). Two test scenarios are investigated, {NK}ref = 2,3 for a selection of the

examples defined in the previous Sections 4.4.1 and 4.4.2. The PCMCI parameters are as in

those sections while NR = 29, NQ = 20 and NA = 20. The resulting AICc values are displayed in

Figure 4.4.8. The NC value is changed adaptively for each NK to ensure a similar NM value for the

CI test τmax α αPC NK NC NQ NA

ParCorr 3 0.01 0.2 3 40 20 50

Table 4.4.5: Method parameters for a low dimensional example with NK = 3 underlying regimes.
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Sign X1X2  and arrow direction
a) Regime learning 

b) Network learning

Regime 1 (ref) Regime 2 (ref) 

Regime 1 (reco) Regime 2 (reco) 

Regime 1 (reco-ref) Regime 2 (reco-ref) 

Regime 3 (ref) 

Regime 3 (reco) 

Regime 3 (reco-ref) 

Figure 4.4.7: Example with Nk = 3 regimes for the case Sign X1X2 and arrow direction. See description in

Figure 4.4.1 but with three regimes.
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∆γ% TPRall TPRref
all FPRall FPRref

all ∆Φ ∆Φref ∆Φ % ∆Φref % ε̂

4.0 0.98 1.0 0.05 0.01 0.033 0.020 10.0 7.0 0.5

Table 4.4.6: Results for NK = 3 experiments averaged over NR = 100 realisations generated for each example

described in Table 4.4.4.

different number of regimes, i.e.,

NC(NK) = {Nref
C }{NK}ref/NK (4.18)

for NK > {NK}ref. The choice of NC is based on NM which in real life applications can be chosen

according to the considered processes and data as a good estimate of the time scale of regime

changes is often available. Nevertheless it is also possible to chose NC via an Information criterion

simultaneously with NK (e.g., in the context of regime-dependent clustering in Falkena et al., 2020

or regime-dependent Markov regression in Wiljes et al., 2014). The reference value for the number

of switches is on average (due to randomisation of {Γ}ref) {Nref
C }= 40 for both {NK}ref = 2,3.

Note that the lowest NK at which the AICc plateaus is the ground-truth one. The plateau itself

occurs due to the fact that only the links with non-zero causal effect values are counted towards

the number of parameters. Thus a higher number of regimes NK does not necessarily result in

an increase of the total number of parameters. In other words the penalisation is not becoming

stronger with higher values of NK . Concluding, it is clearly visible that no significant improvement

is gained by increasing NK beyond the reference number of regimes. Since the entry point to the

plateau reveals the reference number of regimes, it seems possible to use AICc to address scenarios

where the true number of regimes is unknown.

4.4.4 High dimensional linear network

In this section the algorithm is evaluated on high-dimensional datasets, with each dataset consist-

ing of NX = 10 interacting variables. The background regimes are generated with two regular

alternating regimes of 300 time steps each, for a total length T = 15,000. The network structures

are randomly generated from a family of linear networks defined via the parameters shown in

Table 4.4.7, where L is the number of randomly drawn cross-variable links with random coeffi-

cients from the third column. Note that each variable is also auto-linked at lag 1 with a coefficient
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AICc

b)  {"#}%&' = 3

a) {"#}%&' = 2

Figure 4.4.8: Numerical investigation of AICc values for runs with different NK and (a) {NK}ref = 2 for three

network examples (sign X1X2, arrow and lag change) and (b) {NK}ref = 3 for the sign X1X2 and arrow

change examples. In each example, individual dots represent the value attained by the NR = 29 runs, and

the dashed line goes through the mean value of each set. The vertical grey bar highlights the ground-truth

number of regimes {NK}ref.
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randomly drawn from the fourth column. The time series xt ∈ R10 are generated with model

Eq. (4.17) and for NR = 70 realisations. Regime-PCMCI is then run with the settings shown in

Table 4.4.8.

NX L Φ
j
k(i,τ) Φi

k(i,τ) max lag

10 30 [-0.4, 0.4] [ 0.2, 0.5, 0.9] 3

Table 4.4.7: High dimensional network parameters

CI test τmax α αPC NK NC NQ NA

ParCorr 4 0.05 0.2 2 49 30 50

Table 4.4.8: Method parameters for high dimensional experiments with two underlying regimes.

The results are shown in Table 4.4.9, which is structured like Table 4.4.3 except for TPR and

FPR being estimated for the cross-variable links thus focusing on the connections between variables.

All links are considered in ∆Φ. Regime-PCMCI performs very well even in this challenging setting.

Notably, individual runs can perform extremely well, with ∆γ reaching as low as 0.02%, and a total

of 53 runs below total average of ∆γ = 11.7% (second row in Table 4.4.9). The other 7 runs are

responsible for most of the deviation of the average statistics from the reference values (first row).

As in the causal effect case, there is a mismatch between runs with the lowest prediction errors

ε̂ and the lowest error on the regime-assigning process ∆γ , meaning that a filtering on ε̂ cannot

be used to find the best performing runs. This behaviour can be explained from the tendency of

the algorithm to over-fit when too many degrees of freedom are available, as well as from the

complexity of distinguishing different causal effects (a challenge already manifested in the causal

effect case).

Selection ∆γ% TPRcros TPRref
cros FPRcros FPRref

cros ∆Φ ∆Φref ∆Φ % ∆Φref % ε̂ n. runs

all 11.7 0.94 1.0 0.18 0.08 0.059 0.005 16.0 1.5 0.85 70

∆γ < 11.7 % 0.19 1.0 1.0 0.08 0.07 0.006 0.005 1.8 1.5 0.70 53

Table 4.4.9: Results for high-dimensional experiments over NR = 70 realisations generated for each example

described in Table 4.4.7.
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4.4.5 Computational complexity

Table 4.4.10 shows some indicators of performance of the method: the fraction of NR runs that

correspond to a (local) minimum, the average number of q-iterations needed to reach a local

minima and the runtime for the whole NR set of runs (the code run parallel over the NA annealings

and using 4 to 6 CPUs per job).

Most of the examples reach local minima in more than 50% of the NR runs, while the percentage

is very low for causal effect (second column). Note that examples with a high percentage of local

minima correspond also to quick convergence in terms of iteration steps (third column). They are

also associated with better regime reconstruction (see Tables 4.4.3, 4.4.6, 4.4.9), confirming that

a clear cost functional minimum (as shown from the second and third column) is linked to better

detection. Finally, the runtime is quite fast: the low dimensional examples take between 10 and

20 minutes for NK = 2 and 45 minutes for NK = 3 to complete 100 runs. The high dimensional

example takes just below 3 hours for 70 runs.

Example n. local minima/NR % iterations to minima runtime (s)

arrow direction 92 % 7 600

causal effect 16 % 13 970

lag 60 % 11 1,130

sign X1 52% 12 970

sign X1X2 70 % 9 700

sign X1X2 and arrow 56% 10 2,670

high dimensional 92% 6 10,780

Table 4.4.10: Summary performance statistics of all examples. The third column is the average value over

the respective NR.
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4.5 Results from a real-world example: the effect of El Niño Southern

Oscillation on Indian rainfall

Finally, the performance of Regime-PCMCI is tested on real-world data, to address the non-

stationary relationship of El Niño Southern Oscillation (ENSO) and all-India rainfall (AIR) men-

tioned in the introduction. For given time series of ENSO and AIR, the method is tested in its

ability to distinguish between the winter and summer months, i.e. the background-regimes, and to

detect a reported link from ENSO to AIR during summer.

This example can be considered a difficult case since the expected signal from ENSO to

AIR is likely small compared to natural variability (Webster and Palmer, 1997). The warming

in the tropical Pacific Ocean because of El Niño weakens the southeast trade winds flowing to

the intertropical convergence zone over India. Since these winds are the main driving force of

the Indian summer monsoon, El Niño events are associated with weak monsoons and lower than

average rainfall. The La Niña has the opposite effect to the El Niño and is responsible for stronger

monsoons and above-average rainfall. Further, climate data is typically very noisy with causal

relationships being diluted by other, often unknown processes given a complex coupled climate

system (Williams et al., 2017).

The input data consist of monthly observations of ENSO and AIR, for the years 1871 to 2016,

resulting in two time series consisting of 1740 monthly values each. More precisely, ENSO is rep-

resented by the so-called relative Nino3.4 index provided by the National Oceanic and Atmospheric

Administration (NOAA) (Boyin et al., 2017)1. Data for AIR anomalies (with the climatology sub-

tracted) are provided by the Indian Institute of Tropical Meteorology (IITM) (Indian Institute of

Tropical Meteorology, 2016)2.

The following parameters for Regime-PCMCI are chosen. For the regime part, NK = 2 and

NC = 292 are set, which is equivalent to assuming two seasons per year. For the PCMCI settings,

a significance level α = 0.01 (αPC = 0.2) is chosen. Further, a maximum time-lag of two months

is assumed, i.e. τmax = 2. The optimisation is run NA = 100 annealing times, to span many local

1https://climexp.knmi.nl/getindices.cgi?WMO=NCDCData/ersst_nino3.4a_rel&

STATION=NINO3.4_rel&TYPE=i&id=someone@somewhere [last accessed 25/09/2022]
2https://climexp.knmi.nl/getindices.cgi?WMO=IITMData/ALLIN&STATION=All-India_

Rainfall&TYPE=p&id=someone@somewhere [last accessed 25/09/2022]
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minima, with each annealing allowed for up to NQ = 100 iteration steps to converge.

Among the annealing steps, which correspond to different random initial guesses on the regime-

assigning process Γ, some clearly performed better in terms of fitting the data. The average

prediction error ε̂ associated with each annealing is estimated (Eq. (4.19)) and it is shown in

Figure 4.5.1a for all the annealings (ranked). A red box highlights the top performing cluster (13

runs). All of the top 13 annealings find a link from ENSO to AIR during one of their two regimes

only (for simplicity hereafter called regime 1). In the following the results averaged over these

annealings are presented, and links are shown if surpass a strength of 0.1.

The causal link from ENSO to AIR in regime 1 has an average standardized linear effect

of −0.4, meaning that a one standard deviation increase in ENSO results in a reduction of 0.4

standard deviations in AIR (Figure 4.5.1c) . This negative dependence is well documented in

the literature (Webster and Palmer, 1997). During regime 2, in contrast, ENSO and AIR are, on

average, almost independent, with only a very weak link (−0.05, not shown) detected from AIR to

ENSO. More importantly, our results indicate a clear seasonal dependence. Figure 4.5.1d shows

the number of months assigned to each regime (normalised by the number one would expect on

the hypothesis of no seasonality, see figure caption). A clear peak in summer months is found for

regime 1. More precisely, most of the months between June to September are assigned to regime 1

(70%). These are the months in which the Indian summer Monsoon is active and for which a robust

influence from ENSO has been shown. In contrast, months assigned to regime 2 are predominantly

winter months (60% of all December to March months). Thus, despite the relatively weak mean

causal effect of ENSO on AIR during summer, and the large inter-annual variability, our algorithm

successfully reconstructed this well-documented relationship given all-year time series of ENSO

and AIR.

A method to detect long-term changes of this summer teleconnection has recently been pro-

posed by Bódai et al. (2020) using ensembles of climate models. The additional dimension

provided by the ensemble members allows to compute year-dependent correlations to infer inter-

annual changes. In contrast, our method uses a single realisation of the dynamics (e.g. observations)

to still obtain time-dependent statistics (networks), although in a finite number (NK). Note that

long-term changes may still be detectable with Regime-PCMCI either as long term changes to the

persistence and (or) the start of a regime each year or with the emergence of a regime in a specific
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time period.

Overall, these results are promising and show the potential of Regime-PCMCI to detect regime-

dependent causal structures in a system as complex as the climate system. On the other hand, it

also shows that domain knowledge is required to assure a suitable choice of parameters (NC and

NK) and interpretation of the results. This is a common caveat to many data-driven approaches,

which nevertheless needs to be stressed.

4.6 Conclusions

Causal discovery is emerging as an important framework across many disciplines in science and en-

gineering, but each discipline has particular challenges that novel methods need to address (Runge

et al., 2014). This chapter introduced a method called Regime-PCMCI to learn regime-dependent

causal relations, overcoming one of the key drawbacks of current causal discovery methods. The

performance of Regime-PCMCI was analysed for many different artificially generated causal

scenarios and for varying regimes showing that the method covers a wide range of settings (Fig-

ures 4.4.1-4.4.4,4.4.6 and Table 4.4.3). The performance of the algorithm is maintained also for

high-dimensional settings with 10 variables (Table 4.4.9) as well as for more than two regimes

(Figure 4.4.7 and Table 4.4.6). Limitations of the method were found for the case where only the

causal effect strength of a link changes between regimes (Figure 4.4.5), which seems to be hard

to detect with our optimisation scheme and requires further investigation. Further, the capability

of Regime-PCMCI was verified by means of a well documented climate example using real data

of ENSO and Indian rainfall (Figure 4.5.1). Overall, the proposed method presents itself as a

promising approach in the context of non-stationary causal links manifested in regime changes in

time.

Note that a causal interpretation of estimated links in our observational causal discovery frame-

work still assumes causal sufficiency, that is, no unobserved common causes. However, estimated

non-causality (zero coefficients) do not require this assumption (Runge, 2018) and can be inter-

preted as an absence of a causal relation already under the weaker Faithfulness assumption (Runge

et al., 2019a). While for PCMCI asymptotic consistency was shown (Runge et al., 2019a), this is a

more difficult task for Regime-PCMCI and deferred to further research.
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b) Regime learning 

a) Prediction error

c) Network learning d) Seasonality
Regime 1 (reco.) 

Regime 2 (reco.) 

Figure 4.5.1: Climate example. (a) Prediction error for each annealing step in ascending order, lowest

13 annealings highlighted in red box. All the other panels refer to this selection. (b) Regime learning:

regime-assigning process corresponding to the best annealing (rank 0) (top) and departure from this estimate

of the remaining best 12 annealings (in percentage difference). (c) Network learning: mean networks per

regime, each causal effect is the mean of the corresponding coefficient in the individual 13 annealings. (d)

Seasonality of the regimes: Number of years per month m assigned to each regime (Nk
m), normalised by N∗m,

which refers to the expected number of months assigned to a given regime if one assumes equal probability

1/NK of assigning a month to one of the two regimes. Thus, here, N∗m = 13 ·T/(12∗NK)).
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A P P E N D I X

4.A Heterogeneous noise

In the general framework laid out in Equation (4.1) the noise variables η
j

t are only assumed

to be jointly independent and stationary, each distributed according to a distribution D j. Given

the primary focus of this work is to detect regime-dependent causal structures rather than noise

structures, the effective choice for noise distributions used to generate the data is a Gaussian with

unit variance η
j

t ∼N(0,1) for all variables j (Section 4.4).

Yet this simplification does not necessarily represent the variability of processes in real word

scenarios. Here the performance of the proposed Regime-PCMCI is exemplified for Gaussian

noises with variable-specific variances η
j

t ∼ N(0,σ2
j ) (see Section 4.A.1) and noises from two

different distributions, Gaussian and uniform (see Section 4.A.2).

4.A.1 Gaussian noise with variable-specific variances

The data is generated from model Eq. (4.17) with example sign change X1X2 coefficients. The

noise terms η j are Gaussian distributed with a fixed variance for variable X1, D1 = N(0,1), and

three different cases for variable X2, D2 =N(0,σ2
2 ) with σ2 = 0.25, σ2 = 0.5, and σ2 = 2.0. The

Regime-PCMCI results, averaged over 100 different realisations of the regime-assigning processes,

are presented in Table 4.A.1. The algorithm performs very well in the first two cases (average

regime detection error ∆γ ≤ 1%). This is to be expected since a smaller noise in X2 allows for a

better fit of the data. The latter case is harder to infer, since the noise on X2 is very large compared

to the deterministic signal (here ∆γ ' 25%).
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Case ∆γ% TPRall TPRref
all FPRall FPRref

all ∆Φ ∆Φref ∆Φ % ∆Φref %

σ2 = 0.25 0.3% 1.0 1.0 0.01 0.01 0.010 0.010 5.2% 5.2%

σ2 = 0.5 0.8% 1.0 1.0 0.02 0.01 0.013 0.013 5.3% 5.2%

σ2 = 2.0 24.0% 0.85 1.0 0.02 0.01 0.16 0.03 36.0% 9.0%

Table 4.A.1: Results for example sign X1X2 averaged over NR = 100 realisations, for each noise variances’

combination described in Section 4.A.1.

4.A.2 Different noise distributions

The data is generated from model Eq. (4.17) with example sign change X1X2 coefficients. The

noise terms η j are set to follow completely different distributions: variable X1 is associated with

a unit variance Gaussian noise, D1 = N(0,1), and variable X2 with uniformly distributed noise

between ±1.5, D2 = U(−1.5,1.5). The Regime-PCMCI results, averaged over 100 different

realisations of the regime-assigning processes, are presented in Table 4.A.2. This scenario gives

results comparable to the ones presented in the manuscript for the same example, i.e. ∆γ ' 3%.

Case ∆γ% TPRall TPRref
all FPRall FPRref

all ∆Φ ∆Φref ∆Φ % ∆Φref %

Gauss, Unif 3% 1.0 1.0 0.01 0.01 0.025 0.019 8.0% 7.0%

Table 4.A.2: Results for example sign X1X2 averaged over NR = 100 realisations, for different noise distri-

butions described in Section 4.A.2.

To summarise, the results show that Regime-PCMCI can deal with specific heterogeneous noise

distributions, even belonging to different families of distributions. Since the optimisation method

acts on regression residuals, we can speculate that we expect good performance as long as the noise

terms are not too large in their magnitude and are not too skewed. An elaborate study of these

conclusions and an investigation of the potential for generalisation of the method to more extreme

noise distributions is an interesting research aspect for the future.
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4.B Definition of result statistics

The definitions for the statistics presented in Tables 4.4.3, 4.4.6 and 4.4.9 is outlined in the follow-

ing.

4.B.1 Regime assigning process
∆γ(%) =

∑
T
t=τmax

|{γk(t)}reco.−{γk(t)}re f |
T − τmax

×100

4.B.2 Link detection

TPR

TPR =
TPX

PX

Over the cross-inks (in Table 4.4.9):

TPcros = |{(i, j,τ) : {Φ j
k(i,τ)}

reco. 6= 0 &

{Φ j
k(i,τ)}

re f 6= 0 & i 6= j}|

Pcros = |{(i, j,τ) : {Φ j
k(i,τ)}

re f 6= 0 & i 6= j}|

And over all links (in Tables 4.4.3 and 4.4.6):

TPall = |{(i, j,τ) : {Φ j
k(i,τ)}

reco. 6= 0 &

{Φ j
k(i,τ)}

re f 6= 0}|

Pall = |{(i, j,τ) : {Φ j
k(i,τ)}

re f 6= 0}|

FPR

FPR =
FPX

NX

Over the cross-links (in Table 4.4.9):

FPcros = |{(i, j,τ) : {Φ j
k(i,τ)}

reco. 6= 0 &

{Φ j
k(i,τ)}

re f = 0 & i 6= j}|

121



4. RECONSTRUCTING REGIME-DEPENDENT CAUSAL RELATIONSHIPS FROM
TIME SERIES

Ncros = |{(i, j,τ) : {Φ j
k(i,τ)}

re f = 0 & i 6= j}|

And over all links (in Tables 4.4.3 and 4.4.6):

FPall = |{(i, j,τ) : {Φ j
k(i,τ)}

reco. 6= 0 &

{Φ j
k(i,τ)}

re f = 0}|

Nall = |{(i, j,τ) : {Φ j
k(i,τ)}

re f = 0}|

4.B.3 Link coefficients

∆Φ =
1

NK

NK

∑
k=1

∑ j ∑X i
t−τ∈P

j
k
| {Φ j

k(i,τ)}reco.−{Φ j
k(i,τ)}re f |

∑ j |P
j
k|

Can be also computed as average percentage error per regime:

∆Φ(%) =
1

NK

NK

∑
k=1

∑ j ∑X i
t−τ∈P

j
k

|{Φ j
k(i,τ)}

reco.−{Φ j
k(i,τ)}

re f |
{Φ j

k(i,τ)}re f

∑ j |P
j
k|

×100

4.B.4 Prediction error

ε̂ ≡ 1
NX T ∑

t
∑

j
|{x j(t)}re f −{x j(t)}reco.| ≈

√
L

NX ·T
(4.19)

with L defined in Eq. (4.4)).
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4.C Abbreviations

Abbreviations

AIC Akaike Information criterion

AICc Corrected Akaike Information criterion

ENSO El Niño Southern Oscillation

FPR False positive rate

MCI Momentary conditional independence

PCMCI Causal discovery method (Runge et al., 2019a)

RAM Regime-dependent Autoregressive Model

SCM Structural causal model

TPR True positive rate

Table 4.C.1: Abbreviations used throughout the chapter.
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Chapter 5

Bayesian causal network modelling of

Southern Hemisphere large-scale

circulation variability from late winter

to early summer

5.1 Introduction

In Chapter 3 a deterministic time-series causal network of the intraseasonal S-T coupling is ana-

lysed. But the predictability of the timing of the coupling and of the effects of the eddy-driven jet

on surface climate were not addressed. In this chapter, a probabilistic causal network is developed

using hindcast data to study the long-lead predictability of the S-T coupled variability.

5.1.1 Stratospheric and tropospheric drivers of Southern Hemisphere large-scale

circulation variability from late winter to early summer

The mid-latitude jet stream is a dominant feature of the Southern Hemisphere (SH) large-scale

circulation variability. The jet is present almost uninterrupted in all seasons with the position of

the strongest winds located somewhere between 50 and 65ºS. Via its association with storm tracks

and low pressure systems, the jet stream is strongly linked to the surface climate in many regions
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of the SH extra-tropics and high latitudes, including Australia, South American and Antarctica.

For example, in summer the Australian east coast is cooler and wetter (hotter and drier) for a more

poleward (equatorward) jet due to its contrasting effect against the moist air flowing westward

from the ocean.

The main feature of the SH jet stream dynamics is a twice-yearly vacillation in latitude and

strength with a contraction (and strengthening) and expansion (and weakening) of the storm track,

reflected in the semi-annual oscillation (SAO) in sea-level pressure (Bracegirdle, 2011) (see also

Section 1.3.1). Variability and trends of the jet strongly project onto the Southern Annular Mode

(SAM). Generally speaking, more positive indices of the SAM are associated with both poleward

shifts and strengthening of the jet, and viceversa for negative SAM, although the correspondence

is not a one-to-one (Hartmann and Lo, 1998; Thompson and Wallace, 2000). Due to its presence

across all longitudes from late winter through early summer and its equivalent barotropic structure,

the SH mid-latitude jet can be viewed as a zonally-symmetric and height averaged wind, frequently

referred to as the eddy-driven jet (EDJ) (Section 1.3.1).

As part of the SAO, the EDJ undergoes a latitudinal migration around its winter position, just

south of 50ºS, between late winter and early summer. The EDJ first moves poleward between

September and October (herein called phase 1, EDJ-1) and then equatorward between November

and December (phase 2, EDJ-2) with a larger amplitude, as shown in Figure 5.1.1 (left panel). After

mid January, the EDJ migrates poleward again but this second poleward shift is not considered in

the present analysis. Year-to-year differences in both timing and amplitude of these shifts are seen

in the large interannual variability: the EDJ standard deviation is about 4-6 degrees latitude between

August and December, which decreases to about 3-4 degrees in January-February (Figure 5.1.1,

right panel). Although the average meridional displacements as well as the variability of the EDJ

during both phases are of just a few degrees, the associated impact on the SH climate can be large,

and accurate forecast of the EDJ is therefore crucial for skilful representation of surface climate in

many regions in the SH.

Improving the long-lead prediction of the EDJ migrations’ variability has a number of potential

benefits, including early warning of anomalous regional weather conditions which can have an

impact on public health, agriculture and the shipping industry among other sectors (White et al.,

2017). A number of recent modelling studies have provided robust evidence for S2S predictability
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Figure 5.1.1: Climatology of the EDJ latitude (left) and standard deviation (right) between August and

March, adapted from Byrne et al. (2019). Here the latitude is defined as the one corresponding to the

maximum zonal-mean zonal wind at 850 hPa. The 1981-2016 ERA5 reanalysis climatology is shown as a

dashed red line. The blue line and shaded bands are extracted from the ECMWF System 4 hindcast of 51

ensemble members initialised on the 1st of August for each year from 1981 to 2016 (see further description

in Section 5.2). The ensemble mean climatology is the blue line. The increasingly lighter blue bands mark

the 25-75, 5-95 and 1-99% percentiles of a 1,000 sample bootstrap procedure where each year 36 members

are sampled from the total 36 (years) x 51 (members).

of the extratropical SH troposphere during austral spring and summer (Roff et al., 2011; Lim

et al., 2013; Son et al., 2013; Osman et al., 2015; Osman and Vera, 2016). Importantly, the

added tropospheric skill comes in part from the stratosphere (e.g. Seviour et al., 2014; Byrne and

Shepherd, 2018; Lim et al., 2018) and this conclusion is robust to sampling uncertainty (Byrne et

al., 2019). The SH extratropics are in fact particularly affected by early vortex weakening, resulting

in extreme heat and droughts in Australia and Antarctica and cold spells in south-eastern Africa

and South America (e.g. Lim et al., 2019, 2021; Mindlin et al., 2020). Negative stratospheric ozone

anomalies are associated with a poleward shift of the storm tracks over the Southern Ocean, hot

spells in southern Africa, Australia and South America, and increased UV radiation (e.g. Arblaster

et al., 2011; McLandress et al., 2011; Thompson et al., 2011; Mindlin et al., 2021; Oh et al., 2022).

Stratospheric drivers of S-T coupled variability

Research in the past two decades has established that the tropospheric circulation variability is

strongly coupled to the variability in the stratosphere in the SH spring-to-summer period, and it is
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organised by the timing of the polar vortex breakdown (e.g. Kuroda and Kodera, 1998; Thompson

et al., 2005; Byrne et al., 2017; Domeisen et al., 2020b). More in detail, the magnitude of the

poleward shift of the EDJ in October (EDJ-1) is partially driven by the strength of the stratospheric

vortex from August to October, a result obtained both from reanalysis and models (e.g. Seviour

et al., 2014; Byrne, 2017). The timing of the equatorward swing of the EDJ (EDJ-2) between late

October and December is strongly dependent on the timing of the VB event (Black and McDaniel,

2007; Byrne et al., 2017; Byrne and Shepherd, 2018; Ceppi and Shepherd, 2019). These findings

confirm earlier analysis of the SAO by Bracegirdle (2011) for the 1979-2009 NCEP reanalysis,

who found that the SAO’s amplitude is maximally correlated with zonal-mean zonal wind [u] at 60

ºS at 10 hPa between August and September; while the SAO phase1 is maximally correlated with

[u] at 60 ºS in the lower stratosphere between September and November.

The stratospheric Quasi Biennial Oscillation (QBO) is also associated with SH extratropical

stratospheric variability, and thus indirectly with the EDJ. Observed westerly phases (WQBO) are

associated with stronger westerlies and a colder high-latitude stratosphere, and later final warming

and vortex breakdown dates than for the easterly phase (EQBO) (Baldwin and Dunkerton, 1988;

Anstey and Shepherd, 2014; Byrne and Shepherd, 2018).

Studies suggest that the EDJ springtime anomalies can be traced back to the state of the

vortex near the stratopause as early as June. Lim et al. (2018) performed a height-time domain

EOF analysis of polar [u] monthly anomalies, finding that the leading EOF (40% of interannual

variability) is characterized by a signal that develops in June-July near the stratopause, changes

sign in August-September, and eventually propagates downward to the surface from October to

January. The high-stratospheric shift of winds captures the poleward and downward evolution of

the Polar Night Jet oscillation (PJO) (Kuroda and Kodera, 2001; Kuroda, 2002; Lim et al., 2018)

which correlates with the year-to-year variability of [u] at 55-65ºS, as noted already by Kuroda and

Kodera (1998).

Observational (Randel and Wu, 1999; Young et al., 2013) and modelling (McLandress et al.,

2010; Richard et al., 2010; Arblaster et al., 2011) studies have shown that during the last decades

of the 20th century anthropogenic ozone depletion has resulted in a cooling of the Antarctic lower

stratosphere in late-spring. As a consequence, the stratospheric polar vortex has strengthened and

1Phase marked as the date of the first peak of the SAO’s second harmonic.
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the breakdown date delayed by about 2 weeks (Waugh et al., 1999; McLandress et al., 2010), with

downward effect on the jet too (McLandress et al., 2011).

Tropospheric drivers of S-T coupled variability

Tropospheric wave forcing of various sources can influence the EDJ indirectly via their effect on

the stratospheric polar vortex strength and breakdown. Anomalously strong upward propagating

planetary-waves can advance the seasonal disruption of the SH stratospheric vortex, with the

waves generally contributing to destabilise the state of the vortex with a lead time of one month

(e.g. Hardiman et al., 2011; Hu et al., 2014; Lim et al., 2018). Lim et al. (2018) found the strongest

preconditioning of the S-T coupling from upward wave fluxes, represented via the zonal-mean eddy

heat flux (vT-flux) in July-August around 45°S to 75°S at 100hPa, an index used also in Rao et al.,

2020 and Lim et al., 2021. Because the eddy heat flux is proportional to the vertical component of

the Eliassen-Palm flux, it is also used to represent upward propagation of planetary waves entering

the stratosphere. Similarly Shen et al. (2022) found that observed Antarctic weak polar events

(e.g. 2019) are primarily driven by enhanced wave-number 1 vT-flux when in the presence of a

preconditioned polar stratosphere, i.e. a weaker and more contracted Antarctic stratospheric polar

vortex.

Anomalies in the equatorial Pacific Ocean sea surface temperature, reflected in the El Niño

Southern Oscillation (ENSO), are known to affect the SH extratropics both in the troposphere

and the stratosphere. In summer, an approximatively zonally symmetric tropospheric response to

ENSO is observed, characterized by a shift in latitude of the EDJ in the extratropics (e.g. Seager

et al., 2003; L’Heureux and Thompson, 2006; Lim et al., 2013). This is due to a combination

of tropospheric and stratospheric mechanisms, the latter acting on the EDJ through the influence

of upward propagating planetary-waves (Van Loon et al., 1982; Byrne et al., 2019; Stone et al.,

2022). The stratospheric pathway is more prominent during austral summer than in spring, and it

is know to strongly project onto the zonally symmetric circulation (Hurwitz et al., 2011; Lin et al.,

2012; Zubiaurre and Calvo, 2012; Domeisen et al., 2019). ENSO also affects the SH high-latitude

zonally asymmetric circulation, especially visible in early spring (Kidson, 1999; Mo and Paegle,

2001; Vera et al., 2004; Ding and Li, 2012; Wilson et al., 2016), through the modulation of the

Pacific-South American (PSA) pattern, an alternating wave-train of pressure anomalies emanating

129



5. BAYESIAN CAUSAL NETWORK MODELLING OF THE SH S-T COUPLING

from the tropics in response to convection in the tropical Pacific (Sardeshmukh and Hoskins, 1988;

Mo and Paegle, 2001). In this work, the zonally asymmetric effect of ENSO is explored through

the response of surface climate variables in Sections 5.4.4 and 5.4.5.

Other oceanic drivers can strongly affect tropospheric variability in the mid-to-high latitudes

more regionally. For example, the Indian Ocean Dipole (IOD) is known to influence the Australian

climate and in particular precipitation, playing a large role in the dry and windy conditions leading

to the 2019/20 Australian ‘black summer’ of wildfires (Lim et al., 2021). There is also some

modelling evidence that the Interdecadal Pacific Oscillation (IPO), another component of the

tropical SST variability, played a role in the shifted poleward EDJ over recent decades over the

South Indian and Southwest Pacific (Yang et al., 2020). For the sake of simplicity, these drivers

are not included in the present analysis which focuses mostly on the zonally symmetric view of

the EDJ migrations.

5.1.2 Studying predictability with Bayesian causal networks (BCN)

Despite a number of known long-lead drivers of EDJ variability described in Section 5.1.1, a

quantification of which combinations can have a measurable impact on the predictability of EDJ

variability has not been preformed yet. A lot of our understanding on predictability is based on

modelling, for example with specific initializations or with variables nudged to a specific state and

the effect on the EDJ interrogated (e.g. Seviour et al., 2014; Rao et al., 2020, 2021). However this

allows to control only for a (few) nudged variable(s) and does not allow to easily and efficiently

quantify the interaction of more elements, which may work in concert or in opposition to favour

a given EDJ state. On the other hand, many of the statistical studies have looked at composites or

correlations between a candidate driver (e.g. the vortex breakdown or ENSO) and the EDJ (Lim

et al., 2018; Byrne and Shepherd, 2018; Lim et al., 2019). Assuming a truly causal connection (and

that such a mechanism is not currently exploited to its maximum potential by forecast models),

the presence of a correlation can indeed represent a route for enhanced predictability. However, to

actually quantify this potential, a statistical prediction of the target variables given the identified

drivers needs to be performed. This is rarely done, and it is going to be the main contribution of

the present work.

To further exemplify the need for a statistical prediction, consider the composite analysis of the
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S-T coupled dynamics, e.g. represented by [u] anomalies, given the state of the stratospheric vortex.

These composites of the conditional event “[u] given vortex” not only show a strong downward

propagating signal (e.g. Thompson et al., 2005), but also show stratospheric anomalies emerging a

few weeks (to months) ahead of the SH vortex breakdown date (Byrne and Shepherd, 2018; Lim

et al., 2018). This suggests that the vortex state may itself be predictable on multiple weeks lead-

times. However, to study the predictability of the vortex one is actually interested in quantifying

the likelihood of the opposite conditional event “vortex given [u]” in the preceding months, which

can be achieved with a statistical prediction. Note that the inverse conditional probability may not

lead to the same results.

A statistical model of the S-T coupled variability targeting the EDJ should include all relevant

drivers and represent their multiple interactions and co-variabilities in a rigorous and manageable

way. To avoid potentially misleading causal interpretation of correlational signals, here a causal

network framework is used to guide the statistical modelling (Section 2.3). A causal network is

also a parsimonious modelling choice can reproduce the statistical connections among variables

by modelling just the few direct and relevant causal connections. This process of simplification

accepts a loss of detail (e.g. compared to dynamical model) at the price of gaining insight into the

connections between the variables. Another important aspect of modelling with causal networks

is that the hypotheses are transparent and easy to communicate, since they are evident from the

drawing of the network itself. When used to produce forecasts, the direct and indirect causes of a

certain outcome can be easily read out from the network structure.

Given the probabilistic nature of the evolution of S-T dynamics on S2S time scales, a probabil-

istic Bayesian causal network (BCN) is preferred to a deterministic one (Section 2.2). In addition to

explicitly representing uncertainty, another benefit of the probabilistic choice is that it allows for a

fully non-linear description of the connections including state-dependence, which are thought to be

potentially relevant in driving the S-T coupling variability. Most causal network studies have used

deterministic functions to model the links between the variables, most commonly linear functions

where links are characterised by MLR coefficients. (e.g. Kretschmer et al., 2016; Di Capua et al.,

2020). Here instead links are parametrised with conditional probabilities (CP). To our knowledge,

BCNs have rarely been applied to studies of climate variability or forecasting, probably due to

their slightly more complicated modelling and especially the need for a large enough dataset to fit
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the parametrization. The only studies found in our research were by Abramson et al., 1996; Boneh

et al., 2015; Barnes et al., 2019; Harwood et al., 2021. Notably, however, BN have been routinely

used in weather and climate risk assessment studies that wish to include expert knowledge and

represent it and the relative uncertainties in a probabilistic way (e.g. Peter et al., 2009; Catenacci

and Giupponi, 2013; Young et al., 2020), since the problem of data scarcity can be bypassed by

parametrizing the networks via expert interviews.

5.2 Data

The ensemble hindcast (re-forecast) of the European Centre for Medium-Range Weather Forecasts

(ECMWF) is used as training data, providing large enough sample size for probabilistic paramet-

rization. Although the latest operational system is currently SEAS5, the earlier version known as

System 4 (Molteni et al., 2011) is chosen because it has a more realistic SH circulation variability

at polar latitudes than SEAS5, possibly due to a better representation of stratospheric variability

in the SH (Shepherd et al., 2018). System 4 is based on the Integrated Forecasting System (IFS)

atmospheric component coupled to the Nucleus for European Modelling of the Ocean (NEMO)

ocean model. The atmospheric vertical resolution is 91 levels, with a model top in the mesosphere

at 0.01hPa, and the horizontal spectral resolution is T255, which corresponds to approximately 80

km in the horizontal. The resolution of the ocean model is 1º in the horizontal and has 42 layers

in the vertical. Hindcasts initialized on 1 August for each year between 1981 and 2016 included

are considered (36 seasons). All hindcasts are issued as ensembles with 51 members and run for 7

months, of which the first six are analysed. The ECMWF ERA-5 reanalysis is used as verification

data (Hersbach et al., 2020).

The basic data input for our study are the daily mean zonal wind (u), meridional wind (v),

air temperature (T), and sea surface temperature (SST). Most of the network variables will be

constructed from zonal averages, which will be denoted with square brackets [ ] in what follows.

For the analysis of surface climate impacts in Sections 5.4.4 and 5.4.5 we use the monthly mean

geopotential height at 500hPa (Z500), 2 meter temperature (2mT) and mean total precipitation rate

(MTPR).

Differently from Byrne et al. (2019) and Osman et al. (2022) which have analysed the same

hindcast, the season 2002/03 is retained in the analysis despite it being the only SSW on obser-
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vational record. Performing an analysis of [u] at 60ºS and 50 hPa (not shown) did not reveal an

outlier behaviour of the 2002 ensemble members, which remained well within the large ensemble

distribution (i.e. there are many other years where some members show a comparatively early

vortex breakdown). Further, not all members in 2002 exhibit an extreme behaviour either. This is

consistent with recent analysis of multimillennial simulations with a resolved stratosphere showed

that the frequency of SSWs is about one in 22 years for 1990 conditions (Jucker et al., 2021).

5.2.1 Representation of stratospheric ozone

As mentioned in 5.1.1, good representation of ozone is important to capture the late 20th century

trend and its impact on intra-seasonal variability. In System 4, ozone is activated as a prognostic

variable and is radiatively interactive, thus the ozone field is free to evolve during the forecast

and will develop anomalies physically consistent with e.g. temperature anomalies and specified

CFC time history (Molteni et al., 2011). However its initial conditions are not time-dependent and

are instead prescribed via a seasonally varying climatology computed from ERA interim ozone

analyses (1996-2002, believed to be the most reliable years), missing the difference between the

two epochs of ozone loss (1980s to early 2000s) and then recovery (2000s afterwards), due to

errors in ERA Interim caused by changes in satellite instruments which were causing unrealistic

temperature variations in the stratosphere. The simplified ozone chemistry in System 4 is likely not

to have a very realistic representation of the polar stratospheric cloud chemistry required to produce

an ozone hole, regardless of the issue with initial conditions. Indeed, Monge-Sanz et al. (2022)

recently showed with their new stratospheric ozone model (implemented n their study in ECMWF

SEAS5) that a realistic interactive prognostic ozone field is needed to reproduce the SH polar vortex

behaviour (including VB delay due to lower ozone concentration), while an ozone climatology

does not provide enough information for the model to reproduce all necessary feedbacks with

dynamics.

An analysis of expected ozone-induced trend for Epoch 1 (1981-2001, ozone decline) and no

trend in Epoch 2 (1995-2016, recovery) is performed the November to January [u] 50 hPa 60ºS,

following the same method used in Chapter 3. Figure 5.2.1 shows some sign of trend in the vortex

in Epoch 1, hence the CFC historical trends are able to imprint a strengthening trend in the vortex

(dark blue line). However the modelled trend is overall weaker than in observations (red line).
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Further analysis would be needed to confirm the hypothesis of an issue with the representation

of ozone chemistry, which is out of the scope of the present work. Although within sampling

uncertainty, the weaker vortex compared to reanalysis led to the exclusion of an ozone variable in

the network.

Figure 5.2.1: Daily hindcast and ERA5 vortex trend between 1981-2001 (left panel) and 1995-2016 (right

panel). The ensemble mean (dark blue line) and the ensemble standard deviation (area filled in shaded blue)

are shown. ERA5 trend (red line) and the regression coefficient’s standard error (area filled in shaded red)

in light red are shown. The ERA5 trend is calculated after a 30-days running average, centred around the

day of year plotted, to remove noise. The peak of the hindcast ensemble mean trend in Epoch 1 is about 2

m/s/decade (standard deviation from −2 to 6 m/s/decade), while the ERA5 mean is about 5 m/s/decade.

5.2.2 Definition of variables

The fundamental elements of the zonal-mean S-T coupled seasonal variability introduced in Sec-

tion 5.1.1 are translated into nine variables that constitute the nodes of the BCN. They are listed

in Table 5.2.1 and briefly summarised in the following. EDJ-1 is defined following Byrne and

Shepherd (2018) and the EDJ-2 following Byrne and Shepherd (2018), Byrne et al. (2019) and

Ceppi and Shepherd (2019) (see also Chapter 3). Note they are defined over slightly different

vertical levels for consistency with previous literature, but very similar results are obtained if both

are defined at 850 hPa. ENSO is defined in the Nino 3.4 region and it can influence the EDJ both

directly, and indirectly through the planetary wave activity entering the stratosphere in August and
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Index name Index definition Time period

ENSO SST anomalies averaged over the Niño 3.4 region Aug-Oct mean

QBO Daily zonal-mean zonal wind ([u]) at 30 hPa at 0ºS Aug-Oct mean

vT-flux Daily eddy heat flux [v′T ′] at 100 hPa averaged over 45-75ºS Aug-Sept mean

PJO-1 Daily [u] at 10 hPa average over 30-45ºS Aug mean

PJO-2 Daily [u] at 30 hPa average over 50-60ºS Sept mean

SPV-low Daily [u] mass-weighted between 100-50 hPa averaged over 60-

70ºS

Oct mean

VB Last date when the 5-days centred running mean of daily [u] at

50 hPa and 60ºS falls below 15 m/s, in days after 1 Oct

Oct to Jan

EDJ-1 Latitude of the maximum of daily [u] pressure-weighted between

1000-500 hPa, 10-days running mean

1 Oct to 8 Nov

EDJ-2 Latitude of the maximum of daily [u] at 850 hPa, 10-days run-

ning mean

1 Nov to 19 Jan

Table 5.2.1: Definition of the variables used to construct the BCN. The square brackets represent the

computation of zonal-mean and the prime symbol represents anomalies with respect to the zonal-mean. For

EDJ-1 and EDJ-2, the running mean is used to extract the latitudinal shift signal from the noisy latitude.

September (vT-flux), defined as in Rao et al. (2020) and Lim et al. (2021). In the early spring

stratosphere, variables include the QBO and the phases of the PJO, one in the mid-latitudes in

August (PJO-1) and one in the high-latitudes in September (PJO-2). To define the PJOs, the results

in Lim et al. (2018) are used to identify a PJO-1 as [u] at 10 hPa averaged over 30-45ºS in August,

and PJO-2 as [u] at 30 hPa and averaged over 50-60ºS in September. To represent the stratospheric

components of the S-T coupled variability, the strength of the lower stratospheric [u] (SPV-low)

in October and the timing of the vortex breakdown (VB) (a date usually between late October and

early January) are used.

Bias correction

The presence of mean biases in ENSO and EDJ-1 and EDJ-2 in this seasonal hindcast dataset has

already been documented (Molteni et al., 2011; Byrne et al., 2019), and is described in detail in

Appendix 5.A. This led to the choice of performing a mean bias correction, removing from each
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ensemble member the difference between the hindcast multi-year ensemble mean and the ERA5

multi-year mean. Bias correction is performed for all variables to apply a consistent approach that

avoids a too subjective choice of which level of bias is small enough to be ignored or not1. For

the EDJ-1 and EDJ-2 time-series, for each day of the year and ensemble member, the difference

between the hindcast and ERA5 latitude smoothed means (15-days running mean) are removed

(shown in Figure 5.A.1).

Categorization

Finally, the variables are transformed from continuous to categorical. This is done to parametrize

the network more simply, to produce an easy to interpret forecast and it is also in line with current

practice of presenting seasonal forecasts (e.g. see Met Office seasonal outlooks 2). The categories

are defined in Table 5.2.2. They aim at best summarising the ensemble spread. They are defined

based on physically meaningful thresholds (e.g. 0 m/s for E and W QBO) or on percentiles (e.g.

25-75th for VB), except for the EDJs. As an example, Figure 5.2.2(a) shows the split in categories

of the ensemble distribution for VB in each year (left) and the overall ensemble distribution (right),

also compared with ERA5 (red). Note that some variables have asymmetric categories due to the

asymmetric shape of their distribution: for example the percentiles used for PJO-2 are the 35th,

75th (see Figure 5.B.1). Plots for all other variables are found in Appendix 5.B.

The EDJ variables are categorised differently via an agglomerative hierarchical clustering. This

is a dendogram based approach that divides a set of time series into clusters of similar shape, thus

can retain all the information present in the evolution of the EDJ (e.g. timing and magnitude

of the shifts). The clustering is performed with Euclidean distance metric (measures the distance

between two time series) and Ward’s linkage criterion (measures the distance between two clusters).

With these metrics, clusters have the minimal distance between their elements and the maximum

1Note that this bias correction is equivalent to computing anomalies for reanalysis and hindcast with respect to

their own climatologies. However, not all variables considered here are anomalised, either for ease of interpretation (e.g.

actual value of vT-flux rather than anomalous value) or due to necessity (e.g. to compute the variables QBO, EDJs and

VB in the first place).
2https://www.metoffice.gov.uk/binaries/content/assets/metofficegovuk/pdf/

business/public-sector/civil-contingency/3moutlook-jfm-v2-secure.pdf[last accessed

23/04/2022].
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Index name Number of categories Thresholds or method Labelling of categories

ENSO 3 -0.4, +0.4 ºC Niña , neutral, Niño

QBO 2 0 m/s easterly, westerly

vT-flux 3 30th, 75th hindcast percentiles strong, neutral, weak

PJO-1 2 60th weak, strong

PJO-2 3 35th, 75th weak, neutral, strong

SPV-low 3 25th, 75th small, neutral, large

VB 3 25th, 75th early, middle, late

EDJ-1 3 clustering (32.5%, 52%, 15.5%) poleward, middle, equatorward

EDJ-2 3 clustering (26.5%, 51%, 22.5%) poleward, middle, equatorward

Table 5.2.2: Definition of categories for each network variable. Note that in the SH the vT-flux has a negative

sign, therefore lower percentiles mean stronger wave activity. For EDJ-1 and EDJ-2, the percentage refer to

the proportion of ensemble members assigned to each cluster.

distance across different clusters. EDJ-1 and EDJ-2 categories are shown in Figure 5.2.2 (b,c).

EDJ-1 categories can be summarised as an overall more poleward (blue) or equatorward (orange)

position of the jet in October with respect to the climatological time series (black line). EDJ-2

categories are either a more poleward and early shift (blue) or a more equatorward and delayed

shift (orange) between November-December. Both central states matches the climatologies. Note

that the split of EDJ-2 (eq/pole) is very similar to the one detected by Byrne et al. (2017) in

correspondence with the timing of the polar vortex breakdown (late/early).

ERA5 variables are categorised based on the hindcast thresholds. For EDJs, ERA5 season-

specific time series are assigned to their closest hindcast category, identified as having the smallest

Euclidian distance from the hindcast cluster-mean (shown as red lines in Figure 5.2.2(b,c)).

5.3 Methods

As introduced in Section 2.2, mathematically a Bayesian network (BN) is a DAG which exploits

conditional independence relationships between the variables to summarise the rich information

stored in their joint probability distribution P(X) via the factorization of Equation (5.1), here
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Figure 5.2.2: (a) VB distribution for the bias corrected hindcast (right) and the yearly time series (left)

divided into strip-plots for each of the three categories (early, middle and late are in orange, grey and light

blue respectively; ensemble mean in purple). ERA5 values are shown in red. (b) EDJ-1 and (c) EDJ-2

categories for the bias corrected hindcast, labelled as equatorward (orange), mid (grey) and poleward (blue).

The percentage values in parentheses show the fraction of all members and years assigned to each category

(sum is 100% by construction). The thick coloured lines represent the hindcast cluster mean (solid) and plus

or minus one standard deviation (dashed). The thick black lines represent the ensemble mean climatology

(solid) and plus or minus one standard deviation (dashed). The ERA5 yearly time-series assigned to each

hindcast category, as the closest based on averaged Eucledian distance (see text), are shown in red.
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restated for ease of reference:

P(X) =
N

∏
i=1

P(Xi|PAi) (5.1)

where there are N random variables Xi, each being influenced directly by a set of variables PAi,

called the parents. Each variable Xi is therefore associated with a conditional probability distribu-

tion, P(Xi|PAi), which encodes the probability of observing specific values of Xi given the values

of its parents. In a BCN links encode also the concept of causality and not just of conditional

independence, as discussed in Section 2.3. The network developed here is placed within the causal

network family because the linkages used are meant to represent physical and causal understanding

of the system.

5.3.1 Building a BCN

Among the various techniques to build a causal network (e.g. Marcot et al., 2006; Chen and Pollino,

2012; Runge et al., 2019a; Young et al., 2020), a hybrid expert and data-driven approach is used,

and described by the following two-step procedure.

In the first step (Step 1), the initial hypothetical structure of the BCN is drawn by including all

possible links suggested by the literature presented in Section 5.1.1, resulting in a set of potential

parents P̂(X) for each variable X . Note that the links are all defined so that they do not point

backwards in time, but when variables are “contemporaneous” (on the considered time-scales) the

direction is set by known physical processes. For example, the link is from SPV-low to EDJ-1 and

not vice-versa, based on known downward direction of causal effect on these time scales. Any

known common driver is included, to ensure Causal Sufficiency condition is met (see Section 2.5.2).

Also as part of this step, the unconditional independence of all pairs of variables is tested for, to

remove any trivial links. Note that Step 1 is similar to the first part of many constraint-based causal

discovery methods (e.g. step PC of the PCMCI algorithm described in Section 2.5.2).

The second step (Step 2) is to test each potential link X → Y via X ��⊥⊥ Y | P̂(Y )\{X}. This

is crucial to ensure that the joint probability of the system can indeed be expressed as in Equation

(5.1). If this test is “passed” the link is retained, otherwise the link is removed (similar to the MCI

step in the PCMCI algorithm).

The conditional independence (CI) test chosen is the Pearson χ2 which applies to categorical

data. If the p-value p of the test is smaller than a significance level α , the independence is rejected
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and the link is retained; otherwise the link is removed. Note that a different choice of CI test may

lead to slightly different results, especially for the weaker or less significant links. The value of

α = 0.05 is chosen as it is relatively loose to allow for weak links to be included, but tight enough

to remove the ones that cannot provide added skill to the prediction.

Given the links, the network is parametrized by computing the set of probabilities P(Xi|PAi),

which for discrete variables are represented by conditional probability tables (CPT). Under a

multinomial sampling assumption, the entries of a CPT can be estimated as relative frequencies

πi jk = Ni jk/Ni j, where Ni jk is the number of occurrences in the dataset where variable Xi has the

value k and its parents have the (set of) values j. This is also known as maximum likelihood

estimation and is a reasonable approximation for large enough sample sizes (as in this case) and

for individual probabilities larger than 01. This is the estimation choice of Barnes et al., 2019

too. Note that other probabilistic modelling choices are possible, for example Gaussian Process

Regression which provides a non-linear fit of a variable onto the regressions and an envelope of

uncertainty around it. It would be interesting to compare the insight gained via such alternative

modelling choices but this remains out of scope of the current analysis.

5.3.2 Probabilistic forecasts

A network structure with associated CPTs is a fully parametrized model that can be used to perform

predictions. Prediction in a BCN is the process of calculating a the distribution of target variables

given information about some drivers (evidence). This is achieved by marginalizing Eq. (5.1) over

the unobserved covariates (sums over all categories; express P(X |E) = P(X ,E)/P(E), then for

each probability take the factorization and marginalize over the unobserved variables). In a recent

study by Byrne et al. (2019) a categorical forecast for the EDJ based on knowledge of vortex

breakdown state was shown to give an anomaly correlation coefficient comparable to that of a

full dynamical seasonal hindcast (Byrne et al., 2019). The BCN model can be seen as a more

formalised and multivariate extension of this approach.

1A multinomial sampling assumption treats counts ni jk of a contingency table as the outcomes of a multinomial with

probabilities πi jk that sum up to one. An alternative is to use Bayesian estimation (with Dirichlet prior, with parameter

αi jk), which is important if occurrence of events close to πi jk→ 0 . Note that αi jk are often hard to find, so with Laplace

smoothing αi jk is often considered constant and equal to 1. The two estimates converge for large sample sizes.
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Forecast verification metrics

The probabilistic forecasts produced with the BCN are analysed with two metrics: the Area Under

Curve (AUC) of the Receiver Operating Characteristic (ROC) (ROC AUC) and the AUC of the

Precision-Recall curve (PR AUC).

For the prediction of a given category x, a ROC curve is made up of points on the sensitivity

and specificity plane, each computed for a different probability threshold (which sets the level

for a prediction being a positive, i.e. that of the target category). Sensitivity (or recall) is the

probability of a positive prediction given a positive observation; while specificity is the probability

of a negative prediction given a negative observation. The area under the ROC curve (ROC AUC)

summarizes the trade-off between sensitivity and specificity of the model in a single number. An

AUC=0.8 means that the classifier ranks two test data points correctly with a probability of 80%

(no skill being 50%), so the larger the AUC the better.

The Precision-Recall (PR) curve is defined similarly to ROC but in the recall and precision

plane. Precision is the probability of a positive observation given a positive prediction. While ROC

quantifies the trade-off between the true positive rate and the true negative rate, PR balances the

true positive rate with the false discovery rate. The no skill value of PR AUC is the fraction of

real positives in the data (here called baseline b), which decreases when the data become more

imbalanced, and is 0.5 for perfectly balanced classes. Given the varying level of no-skill, the results

here are presented as percentage increase compared to baseline PR AUC% = 100 · (PR AUC - b)/(1

-b), hence 100% is the perfect forecast and 0 indicates no skill.

PR AUC is introduced because ROC AUC alone can be misleading (too optimistic) in the case

of imbalanced categories (like for some of the BCN variables) concurrently with a target easily

predictable and the actual interest in low false alarms. For this, PR AUC is more informative

than ROC AUC as it looks at precision as well. On the other hand, PR AUC alone can also be

misleading or uninformative when there is class imbalance and the target variable is difficult to

predict. Unfortunately, there is no way to unequivocally link PR AUC and ROC AUC, for example

a higher PR AUC does not imply a higher ROC AUC. Here both are considered to give more a

rounded assessment of the forecast.
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5.4 Results

The following sections present the results of the BCN analysis. The BCN structure is discussed

in terms of the strength of each link, its CPTs and the model cross-validation (Section 5.4.1). The

predictability arising from long-lead drivers of EDJ is assessed by performing BCN forecasts,

using each ensemble member to provide evidence and verification data (Section 5.4.2). Then, the

BCN forecast skill is assessed against ERA5 and compared with a synthetic conditional hindcast

(Section 5.4.3). Finally, the surface response associated with the tropospheric variables is quantified

(Section 5.4.4) and the ability of the BCN to provide a filter for the most skilful hindcast ensemble

members is assessed (Section 5.4.5).

5.4.1 The BCN

The literature-informed initial structure of the network is tested with the procedure described

in Section 5.3.1, using a χ2 test and α=0.05 significance level. The results of the conditional

independence tests are reported in Table 5.4.1. The graphical result is shown in Figure 5.4.1, where

the links that pass both Step 1 and 2 test are the black non-dashed ones.

The links removed with the initial unconditional independence test in Step 1 are all the links

emanating from QBO (leaving it disconnected from the rest) and ENSO→ EDJ-1. The absence of

teleconnection from QBO to the stratospheric zonal wind can also be seen from hindcast composites

of [u] based on QBO (W minus E) which do not show the sign of teleconnection ususally found

in reanalysis (Appendix 5.D). It is known that models struggle to represent this teleconnection,

especially when initialised early in the season, losing information about the amplitude and even the

sign of tropical winds within 1-2 weeks, for runs initialised with set QBO winds (Butler et al., 2016;

Garfinkel et al., 2018; Lawrence et al., 2022). This is likely the reason for the absence of links from

the QBO found here as well. Note however that the conditional probability P(V B |QBO) in ERA5

shows only a marginally stronger signal, with E QBO associated with early VB (and vice-versa for

W QBO with late VB) as shown in Figure 5.C.1 bottom panel in the Appendix. The link ENSO

→ EDJ-1 is also removed, a result that may be due to the zonally asymmetric pattern of ENSO’s

teleconnections in September-October, which is not captured by the zonally averaged EDJ-1 index.

A further three links are removed with the conditional independence tests in Step 2: PJO-2→

VB, ENSO→ VB and ENSO→ EDJ-2. The unconditional connection between ENSO and VB
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Figure 5.4.1: The literature-informed initial structure of the network (all links). The ones that do (do not) not

pass the conditional independence test procedure described in Section 5.3.1 with χ2 and 0.05 significance

level are the black (dashed) links.
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X Y given Z χ2 p-value remove link α = 0.05

PJO-1 vT ENSO 160 10−9 No

ENSO vT PJO-1 34 2.9·10−5 No

PJO-1 PJO-2 vT 529 10−9 No

vT PJO-2 PJO-1 851 10−9 No

PJO-2 SPV-low vT, ENSO 131 10−9 No

vT SPV-low PJO-2, ENSO 105 10−9 No

ENSO SPV-low vT, PJO-2 55 0.02 No

PJO-2 VB vT, SPV-low 26 0.88 Yes

vT VB PJO-2, SPV-low 64 0.002 No

SPV-low VB PJO-2, vT 415 10−9 No

SPV-low EDJ-1 ENSO 845 10−9 No

ENSO EDJ-1 SPV-low 11 0.44 Yes

EDJ-1 EDJ-2 ENSO, VB 81 2.3·10−5 No

ENSO EDJ-2 VB, EDJ-1 31 0.64 Yes

VB EDJ-2 ENSO, EDJ-1 645 10−9 No

Table 5.4.1: Result of the Step 2 tests of conditional independence X ,Y | Z = P̂u(Y )\{X}. Z are the potential

parents that survive Step 1 (all links except for the ones emanating from QBO, and ENSO→ EDJ-1).
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was found to be significant (χ2(ENSO,V B) = 37, p-value = 3.7 10−7) although weaker than most

other links (not shown). However, once conditioned on vT-flux and SPV-low, the link ENSO→

VB is removed (p-value=0.09). This suggest that much of the information from ENSO to VB is

mediated by the upward propagating waves in August-September and the stratospheric pathway.

Similarly happens for PJO-2→ VB, suggesting that SPV-low mediates most of this effect.

The link ENSO→ EDJ-2 is removed after accounting for the information given by VB and

EDJ-1. This is in line with the analysis done in Byrne et al. (2017) on reanalysis and Byrne et al.,

2019 on this same hindcast data. There the authors argued that the correlation between ENSO and

the SAM between late spring and early summer is mainly the result of sampling uncertainty, and

that the summertime SAM variations are mainly driven by variations in the breakdown date of

the stratospheric polar vortex, which happen to be correlated with ENSO in the limited historical

record. In further support of this thesis, in Appendix 5.I the hindcast Z500 anomaly composites

based on ENSO and EDJ-2 (Fig. 5.J.2) is found to be very similar to the composites for ENSO and

VB (Fig. 5.J.3).

The missing direct link from ENSO to EDJ-2 may however be a feature of the forecast model

and not of the real world. For example, using NCEP reanalysis and with a MLR Kretschmer et al.

(2021) find a link from ENSO to EDJ-2 even after controlling for VB. In the current probabilistic

framework, a way to test this potential inconsistency with ERA5 is to compare the probability

P(EDJ-2 | ENSO) (Figure 5.C.2): a larger probability is found for ERA5, yet within the 5-95%

confidence interval of the hindcast estimate. This may suggests that the direct connection between

ENSO and EDJ-2 is slightly under-represented in System 4. However, P(VB | ENSO) in ERA5

is also a bit stronger than in the hindcast. Given the pathway from ENSO to VB via vT-flux,

it remains hard to tell which of the indirect or direct connections between ENSO and EDJ-2 is

responsible for the stronger correlation in ERA5.

Link strength

Links in a causal network are often associated with a measure of strength, which is useful to

compare the relative importance of the parents for their child. For a categorical BCN, measures

of link strength are however not straightforward, as also discussed in Barnes et al. (2019). For

continuous BCN, Harwood et al. (2021) performed a linear analysis of variance (ANOVA) to
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estimate the relative importance of each relationship. The non linear interactions are however

interesting to consider in this context, and furthermore the EDJ variables cannot be easily converted

into continuous variables. An alternative route is to use information theoretic estimates. Given

X → Y and Z the only parents of Y other than X, Ebert-Uphoff (2007) showed that the conditional

mutual information between X and Y given Z can be interpreted as a measure of link strength, and

called it the Blind Average Link Strength LSblind (see derivation in Appendix 5.E). Expressed as a

percentage of conditional entropy, LSblind%(X → Y ), LS% for short, is a measure of how close the

link is to deterministic and therefore how influential the parent X is in determining the state of the

child Y. The values LS% are used to label the links and scale their width in Figure 5.4.2, and are

also listed in Table 5.4.2 (together with the link’s χ2 and p-value, for completeness).

The highest LS% values are for the links PJO-1→ PJO-2, vT-flux→ PJO-2, SPV-low→EDJ-1

and VB→ EDJ-2 (∼ 20−30%). Because both parents of PJO-2 have large LS%, this suggests that

PJO-2’s variability is well represented by its parents, and thus should be skilfully predicted. On

the other hand, only one of the two parents of EDJ-2 have large link strength (namely VB) which

suggests EDJ-2 is less predictable than PJO-2 given the parents. The two links pointing at vT-flux

are among the the weakest (< 5%) and thus its predictability is likely very small. Links pointing

at SPV-low and VB have medium strength (∼ 5−20%), but the ones emanating from vT-flux are

weak (< 5%). This may be due to the fact that strong vT-fluxes in the lower stratosphere may not

drive a weaker vortex and the wave activity could just propagate and break farther equatorward.

Indeed, it is the derivative of the wave flux that determines how much the mean flow is affected, as

this represents the convergence (divergence) of the said wave activity. Also, this metric summarises

the effect of both weak, neutral and strong vT-flux, and a weak connection in just one of the states

may lead to this result too. Finally, note that the link-specific metrics are built by marginalization

of the effect of all the other parents, therefore this analysis may mask the importance of combined

non-linear interactions. Despite this, the overall connection between LS% and predictability is

confirmed by the analysis in Section 5.4.1.

Conditional probability tables

The final BCN, shown in Figure 5.4.2, is parametrised by computing the CPTs associated with

each variables. The ratio with the unconditional probability CPT/P are shown for the variables VB,
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X Y given Z χ2 p-value LSblind%

PJO-1 vT-flux ENSO 160 10−9 4.7

ENSO vT-flux PJO-1 34 2.9 ·10−5 0.9

PJO-1 PJO-2 vT-flux 529 10−9 23.0

vT-flux PJO-2 PJO-1 851 10−9 33.3

PJO-2 SPV-low vT-flux, ENSO 131 10−9 11.3

vT SPV-low PJO-2, ENSO 105 10−9 7.3

ENSO SPV-low vT-flux, PJO-2 55 0.02 5.3

vT-flux VB SPV-low 74 10−9 3.7

SPV-low VB vT-flux 426 10−9 17.5

SPV-low EDJ-1 847 10−9 27.7

EDJ-1 EDJ-2 VB 65 10−9 4.0

VB EDJ-2 EDJ-1 655 10−9 25.9

Table 5.4.2: All BCN links X → Y as shown in Figure 5.4.2. χ2 and p-values are obtained from

χ2 (X ,Y | Z = PA(Y )\{X}), thus using the final parents shown in Fig. 5.4.2. LSblind% is defined in the

text.
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Figure 5.4.2: The BCN structure that emerged from the conditional independence tests (Step 1 and Step 2).

Links’ width and labels indicate the associate percentage Blind Average Link Strength, LSblind%, defined in

the text.

EDJ-1 and EDJ-2 in Figure 5.4.3 (others are found in Appendix 5.F). A ratio larger (smaller) than

1 indicates a more (less) likely state of the target compared to climatology, indicated with a blue

(pink) colourscale respectively.

The CPT ratios shown in confirm, but also quantify, known underlying physical relationships,

as described below.

• VB: The strength of SPV-low in the period leading up to the vortex breakdown has a strong

influence on the timing of the event: a small/large SPV-low tends to be associated with

an early/late vortex breakdown date since the strength of SPV-low is correlated with the

strength of the polar vortex higher up at 50 hPa where the VB is defined. Independently, the

vT-flux forcing acts on the vortex as well, with a strong vT-flux favours and early VB (and

vice-versa); this is best seen when SPV-low is neutral.

• EDJ-1. A large lower stratospheric signal in October (large SPV-low) is associated with a

more poleward reach of the poleward shift of the EDJ (poleward EDJ-1), and vice-versa.

This downward effect reflects evidence of model skill in forecasting the poleward transition

of the EDJ based on a model initialisation in early August (Seviour et al., 2014) and is also
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Figure 5.4.3: CPT/P for VB (top), EDJ-1 (mid) and EDJ-2 (bottom). Each category of the child variable X

is associated with one table, and each of the possible combinations of categories of its parents is associated

with one column (or column and row, if the parents are two) of each table. The values written on each

table’s entry show the mean and the 5-95 percentile ranges (in parenthesis) of a 1,000 samples bootstrapped

estimate. Each bootstrap is obtained by re-sampling the ensemble members and years. The color blue

(pink) of each entry indicates if the mean ratio is higher (lower) than 1, that is if the target category is more

(less) likely than climatology given the conditions of its parents. The minimum possible value is 0 and the

maximum here is around 3. Entries are masked with grey if the mean ratio falls between 0.9-1.1.
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observed in reanalysis (Byrne and Shepherd, 2018).

• EDJ-2. An early/late vortex breakdown event typically precedes an earlier/later equatorward

shift of the EDJ in November-December (Black and McDaniel, 2007; Byrne et al., 2017;

Byrne and Shepherd, 2018), as captured by the EDJ-2 categories (recall Fig. 5.2.2(c)). The

state of EDJ-1 also plays a role, although minor in terms of shift in probability, with a EDJ-1

equatorward/poleward generally favouring an EDJ-2 equatorward/poleward.

Cross-validation

The ability of the BCN to reproduce the hindcast variability is assessed computing its predictive

accuracy on out-of-sample hindcast data (cross-validation). In the absence of a simple metric

such as the mean squared error, the cross-validated accuracy is an alternative way to assess the

“goodness” of the BCN fit to the data (Harwood et al., 2021). A stratified 30-fold cross-validation

is performed. Stratification allows to consider equal numbers of points falling in a category across

the various test-train set (needed for imbalanced categorical data). The parents are used as evidence

for the prediction of each target variable. For each iteration, the accuracy is quantified with the

ROC AUC.

W neut S
0.4

0.5

0.6

0.7

0.8

0.9

1.0

R
O

C
 A

U
C

vT-flux

W mid S
0.4

0.5

0.6

0.7

0.8

0.9

1.0
PJO-2

small neut large
0.4

0.5

0.6

0.7

0.8

0.9

1.0
SPVlow

eq mid pole
0.4

0.5

0.6

0.7

0.8

0.9

1.0
EDJ-1

E mid L
0.4

0.5

0.6

0.7

0.8

0.9

1.0
VB

eq mid pole
0.4

0.5

0.6

0.7

0.8

0.9

1.0
EDJ-2

Figure 5.4.4: Stratified 30-fold cross-validated ROC AUC, computed from predictions of each variable using

its parents as deterministic evidence. The 30 values, one per each cross-validation iteration, are shown in a

box plot where the box extends from the 25-75 percentiles and whiskers show the 5-95 percentiles. Different

colours highlight the different categories of each target variable.

The results of the cross-validation are shown in Figure 5.4.4. Despite the few mechanisms

modelled by the network, the BCN reproduces the hindcast dynamics significantly better than a
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climatological forecast (AUC much higher than 0.5), especially for the the extreme categories.

The performance is especially good for PJO-2, EDJ-1 and EDJ-2 (median between 0.8 to 0.95),

followed by VB, SPV-low (0.65-0.8) and finally vT-flux (0.6-0.7). A small SPV-low, corresponding

to a weaker and less deep lower stratospheric vortex in October, is better predicted than a large

SPV-low. Similarly, the early VB seems slightly more predictable than the late VB. Note that

vT-flux is predicted with some skill in the strong state (i.e. when forced by the tropospheric sources

of waves, such as El Niño) but not for weak or neutral states.

The central category (grey) is generally the less skilfully predicted of the three. A possible

reason for this is that the central category includes values close to both extremities and thus may

mix instances where the actual state was better represented by one of the extreme categories.

Another reason could be that the central category is associated with a smaller signal to noise

ratio: a prediction of an extreme is more likely to happen due to an actual signal, while prediction

of a central category may more often happen due to noise. Given that the tails of the variables

distributions are usually the ones associated with stronger impacts, it is encouraging to see that

their performance is generally good.

Note that the variables with higher ROC AUC, PJO-2 and the two EDJs, are also the ones

with the highest LS% incoming links (Table 5.4.2). This confirms that here LS% can be used to

highlight which links have a more consistent signal, meaning that the state of the parent is very

influential in determining the state of the child.

The results for SPV-low suggest that there are potentially missing mechanisms that the BCN

is not capturing. The reasons for a worse skill for SPV-low (and to a lesser extent for VB) can be

threefold. First, the wrong long-lead precursors may have been identified through a bad choice of

August-September variables; however, given the extensive literature on the role of PJO and vT-flux

this seems unlikely. However it is also known that strong vT-fluxes in the lower stratosphere may

not drive a weaker vortex and the wave activity could just propagate and break farther equatorward,

thus not providing enough predictability to the SPV-low and VB. Second, relevant additional strato-

spheric precursors may currently be missing, e.g. QBO and ozone. Third, shorter time scales than

the ones represented in the network may be responsible for the stratospheric evolution in October-

November, for example weekly dynamics may be needed to represent the shift in probability of

SPV-low. The last hypothesis agrees with the fact that NH and SH stratospheric extreme events are
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difficult to predict weeks in advance, at least deterministically speaking, and this includes early and

late final warming events represented by VB. This challenge remains despite significant progress

in stratospheric representation including higher model lids and increased stratospheric resolution

(e.g. see Butler et al., 2016; Domeisen et al., 2020a). The poor prediction skill for SPV-low may

represent a “bottleneck” for the network, as the selected variables do not allow for information

of the September variables (PJO-2 and vT-flux) to effectively flow to the October and November

stratosphere, and ultimately to the troposphere.

5.4.2 Predictability arising from long-lead drivers of EDJ

At the heart of the present work is the question of how much of the interannual variability of the EDJ

can be predicted with some skill given its long-lead precursors identified in the literature. A variable

X (driver) will be considered a source of predictability for variable Y (target) if having information

on X results in a reduced uncertainty in the outcome of Y, here quantified with improved forecast

verification score.
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Figure 5.4.5: Probability distribution of EDJ-2’s precursors. The hindcast’s distributions are estimated with

a bootstrap procedure of 1,000 subsamples of M random members/year, with M the number of the specific

target’s category observed in ERA5 between 1981-2016. The length of the horizontal bar is the median

value, the error bar covers the 10-90 percentiles and the black dashed bar is the climatological probability

value. The red diamonds shows the observed frequencies of the precursors, estimated from ERA5 data in

the hindcast period 1981-2016, shown for validation. Different colours highlight the different categories of

each target variable.

Before looking at predictions, it is interesting to inspect the conditional probability distribution

of the precursors (X) of the target variable EDJ-2 given the latter, namely P(X |EDJ-2) when EDJ-

2 is either equatorward (top) or poleward (bottom) (Figure 5.4.5). Since X precedes EDJ-2 in
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time, this means looking “backward in time”. The conditional probabilities of EDJ-2 precursors

are significantly different from the climatological distribution, even for ENSO, PJO-1 and vT-

flux. These results suggest there is potential for predictability of EDJ-2 based on these long-lead

precursors, up to 3 months in advance. The same analysis is presented for the precursors for

SPV-low, VB and EDJ-1 in Appendix 5.G, and similar conclusions apply.

This potential predictability is put to the test by computing predictions of EDJ-2, as well as

of SPV-low, VB, EDJ-1 given various combinations of long-lead precursors. This time therefore

looking at predictions forward in time. Each ensemble member is used to provide evidence and

verification data, for a total of 51 predictions. Each forecast is performed for different evidence

sets: ones that could be observed by August (ENSO, PJO-1), by September (ENSO, PJO-2, vT-

flux), by October in the stratosphere only (vT-flux, SPV-low) and October in both stratosphere

and troposphere (vT-flux, SPV-low, EDJ-1). These are all the variables in the network up to and

including the stated month, except the ones that would be redundant for the BCN prediction given

Eq. (5.1). The forecasts are assessed with two metrics: the ROC AUC and the PR AUC %.

The results are shown in Figure 5.4.6, with box plots showing the distribution of the 51 pre-

dictions. Generally speaking, both ROC AUC and PR AUC given evidence set in August and

September are higher than the no-skill values, with median values generally between 0.6-0.7 for

ROC, and 20-40% for PR. This is true also for the target variables VB and EDJ-2 which are defined

in the months of November-December, therefore with a 2-3 months lead. Part of the behaviour of

the hindcast variability can be reproduced using solely long-lead predictors, suggesting there is

indeed some long-lead predictability based on these variables. A second point to note is that both

ROC and PR metrics show a marked improvement when evidence is provided for months closer to

the target, especially for 0-1 months lead, reaching median values between 0.7-0.9 for ROC, and

40-60% for PR. EDJ-1 and EDJ-2 have the largest increase in AUC given stratospheric precursors

in October-stratosphere, confirming the importance of a skilful stratospheric forecast for a skilful

tropospheric forecast.

Yet the metrics are far from their maximum values, especially for PR, and the large variability

across different predictions suggest that the precursors included in the network explain only part

of the target’s dynamics. As noted in the cross-validation, SPV-low is the target that is harder to

predict given the identified precursors. Also here the central categories have lower AUC compared
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Figure 5.4.6: ROC AUC (left) and PR AUC (%)(right) for each category of the targets SPV-low, EDJ-1, VB

and EDJ-2 (from top to bottom). BCN predictions are performed using different sets of variables given as

evidence (August, September, October-stratosphere and October, as described in the text). The distribution

of the 51 predictions (one for each ensemble member) are shown as box plots, which cover the 25-75

percentiles (boxes) and the 5-95 percentiles (whiskers). Different colours highlight the different categories

of each target variable.

to the “extreme” categories. Finally, the spread across the 51 predictions is very large hence

individual members are predicted much better or worse than others.

Overall, this analysis shows that the long-lead precursors included in the network do provide

non-negligible information to both stratospheric and tropospheric late-spring targets: their inform-
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ation is sufficient to shift the probability distribution of the targets away from climatology in the

right direction (i.e the one modelled by the hindcast). However, the information provided by long-

lead drivers is much less effective compared to knowledge of the short-lead precursors, especially

for the stratospheric variables used to predict the EDJs anomalies.

5.4.3 Skill of BCN in predicting observed variability

The BCN is here tested against observed variability, as represented by the ERA5 reanalysis, and

compared with the skill of the ECMWF forecast model. The experimental set up is as follows.

BCN predictions are produced by setting the evidence variables S to the categories observed

in ERA5, and producing a probabilistic forecast for each year between 1981 and 2016. Four

groups of variables S are considered as in Section 5.4.2, corresponding to the ones observable in

August (ENSO, PJO-1), September (ENSO, PJO-2, vT-flux), October stratosphere (vT-flux, SPV-

low), October stratosphere-troposphere (vT-flux, SPV-low, EDJ-1) and Parents (target-specific). A

corresponding conditional hindcast (CH) is built by selection of those of the 51 members whose

variables S match their corresponding ERA5 categories in the specific year. The conditional

hindcast can be seen as a filtered version of the full hindcast made of those members whose

trajectories “pass through” the observed states of all the S variables. Therefore, the conditional

hindcast has a comparable set of “initial conditions” to the BCN’s. However, while the network

only uses the values for those S variables as input, the conditional hindcast has access to all the

information of all other parts of the atmosphere-ocean system for the selected ensemble members.

Both predictions are evaluated against ERA5 with the ROC AUC (Figure 5.4.7) and PR AUC %

metrics (in Appendix 5.H).

Figure 5.4.7 shows the comparison between the BCN forecast (BCN), the conditional hindcast

(CH) and the full hindcast (H) in terms of ROC AUC for each variable SPV-low, EDJ-1, VB and

EDJ-2. Each panel shows the skill obtained for the three categories of the target variable (sub-

panels). The skill of the H, CH and BCN are the top, middle and bottom row of each sub-panel

respectively. The evidence set used constitute the columns of each sub-panel (August, September,

October-stratosphere, October, Parents). The colour of the heatmap scales with the mean AUC

value, with darker red corresponding to higher skill, and no skill coloured in grey. The results for

PR AUC % are shown in Appendix 5.H and they present similar features to the ROC AUC.
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Figure 5.4.7: ROC AUC tables obtained by the BCN forecast (BCN), the conditional hindcast (CH) and

the full hindcast (H) assessed against ERA5. Variables SPV-low, EDJ-1, VB and EDJ-2 are the targets

(panels). Each table shows the three categories’s skill (sub-panels). The skill of the hincast is the top row,

for the conditional hindcast is the middle row and for the BCN is the bottom row of each sub-panel. The

evidence set used (August, September, October-stratosphere, October, Parents) constitute the columns of

each sub-panel. The colour scales with the mean AUC value, with darker red corresponding to higher skill,

and no skill coloured in grey. The numbers in each table entry shows the mean and 25-75 percentiles (in

parenthesis) obtained via a 1,000 samples bootstrap procedure.
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Firstly, note that both CH and BCN tend to produce skilful forecasts (few grey colors), espe-

cially for the extreme categories. Secondly, the BCN skill is generally equal to or higher than the

CH (darker colours) meaning that the BCN, with its simple parametrization of the connections

via CPTs, is as good as the conditional hindcast at representing the observed dynamics. Such a

similar skill is to be expected on average for the Parents evidence set, by construction of the CPTs,

but is not guaranteed for the others. In some cases, for example SPV-low small and VB early, the

BCN skill is higher than that of the CH. This suggests that the BCN is likely encapsulating the

predictable signal more effectively. If the hindcast comprises a signal term (predictable component)

and a noise term (unpredictable component), then the BCN is mostly signal since it is estimated

from a large dataset that filters out the noise : for given values of the parents, the BCN always

gives the same probabilistic prediction for the child variable. The third result is that the CH is

generally more skilful than the H (darker colour; note H has the same value for each evidence set

since it has not been sub-sampled as the CH). This suggests that the mechanisms schematised here

provide meaningful rules to identify ensemble members that have a higher likelihood of evolving

in time towards the correct target category. As expected, the largest increase happens when the

conditioning variables are after September (i.e. one month after initialization), since by that time a

large spread across ensemble members develops and thus the conditioning can be more effective.

Finally, the equatorward EDJ-2 in the CH forecast shows a peculiar feature. Its skill is high given

August conditions, then slightly deteriorates given September to October conditions (grey color),

and improve drastically again given the Parents. This is also seen for the other two categories, but

less markedly. This suggests that the ensemble members filtered based on the September (ENSO,

PJO-2 and vT-flux) to October conditions (vT-flux, SPV-low and EDJ-1; note no VB included)

do not tend to evolve towards a consistent and correct EDJ-2 anomaly, and therefore constitute

“bad filters”. On the other hand, members filtered based on the Parents (VB and EDJ-1) improve

the skill. The fact that the CH given August filter is relatively high points at the role of ENSO in

offering an effective pre-condition to EDJ-2, which may persist in practice but which signal may

get lost through looking only at the September and October variables.

Overall, the analysis presented in Figure 5.4.7 demonstrates that the BCN can forecast ERA5

variability as well as the conditional hindcast, and generally better than the hindcast initialised

on 1 August. Note that the BCN long-lead prediction of observed SPV-low and VB could be
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further improved if the connection to the QBO and to the late spring stratospheric ozone were to

be included. This has not been possible due to their insufficient representation in System 4 (an

in many other forecast systems), but could be achieved with another dataset used as basis for the

BCN parametrization (e.g. a model with improved ozone representation as in Oh et al., 2022;

Monge-Sanz et al., 2022).

5.4.4 Connection between BCN variables and surface climate

EDJ-1, EDJ-2 and ENSO variables provide a route for connecting the probabilistic BCN forecasts

with the expected surface climate response. This is inspected here with Z500, 2mT and MTPR.

The location of the EDJ is known to have a large effect on the mid-to-high latitudes surface

climate, given its association with storm tracks and low pressure systems, and ENSO further and

independently modulates the large scale surface dynamics and regional climate.

Figure 5.4.8: Southern Hemisphere hindcast geopotential height anomalies at 500 hPa (Z500). SO mean

composites with respect to EDJ-1 and ENSO (left), and ND composites with respect to EDJ-2 and ENSO

(right). The dots show areas where anomaly values are significantly different from 0 according to a one-

sample two-sided t-test at 0.1 significance level. A stereographic projection is used, and latitudes are shown

at intervals of 20º starting at the equator.

Confirming this, Figure 5.4.8 shows the Z500 composites of the combined states of ENSO and

EDJ-1 in September-October (SO; left) and of EDJ-2 and ENSO in November-December (ND;
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right). The SO Z500 composites show how ENSO modulates the otherwise very zonally symmetric

effect of EDJ-1. The isolated effect of one variable can be more clearly seen when the other is

in the ‘central’ state. When EDJ-1 is neutral, the PSA-like wave train pattern associated with

ENSO anomalies emerges clearly as a zonally asymmetric pattern of anomalies (Section 5.1.1).

Conversely, when ENSO is neutral the zonally symmetric pressure anomalies associated with the

EDJ-1 westerlies clearly stand out. In all the other combinations, the EDJ-1 pattern is modulated to

various extents by the PSA-like wave train, resulting in a slightly asymmetric geopotential anomaly

pattern.

The ND Z500 composites based on ENSO and EDJ-2 show a very similar pattern to the

above. When EDJ-2 is neutral, the PSA-like pattern in the South Pacific is still clearly visible

as in SO, but now in ND the anomalies extend into the South Atlantic and Indian Ocean. The

ENSO-driven pattern is still zonally asymmetric even if heading into summer, a time when ENSO’s

response is generally considered to be zonally symmetric. When ENSO is neutral, once again the

zonally symmetric pattern due to the latitudinal position of the jet is seen, and its signature is

very similar to EDJ-1 in SO but the anomalies are larger, especially in the south Pacific sector.

Notably, the EDJ-2 driven annular pattern is very similar to the one associated with early/late

vortex breakdown, as shown in Figure 5.I.1 in Appendix 5.I. Given the strong causal association

VB→ EDJ-2, documented also in this analysis, the Z500 annular pattern in ND can be considered

as mostly driven by VB.

Overall, ENSO’s fingerprint from September to December emerges as a zonally asymmetric

pattern that can be, to a first approximation, summarised as the propagation of a PSA-like wave-2

train, which is overall the dominating asymmetric response due to ENSO (Osman et al., 2022).

The combined effect of ENSO and EDJs on Z500 is close to a linear superimposition. For example,

Z500 (eq, Niña) ' Z500 (eq, neut) + Z500 (mid, Niña). Namely the patterns at the ‘corners’ of

the panels can be seen as the sum of the anomalies in their immediate horizontal and vertical

neighbouring plots.

The ND MTPR patterns associated with the EDJ-2 and ENSO composites are shown in Fig-

ure 5.4.9 (left) (for EDJ-1 composites see Figure 5.I.2 in Appendix 5.I). Focusing on the ENSO

neutral maps, the MTPR composites show a clear pattern of wetting around the location of the jet

and drying south/north of it when EDJ-2 is more equatorward/poleward, giving rise to a two-band
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Figure 5.4.9: Southern Hemisphere hindcast precipitation (MTPR, left) and 2 meters air temperature (2mT,

right) anomalies in ND. Mean composites with respect to EDJ-2 and ENSO. The dots show areas where

anomaly values are significantly different from 0 according to a one-sample two-sided t-test at at 0.1

significance level. A stereographic projection is used, and latitudes are shown at intervals of 20º starting at

the equator.

pattern of opposite anomalies around Antarctica. The effect of EDJ-2 seems to extend to Brazil,

South Africa and south-east Australia, changing the sign of the MTPR anomalies depending on its

position. To a large degree, the pattern due to EDJ-2 reflect the effects of the SAM. When EDJ-2

is in the central state (close to climatology), ENSO’s teleconnections can be seen to dominate the

strong wet/dry signal in the tropical Indian and tropical-subtropical west Pacific Ocean, as well

as in South America, South Africa and south-east Australia and New Zealand. Focusing on these

land regions, the combined effect of ENSO and EDJ-2 is ‘in phase’ and reinforcing the signal

due to ENSO when EDJ-2 is equatorward and there is an El Niño, which brings drier conditions

to south-east Australia and South Africa (or when EDJ-2 is poleward and La Niña, which brings

wetter conditions). In the ‘out-of-phase’ combination, ENSO’s signal still tends to dominate the

effect over these land regions, notably except for south-eastern Australia where the EDJ-2 signal

prevails.

The ND 2mT composites clearly show ENSO’s fingerprint in the Pacific and east Indian Ocean

and in south Africa and South America (Fig. 5.4.9, right). The position of the EDJ-2 sets the sign
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of the temperature anomalies over and around Antarctica and influences Australia, New Zealand

and South Africa. As for the MTPR, the EDJ-2 influence over the mid-latitude land areas can be

reversed if ENSO is out-of-phase (Niño with poleward, or Niña with equatorward) or strengthened

when in-phase (opposite combination).

To establish our confidence in the hindcast’s representation of the surface signals, the compos-

ites are compared with ERA5 in Figures 5.J.1 to 5.J.3 in Appendix 5.J. Composites are computed

for one variable at a time, due to sample size limitations in ERA5. Overall there is a good agree-

ment and no major biases are found; the otherwise occurring EDJ bias in ND is removed by means

of bias-correction of the hindcast EDJs variables. The teleconnection patterns of ENSO and the

local effect of EDJs are however much clearer in the hindcast composites, thanks to the much

larger sample size.

5.4.5 BCN-guided selection of most skilful forecast ensemble members

The analysis in Section 5.4.4 suggests that skilful predictions of EDJs could be be used to enhance

the representation of surface climate. Methods for selecting the most skilful members from an

ensemble, sometimes called a ‘refined ensemble’, have been recently developed for the study of

seasonal forecasts. Dobrynin et al. (2018) used a refined ensemble, selected through an NAO filter,

to improve dynamical seasonal predictions of boreal winter; a similar analysis has been performed

by Polkova et al. (2021). A similar concept of targeted (re-)sampling is increasingly used to study

rare climate events (Bouchet et al., 2019), such as heatwaves, by means of filtering ensemble

forecasts to privilege members that exhibit extreme statistics (Ragone et al., 2017; Webber et al.,

2019).

Given the improved BCN skill of EDJs compared to the hindcast (Section 5.4.3) and given that

combinations of ENSO and EDJ categories clearly influence the surface climate, especially in the

mid-to-high latitudes (Section 5.4.4), it is reasonable to expect that BCN predictions of EDJs can

lead to an improved representation of the surface climate compared to the hindcast ensemble mean.

In this section the EDJ-1 and EDJ-2, as predicted by the BCN, are used to select a refined

ensemble to improve the hindcast representation of surface climate conditions. First, for each year

between 1981 and 2016 the BCN is initialised with ERA5 evidence for the EDJs parents, and a

probabilistic forecast of EDJ-1 and EDJ-2 is derived. Then, each probabilistic forecast is translated
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into a single category selecting the one with the largest relative increase in probability with respect

to its climatological prevalence, that is k∗ = maxk{ pi(k)−p(k)climat
p(k)climat

}. For each year only the members

with EDJ category matching k∗ are selected. Finally, the Z500, 2mT and MTPR composites of

this refined ensemble are inspected with grid-point anomaly correlation with ERA5 across the

modelled years.

The anomaly correlation for the SO (ND) mean surface variables filtered via EDJ-1 (EDJ-2)

are shown in Figure 5.4.10 (Figure 5.4.11). In each figure, the Z500, 2mT and MTPR correlation

are shown (top to bottom) for latitudes from 20º to 90ºS. The leftmost maps show the correlation

between the full hindcast ensemble mean and ERA5 (darker blue for higher correlations). The

central maps show the change in correlation between the BCN-guided (BCN) refined ensemble

and the full ensemble (green for increased and purple for a decreased correlation). The leftmost

maps show the change in correlation between a refined ensemble based on the best possible

BCN forecast (perfect BCN) and the full ensemble. The perfect BCN selection takes only those

ensemble members whose EDJ-1 (or EDJ-2) categories match ERA5, hence showing the best

possible improvement based on the BCN approach.

Figure 5.4.10 shows a marked increase in the SO Z500 correlation for the BCN-filtered en-

semble: especially over Antarctica, in a zonal band over the southern Indian Ocean sector and

over New Zealand. Note that the ensemble mean correlation over Antarctica and Indian Ocean is

originally not significant, but becomes so thanks to the filter. The BCN is however also associated

with a decrease in correlation over the South America and Atlantic sector. A perfect BCN improves

further the correlation over the Indian Ocean and Antarctica, and does not decrease much the cor-

relation anywhere. The SO 2mT and MTPR correlation are improved by the BCN as well, although

less clearly than for Z500: the signal is stronger over Antarctica for 2mT, and in the southern Indian

Ocean for MTPR where a zonally symmetric pattern of improved correlation emerges following

the EDJ-1 shape. Figure 5.4.11 shows also a marked increase in the Z500 ND correlation of the

BCN-guided ensemble, this time also over southern South America and in the south Pacific Ocean,

in addition to Antarctica and the southern Indian Ocean. The perfect BCN improves further and

almost in the whole area analysed, confirming the dominant role of EDJ-2 on Z500 in this time of

the year. The 2mT ND BCN correlation increases in the ocean around Antarctica and in southern

South America, and MTPR improves in the same region as well. 2mT and MTPR filtered also

162



5.4 Results

Figure 5.4.10: Z500 (top), 2mT (middle) and MTPR (bottom) correlation maps in September-October

based on EDJ-1 filter between 20º and 90ºS. Correlation between hindcast ensemble mean and ERA5 (left).

Change in correlation for the BCN refined ensemble compared to the full ensemble (middle), with green color

marking an improvement and purple a decrease in correlation. Change in correlation for the perfect BCN

refined ensemble compared to the full ensemble (middle). Black dots show anomaly correlation significantly

different from 0 according to a one-sample two-sided t-test at 0.1 significance level. A stereographic

projection is used, and latitudes are shown at intervals of 5º starting at 20ºS.
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Figure 5.4.11: Z500 (top), 2mT (middle) and MTPR (bottom) anomaly correlation maps in November-

December based on EDJ-2 filter between 20º and 90ºS. Correlation between hindcast ensemble mean and

ERA5 (left). Change in correlation for the BCN refined ensemble compared to the full ensemble (middle),

with green color marking an improvement and purple a decrease in correlation. Change in correlation

for the perfect BCN refined ensemble compared to the full ensemble (middle). Black dots show anomaly

correlation significantly different from 0 according to a one-sample two-sided t-test at 0.1 significance level.

A stereographic projection is used, and latitudes are shown at intervals of 5º starting at 20ºS.
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improve the significance of the correlation in those areas. The perfect BCN shows an even stronger

increase in correlation, particularly in the Southern Ocean south of Australia, where the ensemble

mean has no skill at all.

The effect of filtering the hindcast ensemble based on BCN forecast is of an overall improve-

ment, and especially in the areas where the EDJ anomalous signal is most influential, that is over

and around Antarctica, and for some variables also in the southern parts of South Africa, South

America and east Australia.

An improved representation of the surface climate by the refined ensemble means that the selec-

ted members have a larger probability of EDJ being true positives, as well as a smaller probability

of false positives and false negatives (especially for categories at the opposite side of the variability,

i.e. equatorward vs poleward). Table 5.4.3 summarises the Probability of Correct Prediction and

Probability of Opposite and Wrong Prediction for EDJ-1 and EDJ-2. The probability of correct

prediction for EDJ-1 and EDJ-2 of the refined ensemble (4th column) is indeed higher than for

the full ensemble (3rd column). Possibly more importantly, the probability of wrongly predicting

EDJ as equatorward when an opposite poleward anomaly is observed (or vice-versa) decreases

drastically for the refined ensemble (7th column) compared to the full hindcast (6th column). Note

that the table shows also the expected values of these probabilities for a climatological prediction

(i.e. due to chance; 2nd and 5th columns) and the BCN performs better than those as well; note

this is not for the full hindcast Probability of Opposite and Wrong Prediction. For completeness,

the same results for SPV-low and VB are shown in Table 5.K.1.

Probability of Correct Prediction Probability of “Opposite” Prediction

target climatology full hindcast refined with BCN climatology full hindcast refined with BCN

EDJ-1 39% 36% 56% 10% 14% 3%

EDJ-2 39% 50% 56% 11% 14% 0%

Table 5.4.3: Probability expressed in percentage of correct predictions (true positives averaged over all cat-

egories) and of wrong predictions (only considering the two categories at the opposite side of the distribution;

for example prediction EDJ-2=eq when observed EDJ-2=pole). The forecasts considered are of climatology,

full hindcast and refined hindcast with BCN given evidence for the parents. Bold probabilities indicate if

BCN performs better than both the full hindcast and the climatology. Calculations for the climatology are

in Appendix 5.K.
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5.5 Discussion

A Bayesian Causal Network has been used to schematise and quantitatively summarise the prob-

abilistic progression of major components of the SH late-winter to early-summer atmospheric

variability as represented by the ECMWF System 4 hindcast initialised on the 1 August.

Despite its simplicity, the BCN can reproduce a significant part of the variability of the system.

It does so especially well for the connection between the stratospheric drivers and the two phases

of the tropospheric eddy-driven jet (EDJ) semi-annual oscillation (Figure 5.4.4). The analysis

supports the hypothesis of a dominant role for the strength of the lower stratospheric polar vortex

in influencing the amplitude of the poleward migration of the jet (EDJ-1), while the timing of

the vortex breakdown influences the timing and latitudinal reach of the following equatorward

migration (EDJ-2), as initially proposed by Bracegirdle (2011). The strength of the two downward

links furthermore supports the conclusion of Byrne and Shepherd (2018) and Byrne et al. (2019)

that the evolution of the S-T coupling in this time of the year is close to a deterministic system

whose timing and strength are determined by the stratospheric state.

The lower predictability of SVP-low and VB given the drivers included in the BCN suggests it

may be missing potentially important mechanisms that lead to the destabilisation or persistence of

the springtime vortex. Domeisen et al. (2020a) quantified the prediction skill of SH final warmings

for a number of S2S forecast models (including ECMWF). They found around 30% of ensemble

members predict the final warming date within an error of ±3 days for 30-20 days lead time, and

increases to almost 75-100% for 15-5 days lead time. This suggests that weekly average variables

between September and November may be needed to improve the skill in the BCN too.

The main goal of this analysis was to quantify the predictability of the EDJ given the knowledge

of well known long-lead precursors, such as ENSO, upward propagating wave activity flux (vT-

flux) and the Polar nigh Jet Oscillation (PJO) in August and September. It may be that only

specific combinations of these drivers provide predictability, as suggested by the CPTs. The results

in Figure 5.4.6 show that on average the identified long-lead precursors provide non negligible

predictability to the state of EDJ-1 and EDJ-2, with median ROC AUC of 0.6-0.75 and PR AUC

of 10-30%. The skill increases considerably when the lower stratospheric drivers in October are

known, with median ROC AUC of 0.8-0.9 and PR AUC of 50-60%. These results highlight the

dominant role of the S-T coupling in the EDJ evolution, as well as the high degree of uncertainty in
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the evolution of the stratospheric zonal wind anomalies even given influential preconditions, such

as ENSO, vT-flux or PJOs (as discussed above). Tested against ERA5, the BCN skill is found to

be comparable to a conditional hindcast with similar sets of initial conditions, showing that the few

linkages modelled are a good source of information that applies outside the hindcast world into the

real world.

The BCN tropospheric variables of EDJ-1, EDJ-2 and ENSO provide a pathway to connect

the BCN forecasts with surface climate response. When ensemble members are selected to match

the BCN forecast for the EDJ, the refined ensemble improves the anomaly correlation for Z500,

2mT and MTPR, especially over and around Antarctica, compared to the full ensemble mean.

The network allows to identify a good part of the most skilful members among the 51 of the

hindcast, reducing the large uncertainty for late spring and early summer conditions for the 1

August hindcast.

5.5.1 Implications of results

The analysis presented here suggest there can be scope for using simple statistical forecasts like the

BCN in the S2S context, which provide a still largely unexplored path to study the predictability of

climate systems on these timescales. The atmospheric and oceanic systems relevant at weekly to

monthly timescales lend themselves to be described statistically with multiple variables interacting

in probabilistic terms, which can be well summarised by BCNs. A Bayesian causal network model

for S2S forecasts has multiple benefits, some of which have been explored in this work:

• causal network theory provides a rigorous set of rules that allow to separate direct from

indirect effects, which can reveal the most effective pathways of enhanced predictability;

• the probabilistic parametrization allows to introduce uncertainty as well as non-linearities in

a manageable form, especially if variables are discretized;

• the Bayesian framework allows to quantify the added predictive power of various combina-

tions of remote drivers by means of (very fast) probabilistic forecasts that make use only of

the desired inputs;

• it can be presented visually, which enhances transparency and helps communicating sources

of predictability to non-specialist audiences.
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In addition, the model can be easily extended to include additional dynamics by including new

relevant variables, with the benefit that all the parts of the network that remain unmodified do not

need recalibrating. New observations can be used to update the probabilities used to describe the

model.

5.5.2 Limitations

The drivers used here were identified through a literature review, but they may be sub-optimally

defined for the task of achieving the best prediction skill. Methods for optimal search of drivers,

such as Response-Guided Causal Precursor Detection (Kretschmer et al., 2017), could be used

to find the best variables, latitudes, longitudes and altitude over which to define the drivers. The

definition of percentile-based categories could also be optimized by searching for the ones resulting

in the highest BCN skill, for example using information criteria like AIC or BIC (Ramazi et al.,

2020).

The lack of a detectable link in the hindcast data between the QBO and the vortex variables

of SPV-low and VB means that this analysis cannot account for the expected added predictability

coming from QBO, which is generally accepted to be present in reality (Baldwin and Dunkerton,

1988; Anstey and Shepherd, 2014; Byrne and Shepherd, 2018) but is lacking in seasonal forecast-

ing systems initialised more than a few weeks ahead of the expected effect (Butler et al., 2016;

Garfinkel et al., 2018; Domeisen et al., 2020b; Lawrence et al., 2022). Similarly, the inclusion of a

stratospheric ozone variable could improve predictions for VB, but was not included here given the

documented deficiencies of the hindcast in representing the effect of the late 20th century ozone

depletion on the vortex (Oh et al., 2022; Monge-Sanz et al., 2022).

The present BCN represented the eddy-driven jet dynamics through its zonal average. The

work could be extended to the zonally asymmetric component, where the inclusion of another

tropospheric circulation variable would probably be needed. Other drivers, for example IOD

and IPO, could be included to provide additional predictors of the asymmetries. This could be

an important extension, which would likely improve the representation of and connection with

regional impacts.
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5.6 Conclusions

In this work a BCN is used to quantify how much potential predictability for the spring to sum-

mer EDJ derives from combinations of variables considered important to its dynamics on S2S

timescales. The network was tailored to this purpose by using a categorical and probabilistic para-

metrisation, which allowed to describe the evolution of the system and thus the predictability of its

parts in probabilistic terms. The BCN allowed to summarise, however imperfectly, a much more

complex system with relatively few linkages. This results in a clear visualization of the assumed

data-generating process, which provides a statistical model that can reproduce the hindcast beha-

viour to a good extent. It has been used to perform prediction experiments to better understand the

combined effect of multiple drivers on the S-T coupled dynamics. The BCN predictions have been

also used to filter the hindcast, resulting in a more skilful representation of the mid-to-high latitude

surface climate.

There are a number of interesting features to the BCN modelling choice that can be used

in other contexts or systems. For example, inspecting the conditional probability tables entries

with largest shift from climatology allows to easily identify so-called “windows of opportunities”

for S2S forecasts. The conditional probability tables show one-link-ahead connections, but a

similar analysis could be done by combining chains of links. In a changing climate, patterns of

teleconnections may also change (e.g. Yu et al., 2015). If a BCN is build to capture physical

relationships that are not modified themselves by a changing environment, the forcing due to

climate change can be added to the model as a remote driver (see e.g. Chapter 3). If the changing

climate affects the physical connections (e.g. by strengthening them), Bayesian methods provide a

way to include new information and update their parametrization to account for it.
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A P P E N D I X

5.A Biases in System 4

Bias correction is needed here in order to correctly assign ERA5 and hindcast variables that behave

in the same anomalous way to consistent categories.

Most of the present analysis relies on the zonal-mean zonal wind [u]. Its monthly mean biases

in System 4 as compared to ERA Interim have been already studied in Byrne et al. (2019). They

found a good agreement in the stratosphere (no statistically significant bias), except for the tropics

in November-January and 70-90ºS in September. Of all the stratospheric variables used here, none

should be directly affected by these biases. In the troposphere, a small negative bias around 60ºS

emerges in December-January (around 1-4 m/s, Fig. 2 in the paper). This small equatorward bias

can be seen also in Figure 5.1.1 (left). The bias correction operated in this analysis is shown in

Figure 5.A.1, with a procedure described in 5.2.

In terms of tropical SST, System 4 is known to develop a cold tongue bias which originates

from too strong trade winds simulated by the atmospheric model in the central and western Pacific.

In our ENSO variable, August mean values are a few decimals of degrees biased but growing

to reach almost a degree of bias for the October mean. In terms of teleconnections, Molteni et

al. (2011) report that various diagnostics show that the atmospheric response to a 1 degree SST

anomaly in System 4 typically has a realistic spatial structure, but the amplitude is too weak, which

overall appear to balance the too large SST anomalies. As confirmed in Byrne et al. (2019), there is

also observational uncertainty on the links between ENSO and the SH zonally-symmetric response,

therefore it is hard to conclude how and if System 4 is biased in this regard.

From inspection ERA5 and hindcast yearly time series, ENSO and the zonal-mean zonal wind

171



5. BAYESIAN CAUSAL NETWORK MODELLING OF THE SH S-T COUPLING

eddy-driven jets latitude position (EDJ-1 and EDJ-2) stand out as variables that must be bias

corrected. In order to use a systematic method across all variables and avoid subjective choices

of what a significant bias is, the mean bias correction is applied to all variables as described in

Section 5.2.2.
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Figure 5.A.1: Bias correction of EDJ-1 (left) and EDJ-2 (right) latitude time series. ERA5 climatology (red),

hindcast ensemble mean (blue) and bias corrected hindcast (ensemble mean in dark purple line, standard

deviation range in light purple, min-max range in very light purple).
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5.B Network Variables: time series and distribution

Figure 5.B.1: QBO, ENSO, vT-flux, PJO-1, PJO-2, SPV-low (top to bottom) distribution for the bias

corrected hindcast (right) and the yearly time series (left) divided into strip-plots for each of the three

categories (early, middle and late; ensemble mean in purple). ERA5 values are shown in red.
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Figure 5.B.2: EDJ-1 (top) and EDJ-2 (bottom) yearly time series with bias corrected hindcast members,

grouped by categories (eq, mid and pole). The ensemble mean, here computed assigning values 0, 1, 2 to

pole, mid and eq respectively, is shown in purple. The numbers on top of dot show the number of members

assigned to the category. ERA5 categories are shown in red.
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5.C Conditional probabilities validated with ERA5

Figure 5.C.1: Conditional probabilities P(X | driver) with X being vT-flux, PJO-2, SPV-low, VB (from top

to bottom).
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Figure 5.C.2: Conditional probabilities P(X | driver) with X being EDJ-1, EDJ-2 (from top to bottom).

5.D Effect of QBO on [u]
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Figure 5.D.1: Hindcast composites of [u] anomalies in August, September, October and November based

on E or W QBO. Units in m/s.
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5.E Derivation of link strength formula

For non-autocorrelated variables, Ebert-Uphoff (2007) showed that the conditional mutual inform-

ation between the linked variables given the other parents of the child can be interpreted as a

measure of link strength1. Ebert-Uphoff (2007) define two measures of link strength, LStrue and

LSblind . The True Average Link Strength, LStrue, of link X→Y is defined as the conditional mutual

information of the pair (X ,Y ) conditioned on all parents of Y other than X, namely

LStrue(X → Y ) =CMI (X ,Y | Z) =U (Y | Z)−U (Y | X ,Z) (5.2)

U (Y | X ,Z) = ∑
x,z

P(x,z)U(Y | x,z) (5.3)

Z = parents of Y that are not X (5.4)

U (Y | X ,Z) is a conditional entropy. By “controlling” the influence of all other parents Z of Y,

LStrue(X → Y ) essentially blocks all information flow through the other parents and only allows

for the information directly shared by X and Y to be quantified.

Note that here the parents variables are averaged over their actual joint probability, P(x,z)

(hence the term true (Ebert-Uphoff, 2007)). However, one could be interested in measures the

effect of X on Y, regardless of the actual observed frequency of values of X. This is estimated by the

Blind Average Link Strength, LSblind , where X and Z are assumed to be independent and uniformly

distributed P(x,z) = P(x)P(z), P(x) = 1/NX ,P(z) = 1/NZ (blind assumption). This leads to

LSblind(X → Y ) =
1

NX NZ
∑
x,y,z

P(y | x,z) log2

(
P(y | x,z)

1/NX ∑x P(y | x,z)

)
(5.5)

where P(y | x,z) are the networks’ conditional probability tables, as in Eq (5.1). LSblind is a local

measure because it depends only on the child node and its conditional probability table, but nothing

else in the network. The interpretation of this quantity is “by how much is the uncertainty in Y

reduced by knowing the state of X, if the states of all other parent variables are known?”. To ease

the interpretation of the link strength measure, it is useful to look at the percentage of uncertainty

reduction they contribute to. Namely,

LSblind%(X → Y ) =
LSblind(X → Y )

Û(Y | Z)
·100 (5.6)

1For strongly autocorrelated variables, Runge et al. (2012a) showed that for X → Y the conditional mutual informa-

tion given both the parents of X and Y is an unbiased measure of link strength (called MIT therein)
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where Û is the conditional entropy computed under the “blind” assumption Û (Y | X ,Z)=∑x,z 1/NX ·

1/NZ ·U(Y | x,z) where U(y | x,z) is the conditional entropy.LSblind%(X → Y ) can be seen as a

measure of how close the link is to deterministic and therefore how influential parent X can be in

determining the state of the child Y. From a probabilistic forecast point of view, this information

is very relevant. This measure of strength is different and cannot be directly related to the concept

represented by, for example, a standardized linear regression coefficient.
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5.F Conditional Probability Tables

Figure 5.F.1: Conditional probability ratio CPT/P for vT-flux (top), PJO-2 (mid) and SPV-low (bottom).

The values written on each table’s entry show the mean and, in parenthesis, the 5-95 percentile ranges of

a 1,000 sample bootstrap estimate of the CPT. Each bootstrap is obtained by re-sampling the ensemble

members/years. The color blue (pink) of each entry indicates if the mean ratio is higher(lower) than 1, that

is if the category of X is more(less) likely than climatology given the conditions of its parents. Entries are

masked with grey color if the mean values of the ratio is between 0.9-1.1.
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5.G Precursors probabilities of SPVlow, VB and EDJ-1
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Figure 5.G.1: Probability distribution of SPV-low, VB and EDJ-1 precursors. The hindcast’s distributions

are estimated with a bootstrap procedure of 1,000 subsamples (see text): the hight of the horizontal bar is

the median value, the error bar covers the 10-90 percentiles and the black dashed bar is the climatological

probability value. The red diamonds shows the observed frequencies of the precursors, estimated from

ERA5 data in the hindcast period 1981-2016.
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5.H PR AUC of the BCN forecast compared with the conditional

hindcast

Figure 5.H.1: PR AUC (%) tables obtained by the BCN forecast (BCN), the conditional hindcast (CH) and

the full hindcast (H) assessed against ERA5. Variables SPV-low, EDJ-1, VB and EDJ-2 are the targets

(panels). Each table shows the three categories’s skill (sub-panels). The skill of the hincast is the top

row, for the conditional hindcast is the middle row and for the BCN is the bottom row of each sub-panel.

The evidence set used (August, September, October-stratosphere, October, Parents) constitute the columns

of each sub-panel. The colour scales with the mean PR AUC value, with darker green corresponding to

higher skill, and no skill coloured in grey. Note that value is scaled, namely the percentage (PR AUC -

base)/(1-base) % is shown, as described in the text. The numbers in each table entry shows the mean and

25-75 percentiles (in parenthesis) obtained via a 1,000 samples bootstrap procedure.
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5.I Hindcast two-variate composites of Z500, 2mT and MTPR

Figure 5.I.1: Hindcast geopotential height anomalies at 500 hPa, ND mean composites with respect to VB

and ENSO. The dots show areas where anomalies values are significantly different from 0 according to one

sample two-sided t-test at 0.1 significance level.

It is worth noting that the Z500 response to VB is not fully symmetric, but there is also a

zonally asymmetric component which has been recently studied in detail by Osman et al. (2022)

for this same dataset. Their analysis shows it to be a wave-1 pattern with positive (negative)

anomalies occupying most of the eastern (western) Hemisphere in September and October; while

in November, at polar latitudes the anomalies reduce their extension and in midlatitudes they shift

westward. In this analysis the anomalies are not separated into zonally symmetric and asymmetric

but look at the full (anomalous) field. Since the asymmetric component of VB response is smaller

than the symmetric, this effect is harder to see in our composites, and especially in ND when that

is further reduced.
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5.I Hindcast two-variate composites of Z500, 2mT and MTPR

Figure 5.I.2: MTPR (left) and 2mT (right) anomalies in SO. Mean composites with respect to EDJ-1 and

ENSO. The dots show areas where anomalies values are significantly different from 0 according to one

sample two-sided t-test at 90% p-value.

183



5. BAYESIAN CAUSAL NETWORK MODELLING OF THE SH S-T COUPLING

5.J ERA5 vs hindcast univariate composites for Z500, 2mT and MTPR

Figure 5.J.1: SO mean composites based on EDJ-1 categories, in ERA5 (left) and hindcast (right). Geopo-

tential height anomalies at 500 hPa (top), 2mT (middle) and MTPR (bottom). The dots show areas where

anomalies values are significantly different from 0 according to one sample two-sided t-test at 90% p-value.
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Figure 5.J.2: ND mean composites based on EDJ-2 categories, in ERA5 (left) and hindcast (right). Geopo-

tential height anomalies at 500 hPa (top), 2mT (middle) and MTPR (bottom). The dots show areas where

anomalies values are significantly different from 0 according to one sample two-sided t-test at 90% p-value.
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5. BAYESIAN CAUSAL NETWORK MODELLING OF THE SH S-T COUPLING

Figure 5.J.3: Z500 SO and ND mean composites based on ENSO categories (top and middle rows) and ND

mean composites based on VB (bottom). In ERA5 (left) and hindcast (right). The dots show areas where

anomalies values are significantly different from 0 according to one sample two-sided t-test at 90% p-value.
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5.K Probability of true positives and negatives for a climatological

forecast

This sections shows the calculations for the 2nd and 5th columns of Table 5.4.3. A climatological

forecast can be defined as P(r = x) = P(c = x) for all realizations of forecast r, where P(c)

is the climatological probability and x is one of the categories admitted for variable X. Note

that also the unconditional probability of a given observation o = x coincides with climatology,

P(o = x) = P(c = x). The climatological forecast (random) and observations are independent,

therefore P(r = y&o = x) = P(r = y) ·P(o = x). Be x-opp the opposite category to x, for example

for SPV-low they are small and large. The expected cumulated probability of true positives for a

climatological forecast is the sum of joint probabilities ∑x P(r = xx&o = x) for x spanning all the

categories of variable X. The expected cumulated probability of negatives for opposite categories

for a climatological forecast is the sum of joint probabilities ∑x P(r = x-opp&o= x) for x spanning

only the categories at the opposite sides of variable X’s distribution.

For SPV-low, these quantities give the following:

∑
x

P(r = x&o = x) = ∑
x

P(r = x) ·P(o = x) =

∑
x

P(o = x)2 = (1/4)2 +(1/2)2 +(1/4)2 = 2/8+1/4 = 3/8 = 37%

∑
x

P(r = x-opp&o = x) = ∑
x

P(r = x-opp) ·P(o = x) =

∑
x

P(o = x-opp) ·P(o = x) = (1/4)(1/4)+(1/4)(1/4) = 1/8 = 12%

Table 5.K.1 shows the results for SPV-low and VB.

187



5. BAYESIAN CAUSAL NETWORK MODELLING OF THE SH S-T COUPLING

Probability of Correct Prediction Probability of “Opposite” Prediciton

target climatology full hindcast refined with BCN climatology full hindcast refined with BCN

SPV-low 37% 50% 48% 12% 11% 3%

VB 37% 50% 48% 12% 7% 3%

Table 5.K.1: Probability expressed in percentage of correct predictions (true positives averaged over all

categories) and of wrong predictions (only considering the two categories at the opposite side of the distri-

bution, for example prediction VB=E when observed VB=L). The forecasts considered are of climatology,

full hindcast, refined hindcast with BCN given evidence for the parents. Bold probabilities if BCN performs

better than both the full hindcast and the climatology.
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Chapter 6

Conclusion

6.1 Summary

This thesis has considered the application of both deterministic and probabilistic causal network-

based methods for the statistical analysis of sub-seasonal to seasonal (S2S) variability and pre-

dictability. The main system studied is the Southern Hemisphere mid-to-high latitude large-scale

circulation variability between late austral winter and early summer. This is a time of the year

when the downward coupling between the stratosphere and troposphere is particularly strong, giv-

ing rise to the potential for extended predictability of the troposphere. The main body of work

has concerned itself with the following three research focuses. Firstly, the timescale and amount

of information that propagates downward from the polar vortex to the eddy-driven jet via the S-T

coupling has been quantified using deterministic causal network methods, including a time-series

causal discovery algorithm (Chapter 3). Motivated by the non-stationarity of the SH downward

coupling, a novel method has been developed for non-stationary regime-dependent time-series

causal discovery (Chapter 4). Lastly, the predictability of the interannual S-T coupled variability

arising from well-known long-lead drivers has been quantified with a probabilistic causal network

approach (Chapter 5). The main results are summarized in the next subsections, followed by a dis-

cussion of their theoretical and practical implications. The thesis concludes with some suggestions

for potential future directions.
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6.1.1 Timescale and strength of the S-T coupling, and its role under external forcing

Chapter 3 studied the direct influence of the SH stratospheric polar vortex on the tropospheric

eddy-driven jet during the spring-to-summer transition. The intra-seasonal downward S-T coup-

ling has been estimated from reanalysis using a causal network approach (PCMCI, Runge, 2018)

employing partial correlations. The causal method ensures proper control for confounding effects,

such as the strong stratospheric autocorrelation. This allows to estimate a timescale of about 35

days for the direct information flow from the vortex to the jet. Using a linear approximation of

the S-T coupling, the vortex explains around 40% of monthly jet variability (more exactly, using

the 35 days time aggregation). At this timescale, the jet does not provide a detectable source of

information to itself. This is a particularly relevant finding since the enhanced monthly autocor-

relation of the jet in this time of the year is usually attributed to tropospheric feedbacks. Here,

however, evidence is presented for the dominant role of the stratospheric forcing (with its strong

autocorrelation) in inflating the jet’s autocorrelation via the S-T coupling. Finally, the estimated

linear model for the S-T coupling is used to connect stratospheric polar vortex strengthening due

to ozone depletion during the late 20th century with the concurrently observed poleward shift of

the eddy-driven jet in the troposphere. The analysis presented suggests that the S-T coupling can

propagate the vortex strengthening downward to induce a jet shifting. Based on the knowledge

of the author, this purely observational attribution of the tropospheric jet shift is the first of its

kind, and complements previously published model-based attributions. The tropospheric trend,

corresponding to on average a more poleward position, is argued to be due to a later equatorward

shift of the jet in late spring, which is itself a result of a later vortex breakdown in a stronger and

cooler stratosphere.

6.1.2 Detection of regime-dependent dynamics using a causal network discovery

algorithm

Chapter 4 presented one of the first methods for non-stationary time-series causal discovery. The

special case of regime-dependent non-stationarity is addressed. Regime-dependence means that

the causal relationships between the considered processes vary depending on some prevailing

background regime that may be modelled as switching between different states. Further, often

such regimes have strong persistence, that is, they operate and affect causal relations on much
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longer time scales than the causal relations among the individual processes. Although a special

case of non-stationarity, this is an observed behaviour in many weather and climate systems,

such as seasonally-varying teleconnections. To detect such regime-dependent causal relations, the

conditional independence-based causal discovery method, PCMCI, is combined with a regime

learning optimization approach. PCMCI is chosen because it allows for causal discovery from

high-dimensional and highly correlated time series, and has been shown to efficiently control for

false positives. The proposed method, Regime-PCMCI, is evaluated on a number of numerical

experiments demonstrating that it can distinguish regimes with different causal directions, time lags,

sign of causal links and change in the variables’ autocorrelation, although the latter is achieved

less skilfully. The number of regimes can also be inferred from data using a corrected Akaike

information criterion. Regime-PCMCI is employed to observations of El Niño Southern Oscillation

(ENSO) and All-India rainfall (AIR), demonstrating skill also in real-world datasets. The algorithm

is able to detect the seasonal dependence of the teleconnection, with an influence of ENSO on AIR

detected predominantly in the summer months and no such influence in the rest of the year.

6.1.3 Long-lead predictability of the S-T coupling interannual variability

Chapter 5 presented the use of a probabilistic Bayesian causal networks (BCN) for the study of

S2S predictability of the S-T coupling variability. In particular, the spring-to-summer migrations

of the eddy-driven jet (EDJ), both in the poleward (September-October or EDJ-1) and equatorward

(November-December or EDJ-2) directions, are inspected. A BCN is built with a literature-based

selection of long-lead drivers of the S-T variability from late winter, including ENSO, QBO,

PJO and upward propagating wave activity flux (vT-flux). Crucial late spring mediators, such

as the stratospheric polar vortex variability (SPV-low and VB), are included to build a BCN

that seamlessly connects late winter to early summer. The BCN links are tested and quantified

using a large hindcast ensemble dataset, revealing a much stronger influence (link strength) of

the vortex on the jet compared to the effect of long lead-drivers. To study how this translates

into predictability, a number of synthetic predictions of the EDJ and vortex anomalies based on

various combinations of long-lead drivers are performed. The predictability of the extreme states

of SPV-low and VB is relatively low given information on ENSO, PJO and vT-flux in August and

September (ROC AUC = 0.6-0.8), suggesting a dominant role of internal variability at shorter time
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lags. QBO and ozone could not be assessed due to model deficiencies. The predictability of the

extreme states of EDJs variability is very high given knowledge of the strength of the stratospheric

vortex winds in October (SPV-low) for EDJ-1 and of the timing of the vortex breakdown (VB)

for EDJ-2, respectively (ROC AUC = 0.75-0.9). The weak links between long-lead drivers and

vortex variability result in a relatively small long-lead predictability for the EDJ, as a consequence

of the dominant S-T coupling. The role of ENSO alone as a predictor of EDJs is found to be

minor. Evidence is presented for a zonally asymmetric lower-troposphere ENSO fingerprint from

September to December which could explain this somewhat unexpected result, given that the EDJ

is a zonally averaged quantity in this study. Finally, the BCN prediction of EDJ based on its

(stratospheric) parents is used to filter the hindcast ensemble members, retaining only the ones

matching the predicted category for EDJ. The obtained refined ensemble shows a better anomaly

correlation with reanalysis than the ensemble mean for geopotential height at 500 hPa, surface

temperature and precipitation, especially at high latitudes. The result shows the importance of a

correct EDJ position for enhanced surface forecasts, as well as the ability of a simple statistical

model to predict which ensemble members are the most skilful.

6.2 Discussion

This thesis has explored a few ways in which causal networks can help advancing our understanding

of climate variability and change. In Chapter 3, time-series causal networks are shown to be an

effective framework to identify the timescale and strength of pairwise couplings. This is a common

and important task in climate science and it is often addressed with standard methods of statistical

analysis, such as lagged cross-correlation, EOF and multiple linear regression analysis. Time-

series causal networks are suggested to be a preferable framework to such approaches because they

allow by design to avoid estimation biases due to autocorrelation, common drivers and intermediate

variables (or mediators), which such standard approaches cannot identify and remove. An unbiased

description of intraseasonal connections is also important to better understand the timescale and

magnitude of the associated predictability as well as the effect of climate change on such dynamics.

Disentangling the change in variables under forcing (e.g. trends) and the change in their linkages

(e.g. strength and timescale, if any) under climate change scenarios could help in breaking down

and eventually constraining the response. A proof of concept of such an approach was presented by
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applying a forcing to the detected causal network of the S-T coupling, adding an ozone depletion

forcing to the polar vortex (trend in strength), and seeing the resulting changes in jet, transmitted

through the S-T coupling link. The latter coupling link was estimated from intraseasonal, unforced

variability only.

In Chapter 4, time-series causal discovery has been extended to regime-dependent non-stationarity

by designing one of the first algorithms of this kind, called Regime-PCMCI. This constitutes an

important extension because it allows to account for unknown beginning and end of certain dynam-

ics (e.g. connections characterising one season of the year versus the others). This could be used

to detect changes in duration of seasons and changes in strengths of the intraseasonal connections

overt time due to climate change, a particularly impact-relevant research area. In addition, this

method could be used to discover time-varying dynamics of multi-variate climate systems that are

not yet known and that could be hard to detect due to the complex nature of the problem. A caveat

of Regime-PCMCI is that it requires a large enough dataset to test and fit multiple regimes, thus

ensemble hindcasts or climate runs could be ideal datasets. Furthermore, the algorithm does not

provide one single answer but a range of possible solutions (i.e. networks associated with each

regime and activation timing for each of them), due to the existence of multiple local minima in

the functional that is optimized in the discovery process. The output of the algorithm thus needs

some care in its inspection, and potentially requires a selection among the various minima, which

needs to be rooted in the physical understanding of the system. Finally, Regime-PCMCI has been

implemented for linear systems, but it could be adapted to nonlinear functional ones with some

further work.

Chapter 5 showed how a Bayesian causal network can be used to test and probabilistically

quantify claims of predictability based on certain drivers. The analysis presented here showed

that an association between a target and a driver, detected with bivariate conditional probability

(but also potentially with composite analysis or regressions), does not necessarily correspond to a

strong added prediction skill. This is because other drivers can counteract that effect (both linearly

and nonlinearly), or because while detectable the effect is itself not very strong. Note that the

BCN presented here was built to assess already well-known drivers, but if the purpose is that of

maximizing prediction skill then the selection of variables and their definitions could be optimized

further. If good predictors are identified, a BCN can become a simple and quick-to-run model
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for probabilistic S2S predictions. Such a model can be easily extended to include other drivers

(e.g. climate change by adding forcing variables) and it can also be coupled with other models

(e.g. impact models). A BCN could be a basis for “intermediate technologies”, i.e. simple but

not elementary statistical models, which can bring together physical and statistical understandings

in a way that can create intelligibility and also democratize the production of climate information

(Rodrigues and Shepherd, 2022).

6.3 Future work

A number of interesting questions remain to be explored to understand the SH S-T coupled variab-

ility, its predictability and its change under global warming. While the intraseasonal effect of the

vortex on the jet is increasingly well established, also thanks to the analysis presented in Chapter 3,

many aspects remain to be understood about the specific processes affecting the stratospheric dy-

namics and stratosphere-troposphere dynamical coupling in both hemispheres, and how well they

are modelled in numerical weather and climate prediction models. One of such elements is nonoro-

graphic gravity wave drag (NOGWD), which parametrization strength has recently been shown to

have a substantial impact on EDJ in both hemispheres, but with opposite effects on the EDJ due to

the different (and stratospherically mediated) causes of the variability in the two hemispheres. A

study of the model runs used by Polichtchouk et al., 2018 with time-series causal networks could

help further illuminate the role of NOGWD on the S-T coupling and would provide an interesting

case study for expressing “interventions” with causal networks.

In terms of the predictability of the S-T coupled variability, the results presented in Chapter 5

suggest that long-range predictability of the S-T coupling seasonal variability is somewhat limited

by internal, short-range variability of the mid-to-high latitude stratosphere. It would be of interest

to further explore this hypothesis by identifying shorter-range predictors and understanding how

they are linked to the presently studied long-lead drivers. Studying the dynamics of some variables

at multiple individual months, and their auto-dependence (e.g. vT-flux in August, September and

October), could also help to improve the predictability of the vortex variability, assuming their

variations at monthly time scale are important to this goal.

In order to further link the tropospheric component of the BCN with regional surface climate,

and thus better study the predictability thereof, an asymmetric component of jet variability could
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be included. Given the detected zonally asymmetric PSA-like pattern associated with ENSO, it

is likely that such an asymmetric component of the jet could be strongly influenced by ENSO

and thus being more predictable than the symmetric one. Additional regional drivers, such as

the Indian Ocean Dipole and the Interdecadal Pacific Oscillation, could be added as additional

drivers of regional variability. The asymmetric component of the jet may need to be represented

by different variables for different longitudes, e.g. for the Pacific, Indian and Atlantic sectors.

Another interesting extension of this work would be to include relevant climate change for-

cings. For example, polar lower-tropospheric warming tends to shift the midlatitude westerlies

equatorward, and tropical upper-tropospheric warming tends to shift them poleward (Butler et al.,

2010; Mindlin et al., 2020). Increased GHGs is also known to lead to a delayed breakdown (for

DJF) and strengthening (for JJA) of the stratospheric polar vortex, which itself leads to a poleward

shift of the westerly winds and the storm tracks (Mindlin et al., 2020, 2021). An inclusion of

variables representing GHG forcing in the BCN could illustrate the change in the S-T coupling

variability as driven by these different factors. If the physical relationships captured by the network

are not modified themselves by a changing environment, the forcing due to climate change can be

added to the model as a remote driver. If the changing climate affects the physical connections (e.g.

by strengthening them), Bayesian methods could provide a way to include new information and

update their parametrization to account for it.

As for the time-series regime-dependent causal discovery method presented here, there are

several interesting aspects that could be explored in the future, building on the present work. A

useful extension would be to nonlinear systems. Systems where each variable depends nonlinearly

on its parents and where the combined effect is a linear superposition (sum) could be a first target,

as it would require minimal variations to the current Regime-PCMCI. For these systems, however,

the nonlinear functions would have to be known (e.g. a sine function) in order to extract residuals,

which the algorithm uses to minimize the cost functional. More general nonlinear dependencies,

e.g. ones where the conditional independence can be estimated with nearest neighbours tests

(Runge, 2018), would be harder to implement as these are not easily translated to a fit that bears

residuals. Recent extensions of PCMCI to the case of contemporaneous causal relations could also

be incorporated (Runge, 2020).

Applying the presented Regime-PCMCI to an ensemble hindcast or to climate model runs
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could allow to detect changes in seasonality and/or strength of known teleconnection patterns.

Regime-PCMCI could be a useful tool to discover such changes, or test the emergence of known

ones with an approach that can find more and more rigorously such nuances in the data. A first

application could be to detect the breakdown-dependent S-T coupling using the large ensemble

hindcast dataset used in Chapter 5. This could also shed light in the differences between early and

late breakdown years. The method could be also used to quantify the likelihood that an alleged

non-stationarity is actually real. As an initial idea to be tested, the likelihood of non-stationarity

could be estimated from statistics of the various local minima solution to the optimization problem.

Beyond climate, regime shifts are a feature of many other systems including ecosystems. Causal

networks could be used to represent coupled climate-biological processes that undergo regime

changes, for example driven by the underlying climate non-stationarity, and Regime-PCMCI could

be used to explore their time variability and trends.

Taking a broader perspective, both deterministic and probabilistic causal networks provide

interesting modelling features that could allow to study complex aspects of climate variability and

change, as well as climate impacts and adaptation options. As argued in Kretschmer et al. (2021),

causal networks provide a robust framework to study pathways of teleconnections, and could be

applied to systematically compare the representation of teleconnections across climate models in

present and future climate change scenarios, and their expected impact on regional climate.

Causal networks could provide a complementary modelling tool to better understand, and

potentially help to bridge, the gap in predictability at the S2S timescale, which sits between the

medium to long-range forecasting timescales. This is currently a topic of great interest because

of the large and mostly still untapped societally-relevant range of applications of S2S products,

including disaster risk reduction (White et al., 2017). At the S2S timescale, inspecting the BCN

conditional probability tables of a system looking at the entries with the largest shift from climato-

logy could allow to identify “windows of opportunity” for S2S predictions in multivariate systems.

Better understanding and modelling the mechanisms dominating the S2S timescales could also

improve our understanding of climate variability at the seasonal to decadal timescale, as well as

our understanding of climate change in the next few decades. The study of the S-T coupling at

the S2S time scale in Chapter 5 and the analysis of the connection between decadal stratospheric

trends with the intraseasonal coupling in Chapter 3 may be considered two simple but instructive
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examples of how causal networks could contribute to this area of research.

Finally, thanks to the modularity and ability to incorporate different sources of knowledge and

data into a consistent modelling framework, causal networks seem well placed to complement

other types of climate impact modelling. A causal network for the climate system could be coupled

with one representing ecosystems or social dynamics and their interaction with the former. Given

the complexity of designing impact models, a causal network approach able to summarize (and

test) the key interactions could be of great importance in complementing other impact models (e.g.

physics-based or agent-based). An example of such an attempt is the BCN developed by Young

et al. (2020) where the local weather is coupled with a socio-economic network affecting house-

hold food security in a region of Namibia. The network is used to study the storyline leading to

household impacts in 2013/14, a consumption year affected by flooding, and the effects of a range

of interventions across wealth groups. A crucial advantage of a causal impact model compared

to most of the alternatives is its graphical representation, which makes its basic assumptions and

interactions visual and more easy to understand and to question. These are two key elements for

a model that would be adopted by policy-makers and other, potentially non-specialist, stakehold-

ers. Secondly, by looking at the causal network as a reduced-order version of a more complex

underlying impact model, it could help advancing our understanding of the key components of

the system, for example by testing its ability to reproduce observations or expected behaviour.

Simulations made with causal models generally take very little runtime, allowing for fast large

ensemble simulations of a range of scenarios. Finally, and very importantly, causal networks are a

natural framework to describe and simulate interventions, such as climate adaptation options, and

assess their effect.
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