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Abstract. Cyclonic vortices that are weaker than tropical storm category can bring heavy precipitation as they propagate across the South China Sea and surrounding countries. Here we investigate the structure and dynamics responsible for the intensification of a Borneo vortex that moved from the north of Borneo across the South China Sea and impacted Vietnam and Thailand in late October 2018. This case study is examined using Met Office Unified Model (MetUM) simulations and a semi-geotriptic (SGT) balance approximation tool. Satellite observations and a MetUM simulation with 4.4 km grid initialised at 12:00 UTC on 21 October 2018 show that the westward-moving vortex is characterised by a coherent maximum in total column water and by a comma-shaped precipitation structure with the heaviest rainfall to the northwest of the circulation centre. The Borneo vortex comprises a low-level cyclonic circulation and a mid-level wave embedded in the background easterly shear flow, which strengthens with height up to around 7 km. Despite being in the tropics at 6°N, the low-level vortex and mid-level wave are well represented by SGT balance dynamics. The mid-level wave propagates along a vertical gradient in moist stability, i.e., the product between the specific humidity and the static stability, at 4.5 to 5 km and is characterised by a coherent signature in the potential vorticity, meridional wind, and balanced vertical velocity fields. The vertical motion is dominated by coupling with diabatic heating and is shifted relative to the potential vorticity so that the diabatic wave propagates westwards, relative to the flow, at a rate consistent with prediction from moist semi-geostrophic theory. Initial vortex development at low levels is consistent with baroclinic growth initiated by the mid-level diabatic Rossby wave, which propagates on baroclinic shear flow on the southern flank of a large-scale cold surge.

1 Introduction

During boreal winter, the synoptic-scale circulation across the Maritime Continent is dominated by the northeast winter monsoon (Johnson and Houze, 1987; Chang et al., 2005a; Johnson, 2006). Within this large-scale northeasterly flow, surges of cold air periodically flow westward and equatorward through the South China Sea, destabilising as they pick up moisture from the warm ocean below and resulting in convectively driven rainfall over Borneo, Peninsular Malaysia, Sumatra and Java (Chang et al., 2005a; Xavier et al., 2020). These cold surges are hypothesised to be forced by the strengthening pressure gradient associated with the equatorward extension of the Siberian anticyclone (e.g., Wu and Chan, 1995). On the meso-α scale (200–2000 km), cyclonic disturbances frequently develop within the background easterly or northeasterly flow, providing the focus for intense rainfall events linked to flash flooding (e.g., Johnson and Houze, 1987; Trilaksono et al., 2012). These cyclonic vortices, which are known as cold surge vortices (e.g., Chen
et al., 2002, 2013, 2015a), Borneo vortices (e.g. Cheang, 1977; Chang et al., 1979, 2005a; Juneng and Tangang, 2010) or simply tropical vortices (Nguyen et al., 2016) are thought to encompass two main types of disturbance. The first type is slow-moving or quasi-stationary disturbances which usually develop near the northern coast of Borneo, sometimes on the forward flank of cold surges, and may involve cross-equatorial flow (e.g. Cheang, 1977; Chang et al., 1982; Chen et al., 2002; Chang et al., 2005a; Ooi et al., 2011; Koseki et al., 2014; Saragih et al., 2018). The second type is westward-propagating disturbances such as those making landfall in Vietnam, Thailand and Peninsular Malaysia, which may originate from easterly waves in the western North Pacific (e.g. Chang et al., 1979, 2005b; Chen et al., 2013, 2015a; Paulus and Shanas, 2017).

These cyclonic vortex disturbances are most intense in the lower troposphere between 925 and 700 hPa and are often associated with a warm core, deep cumulus convection and intense latent heat release (Chang et al., 2005a; Juneng et al., 2007; Koseki et al., 2014). They occur most frequently during boreal winter, with one or more vortex centres present across the region on about a third of all days (Chang et al., 2005a). On average, 39 vortices will develop between October and March each year, with between 6 and 9 making landfall across Peninsular Malaysia (Liang et al., 2021). Nguyen et al. (2016) have shown that vortices consistently impact the region throughout the year and that they migrate poleward and equatorward with the monsoon trough, which provides a favourable background environment for development in the form of cyclonic vorticity. On longer timescales, the frequency of these disturbances (hereafter referred to as Borneo vortices) across the Maritime Continent appears to be slowly increasing (Juneng and Tangang, 2010). Moreover, rainfall associated with Borneo vortices is projected to become more extreme as the climate continues to warm (Liang et al., 2023).

The relationship between Borneo vortices and extreme rainfall across the Maritime Continent is well documented, with a number of high-impact weather events directly attributable to the passage of a vortex in Peninsular Malaysia (Chang et al., 2003; Chambers and Li, 2007; Juneng et al., 2007; Chang and Wong, 2008; Tangang et al., 2008), Java island (Trilaksono et al., 2012), Vietnam (Yokoi and Matsumoto, 2008), Thailand (Wangwongchai et al., 2005), and the coastal regions of Sarawak, Sabah and western Kalimantan in Borneo (Ooi et al., 2011; Isnoor et al., 2019). There is also a strong link between Borneo vortices and rainfall over longer timescales across the Maritime Continent, with these vortices contributing between 50% and 55% to the total rainfall over western Borneo between October and March and between 20% and 25% over southeastern Peninsular Malaysia (Liang et al., 2021). Furthermore, the vortices can also act as precursor disturbances for cyclones that subsequently produce heavy rainfall and flooding across Peninsular Malaysia (Chen et al., 2013, 2015a, b), tropical depressions (Yokoi and Matsumoto, 2008) and tropical storms (Chang et al., 2003; Chang and Wong, 2008; Steenkamp et al., 2019).

The mesoscale distribution of rainfall within Borneo vortices is asymmetric, with the heaviest rainfall usually found to the north of the cyclone centre (Chang et al., 1982; Juneng et al., 2007; Koseki et al., 2014; Liang et al., 2021). In their observational study of several weak vortices associated with cold surges, Chang et al. (1982) showed that deep convection and associated rainfall was generally concentrated to the northwest of the cyclone centre. In their model-based study of a high-impact rainfall event, Juneng et al. (2007) found that accumulated rainfall was maximised to the north of the cyclone centre in their control simulation (their Figs. 6 and 7). Koseki et al. (2014) used absolute vorticity tendency and divergence tendency budget analyses to demonstrate that the regions of heaviest rainfall to the northwest and northeast of the cyclone centre, in their idealised simulation, were associated with persistent lower-tropospheric convergence between the cyclonic flow around the vortex and the background northeasterly cold surge (their Figs. 8 and 11). In their climatological study using ERA5 reanalysis, Liang et al. (2021) showed that the composite structure of 50 intense Borneo vortices between 1979 and 2014 is broadly similar to this pattern, with the heaviest rainfall to the northwest of the centre (their Fig. 5q). Near-surface winds are usually secondary to rainfall as the main hazard associated with the vortices, with maximum 925 hPa and 10 m wind speed typically around 10 m s⁻¹ (Liang et al., 2021, their Fig. 3).

Although there is general agreement that Borneo vortices are shallow, lower-tropospheric features, a handful of studies suggest that their vertical extent may be greater. In their satellite-based study of cyclonic circulations near Borneo, Chang et al. (1982) showed that westward-propagating vortices generally tilted southwestward with height from the surface up to 500 hPa. Ooi et al. (2011) used radiosonde measurements and reanalysis data to show that the vortex responsible for an extreme rainfall event in January 2010 was not confined to the lower troposphere (their Fig. 6) and partly comprised a mid-tropospheric potential vorticity (PV) anomaly (their Fig. 13a). Trilaksono et al. (2012) ran a regional simulation of a heavy rainfall event over Jakarta from early 2007, which also indicated a slight southwestward tilt with height between the surface and 700 hPa in this southern hemispheric case (their Fig. 9c–e). Additional evidence in the literature on the three-dimensional (3-D) structure of Borneo vortices is lacking.

More detailed process-based analysis on the intensification mechanisms of these vortices is also required, despite our understanding that latent heat release plays an important role in vortex intensification (e.g. Ramage, 1971; Cheang, 1977). Juneng et al. (2007) used a “fake-dry” simulation with latent heating suppressed to analyse the intensification of the vortex responsible for extreme rainfall over eastern Peninsular Malaysia on 9–11 December 2004. Their analysis demonstrated the importance of latent heating in strengthening ver-
tical velocity and enhancing the coupling between low-level convergence and upper-level divergence within the vortex. Although this type of analysis is robust, the two-way, non-linear interaction between latent heat release and the parent cyclone means that attempting to quantify the role of latent heating solely by comparing the difference between a control and “fake-dry” simulation could paint an incomplete picture (e.g. Stoelinga, 1996; Ahmadi-Givi et al., 2004). As an example, a more thorough approach would also involve a direct calculation of the impact of latent heat release on the structure of the cyclone in the control simulation (e.g. Joos and Wernli, 2012; Martínez-Alvarado et al., 2016; Hardy et al., 2017). A more complete understanding of vortex intensification is required, one which links the role of latent heat release with the 3-D structure of the vortex more comprehensively than previously, and which defines vortex structure and growth mechanisms relative to the spectrum of better-documented cyclonic disturbances such as midlatitude cyclones (e.g. Davis, 1992), polar lows (e.g. Businger, 1985), diabatic Rossby waves (e.g. Parker and Thorpe, 1995) and tropical cyclones (e.g. Ooyama, 1969).

Addressing the need to fundamentally enhance our understanding of the 3-D structure and intensification mechanisms of Borneo vortices, this study will use a balance approximation tool (Cullen, 2018) to quantify the role of diabatic heating in the intensification and maintenance of a vortex responsible for a heavy rainfall event that impacted southern Vietnam, Thailand and Peninsular Malaysia in late October 2018 and to explore the structure of and degree of balance within this vortex both in and above the boundary layer. This vortex maintained a coherent structure for several days as it moved westward across the South China Sea, identifying it as a promising case for further analysis. The tool employs an extension of semi-geostrophic balance known as semi-geotrophic (SGT) balance, which accounts for Ekman friction in the atmospheric boundary layer. The SGT tool enables calculation of the 3-D ageostrophic flow associated with SGT balance dynamics and partitions the flow into that forced by diabatic heating, geostrophic forcing and friction. Use of the SGT tool in this study enables detailed analysis of the relationship between latent heat release and vortex structure and intensification. The analysis builds on previous work by determining whether the vortex is in balance and directly quantifying the contribution of latent heat release to the 3-D circulation within the vortex as it intensifies. Furthermore, this study is the first time that the tool has been used in a tropical application. More detail on the inversion process and the mathematical formulation of the SGT tool can be found in Cullen (2018). Sanchez et al. (2020) have also used the tool to diagnose the influence of diabatic heating on tropopause structure in their case study analysis of forecast error growth in the midlatitudes.

The rest of the article is structured as follows. Section 2 introduces the Met Office Unified Model and the SGT tool, alongside the vortex tracking method. In Sect. 3, a brief overview of the vortex responsible for the heavy rainfall across Vietnam, Peninsular Malaysia and Thailand is presented, followed by a more in-depth analysis of the 3-D structure of the cyclone in Sect. 4. In Sect. 5, evidence for the structure and dynamics of the vortex in its intensifying and mature stages is presented using output from the SGT tool, before the main conclusions are summarised in Sect. 6.

2 Data and methods

2.1 Met Office Unified Model (MetUM)

The Met Office global simulations are calculated using the Met Office Unified Model (MetUM; Cullen, 1993), coupled to the Joint UK Land Environment Simulator (JULES) model for the land surface (Best et al., 2011; Clark et al., 2011). The MetUM solves the deep-atmosphere, non-hydrostatic, compressible equations of motion in spherical geometry using a terrain-following vertical coordinate. The global model was run in its operational version (at the time of the case study in 2018) using the Global Atmosphere configuration (GA6.1; Walters et al., 2017), which includes the dynamical core named “Even Newer Dynamics for the General Atmospheric Modelling of the Environment” (ENDGame; Wood et al., 2014). In the vertical there are 70 terrain-following levels, with a fixed model lid at 80 km. More detail on the model formulation can be found in Sanchez et al. (2020). The global high-resolution operational forecast during October 2018 ran with 10 km average horizontal grid spacing. In near real-time, a limited-area simulation with 4.4 km horizontal grid spacing was nested within the global operational forecast, using the tropical version of the Regional Atmosphere and Land 1 (RAL1) configuration summarised by Bush et al. (2020) with reduced air–sea drag at high wind speeds. The developers of the RAL1 model were aware that the model overestimated the air–sea drag at high wind speeds (∼ 50 m s$^{-1}$) and planned to address this in the next model version (RAL2) for greater consistency with available observations (see Bush et al., 2020, for further discussion of this point). In this study, we use the RAL1 model with the air–sea drag reduction implemented, in other words analogous to RAL1+. There are 80 vertical levels whose spacing increases quadratically with height, up to a fixed lid 38.5 km a.s.l. (above sea level). Both simulations were initialised at 12:00 UTC on 21 October 2018 and run out to 5 d. Subsequently, the global forecast was re-run at lower resolution (N768, 18 km average horizontal grid spacing) to enable a much greater number of multi-level fields to be output than in the operational forecast. The global re-run and limited-area simulations are examined in this study.

2.2 Semi-geotrophic (SGT) balance approximation tool

Geotrophic balance involves a three-way static balance between Ekman friction, Coriolis and pressure gradient forces.
Therefore, on its own it cannot predict what will happen next from any given state. Semi-geotriptic (SGT) dynamics predicts what happens next by describing the way in which the system evolves through a sequence of balanced states. An essential part of the evolution is the component of the 3-D velocity that is not in geotriptic balance but can be deduced from the pressure field, similar to the way that vertical velocity in the semi-geostrophic model can be deduced using the pressure (or geopotential) field and the semi-geostrophic omega equation (e.g. Hoskins and Dranghici, 1977). This component will be called the balanced component of ageotriptic wind. The SGT equations are an extension of semi-geostrophic dynamics accounting for Ekman friction in the atmospheric boundary layer as part of the balance. The SGT equations are a good approximation to the MetUM equations on scales larger than the deformation radius, which implies aspect ratios less than \( f/N \). Thus, they may be applicable to shallow synoptic-scale disturbances near the Equator as studied here. Semi-geotriptic dynamics outside the boundary layer implies that both the zonal and meridional winds are close to geostrophic balance. In other types of tropical dynamics, only the zonal wind is close to geostrophic. The SGT tool is implemented on the sphere using deep-atmosphere equations and variable Coriolis acceleration terms, consistent with the formulation and numerical discretisation of the global MetUM (Cullen, 2018). The use of the MetUM, rather than a reanalysis dataset, is motivated by the consistency between the model and the SGT tool in terms of numerical discretisation and geometry, as well as the absence of lateral boundaries that would complicate the inversion process. These properties motivate the use of the MetUM to drive our diagnostic work with the SGT tool.

Taking N768 global MetUM data as input, the SGT balance tool of Cullen (2018) is used to partition the global flow into balanced and unbalanced components. For example, above the boundary layer the full meridional wind can be decomposed:

\[
v = v_g + v_{a,SGT} + v_r,
\]

where \( v_g \) is the geostrophic wind calculated directly from the horizontal pressure gradient, \( v_{a,SGT} \) is the component of ageostrophic wind consistent with semi-geostrophic balance dynamics and obtained from the SGT tool (as described below), and \( v_r \) represents the unbalanced residual component of motion. The zonal and vertical wind components can be partitioned similarly, noting that geostrophic wind has no vertical component (\( u_g = 0 \)). Within the boundary layer, Ekman friction is included to calculate geotriptic balance in place of geostrophic balance. By manipulating the three components of the momentum equation and making the geotriptic momentum approximation (where the momentum advected is approximated by the geotriptic wind \( (u_g, v_g) \) but the advecting velocity is not approximated), it can be found that

\[
BQ'u_a + c_p \beta \psi \frac{\partial}{\partial t} (\nabla \pi) = BH',
\]

where the first term is a vector where the three components are the ageotriptic wind, \( u_a = (u_a, v_a, w) \), weighted by the product of a constant matrix \( B \) and matrix \( Q' \) which depends on gradients in geostrophic variables \( u_g, v_g \) and \( \beta \psi \), as given in Eqs. (17) and (21) of Cullen (2018). The second term is the time tendency of the pressure gradient (where \( \pi = (p/p_0)^\kappa \) is the Exner pressure, \( c_p \) is the specific heat of dry air at constant pressure, \( \kappa = R_d/c_p, R_d \) is the gas constant for dry air and \( \beta \psi \) is the virtual potential temperature). \( H' \) is a vector forcing term including separate terms for the effect of diabatic heating, friction and geostrophic forcing of ageotriptic motion (see Sanchez et al., 2020, for the details of this term). Since the matrix \( B \) multiplies both the wind term on the left and the forcing on the right, the balanced ageotriptic flow obtained by inverting the equation can also be partitioned into that forced by large-scale geotriptic motion and diabatic heating:

\[
v_{a,SGT} = v_{a,GE} + v_{a,H}.
\]

This process is analogous to inverting the quasi-geostrophic omega equation to obtain vertical motion (e.g. Hoskins and James, 2014) except that the solution obtains the 3-D vector ageotriptic wind, rather than just vertical velocity. The SGT tool employs numerical discretisation of the governing equations consistent with the global MetUM, but with the geostrophic momentum approximation, namely that the momentum advected by the full wind is approximated by its geostrophic value (Hoskins, 1975). One key purpose of the approach is that the tool can calculate the response of the balanced flow to forcing associated with diabatic and frictional processes.

As well as the ageotriptic wind, the SGT tool solves for the tendency of the Exner pressure associated with balanced motion, given only the pressure field, diabatic heating and frictional forcing as input. This property means that in principal the pressure field can be stepped forwards in time and then the updated pressure used to diagnose the next time-step values of \( u_g, v_g, \beta \psi \) and the balanced ageotriptic wind. This sequence enables calculation of updated matrix \( Q' \), and the process can be repeated. Therefore, this SGT system is a complete model of the balance dynamics with only one prognostic variable – here formulated in terms of pressure. Those familiar with quasi-geostrophic or semi-geostrophic dynamics may expect to use \( \psi \) as the single prognostic variable of the balance model because of its conservation property, but in semi-geostrophic theory \( \psi \) is only materially conserved if the Coriolis parameter is regarded as constant. No such approximation is made here, which is vital for a global solution. The SGT tool enables investigation of the degree to which the vortex can be understood in terms of balanced dynamics and the role of diabatic heating and friction in the structure,
intensification and maintenance of the vortex (in a way that cannot be achieved without the concept of balance).\footnote{Aside from the variables discussed in this article, the SGT tool outputs boundary layer height and the time tendencies of \( \theta \), \( u \), and \( v \). Also, the balance is not good nearer the middle of the tropics (since the equatorial westerlies between them cannot be part of the SGT balance). Also, the balance is not good nearer the middle of the tropics because semi-geostrophic balance is inaccurate when trajectory curvature is much tighter than the Rossby radius of deformation. However, later Fig. 10 shows that semi-geostrophic balance can describe qualitatively the rotational flow around the Borneo vortex (except equatorward of about 2–3\degree N) and the vertical motion in balance with latent heating on the synoptic scale.}

The pressure input to the SGT tool must always satisfy the condition that the equation solved in the SGT diagnostic is elliptic, which implies that PV must be positive. This condition will not always be satisfied by higher-resolution MetUM data, particularly near the Equator. Therefore, the MetUM data passed to the SGT tool are interpolated to a coarser horizontal resolution and smoothed. In addition, a zonal filter is applied within a latitude band either side of the Equator, both to the input data and to geostrophic winds as part of the solution process. The values are filtered towards a zonal mean close to the Equator, in order to ensure that the wind and temperature fields do not vary in the zonal direction on the Equator, which would violate SGT balance. This zonal filter represents a linear blend of the zonal mean and the full 3-D field, in which the coefficient of blending varies with latitude. Heavy smoothing is applied between the Equator and a defined half-width \( \phi_1 = 4\degree \), with lighter smoothing between \( \phi_1 \) and a defined total width \( \phi_0 = 8\degree \). An additional 2-D smoothing filter, defined by a Gaussian convolution function applied isotropically in latitude and longitude between the Equator and \( \phi_0 \), ensures that the pressure and geostrophic wind are smooth at scales appropriate to the balance approximation. The kernel used in the convolution function has a Gaussian half-width of 3.5 grid cells (each grid cell in the tropics is approximately 130 km in length). This additional filter removes unrealistic vorticity anomalies along the boundaries of the zonal filter region at 8\degree either side of the Equator.

The degree to which the meridional wind from the MetUM is approximated by both the full \( (v_g + v_{a,\text{SGT}}) \) and the geostrophic meridional wind from the SGT tool for the case study analysed in this paper is shown in Fig. 1. The synoptic-scale pattern in the MetUM simulation is characterised by a wavelike pattern in the easterly flow across the South China Sea, with east–southeasterlies around 105\degree E and two regions of east–northeasterlies either side (Fig. 1a). Although the flow pattern over Peninsular Malaysia is different, this wavelike structure is largely represented by both the full wind from the SGT tool (Fig. 1c) and the smoothed geostrophic wind (Fig. 1e). Longitude–height cross-section plots of meridional wind at 6\degree N indicate that the SGT tool mostly captures the large-scale flow as represented by the MetUM (Fig. 1b, d and f). We will return to this case later in more detail.

Example output from the SGT tool and the driving global MetUM are compared across a much larger domain in Fig. 2 for another event in December 2018, characterised by twin tropical cyclones either side of the Equator over the Indian Ocean. The extratropical horizontal flow (poleward of 20\degree N) is dominated by the SGT balance flow (cf. Fig. 2a and c) including a Rossby wave packet extending eastwards from China and the Korean Peninsula. Figure 2 demonstrates the ability of the SGT tool to partition the 3-D balanced ageostrophic flow into that forced by diabatic heating and geostrophic forcing. Vertical velocity in this northern part of the domain is largely driven by geostrophic forcing (Fig. 2b and f). A notable exception is the ascent ahead of a mid-latitude trough on the west side of Japan which is amplified by heating (Fig. 2d). The unbalanced residual component, \( u_r \), which represents the difference between the wind from the MetUM simulation and that output by the SGT tool, highlights the flow features in the MetUM that are not captured by SGT balance flow (Fig. 2e). This term has relatively small amplitude poleward of 20\degree N, except the area near Japan next to the heating already mentioned. However, the meridional component of the unbalanced residual wind, \( v_r \), is larger in the tropics and changes sign at about 10\degree S (converging from the north and south at this latitude). Given the time of year, this pattern is likely a signature of the low-level convergence of the Hadley circulation. Note that there are also large zonal flows in the unbalanced residual converging on Sumatra at this time (Fig. 2e). Zonal variation in wind along the Equator cannot be described by SGT balance, including equatorial wave dynamics. The strong circulation around the twin tropical cyclones is only partially represented by the SGT balance, with a smaller unbalanced residual on their poleward flanks and a large residual in between (since the equatorial westerlies between them cannot be part of the SGT balance). Also, the balance is not good nearer the middle of the tropical cyclones because semi-geostrophic balance is inaccurate when trajectory curvature is much tighter than the Rossby radius of deformation. However, later Fig. 10 shows that semi-geostrophic balance can describe qualitatively the rotational flow around the Borneo vortex (except equatorward of about 2–3\degree N) and the vertical motion in balance with latent heating on the synoptic scale.

### 2.3 Verification data

To verify the representation of rainfall within the vortex by the MetUM, Integrated Multi-satellite Retrievals for Global Precipitation Measurement (GPM-IMERG; Huffman et al., 2019) satellite data are analysed. The product used is Level 3 Final Run Precipitation, which combines precipitation estimates from GPM satellites (see https://gpm.nasa.gov/missions/GPM constellation, last access: 12 October 2023) and Global Precipitation Climatology Centre precipitation rain gauges and has a horizontal grid spacing of 0.1\degree and an output interval of 30 min. The product combines infrared geostationary satellite data with passive microwave radiometer data to produce the best observational precipitation data available in each 30 min interval.
Figure 1. (a) Meridional wind (shaded; m s\(^{-1}\)) and horizontal wind (m s\(^{-1}\); reference vector = 10 m s\(^{-1}\)) at 7 km, from the global MetUM simulation initialised at 12:00 UTC on 21 October 2018, valid at 12:00 UTC on 23 October 2018 (\(T + 48\)); (b) longitude–height cross-section of meridional wind (shaded; m s\(^{-1}\)) along 6°N. Overlain are the 850 hPa vorticity centre identified by the tracking algorithm (black star) and the height of the \(x-y\) section in (a) (dashed black line at 7 km); (c) and (d), as in (a) and (b) but for the full balanced meridional wind from the SGT tool, \(v_g + v_{SGT}\), with diabatic forcing; (e) and (f), as in (c) and (d) but for the geostrophic component of the meridional wind, \(v_g\), after smoothing and the application of the tropical filter.

The ERA5 reanalysis dataset (Hersbach and Coauthors, 2020) is used to further verify the ability of the MetUM to represent the 3-D structure of the vortex. The ERA5 dataset has an output interval of 1 h, a spectral horizontal resolution of TL639 (approximately 31 km grid spacing at the Equator), and 137 hybrid sigma–pressure levels in the vertical between the surface and 1 Pa.
Figure 2. (a) Meridional wind (shaded; m s$^{-1}$) at 2 km from the N768 MetUM simulation initialised at 12:00 UTC on 11 December 2018, valid at 12:00 UTC on 13 December 2018 ($T + 48$). (c) Meridional component of the full balanced wind, $v_g + v_{SGT}$, and (e) unbalanced residual meridional wind, $v_r$, at 2 km from the SGT tool at 12:00 UTC on 13 December 2018; (b), (d) and (f) Vertical velocity (shaded; cm s$^{-1}$) at 2 km inverted from the SGT tool at 12:00 UTC on 13 December 2018 with (b) full forcing, (d) diabatic forcing only, and (f) geostrophic forcing only. The wind vectors represent the full horizontal wind in (a)–(c), the forced ageostrophic component in (d) and (f), and the unbalanced residual component in (e), with the reference vector in the upper left corner for all panels.

2.4 Vortex tracking

The vortex event chosen for analysis herein was identified by tracking 850 hPa relative vorticity at T63 resolution at 6 h intervals in ERA-Interim reanalysis data (Dee and Coauthors, 2011). The dataset was produced as part of the Newton Fund project under the auspices of the WCSSP Southeast Asia project by Dr. Kevin Hodges of the National Centre for Atmospheric Science and Department of Meteorology, University of Reading. The algorithm used to track vortices in this study has been used previously on a range of synoptic-scale and mesoscale vortices including midlatitude cyclones (e.g. Priestley et al., 2020), tropical cyclones (e.g. Manganello and Coauthors, 2016) and polar lows (e.g. Zappa et al., 2014), as...
well as the Borneo vortex (Liang et al., 2021). In the case of Borneo vortices in this study, disturbances with relative vorticity greater than $5 \times 10^{-6} \text{s}^{-1}$ that last for more than 1 d during the period October to March are retained.

3 Case study: 21–26 October 2018

The Borneo vortex analysed in this article developed to the north of Borneo on 21 October 2018 and tracked westward over the South China Sea, producing heavy rainfall across southern Vietnam and Thailand between 23 and 26 October 2018. The vortex is visible in satellite data as a region of enhanced total precipitable water to the north of Borneo at 06:00 UTC on 22 October 2018 (Fig. 3a). The vortex then moved westward through the South China Sea, located off the southern coast of Vietnam at 06:00 UTC on 23 October 2018 (Fig. 3b), before crossing southern Vietnam and moving into Thailand and northern Peninsular Malaysia on 24 October 2018 (not shown). The two snapshots shown here in Fig. 3a and b closely correspond to the intensifying and maximum intensity stages of the vortex presented later in Figs. 6 and 7, respectively. Although its impact on landfall was not unusually great, this vortex maintained a coherent structure for several days as it tracked westward across the South China Sea, providing a meaningful length of time to study its structure and evolution. To investigate the evolution of the vortex further, the regional and global MetUM simulations are analysed alongside output from the SGT tool, which was driven by the global MetUM simulation as discussed in Sect. 2. All remaining analysis in this paper is directly related to these MetUM simulations and to output from the SGT tool.

The 12 h accumulated precipitation ending at 12:00 UTC on 23 October 2018 is presented in Fig. 4, for the two MetUM simulations relative to GPM-IMERG precipitation data, alongside Himawari-8 brightness temperature observations valid at 12:00 UTC on 23 October 2018. The vortex, in its mature phase, is centred in the South China Sea near 107°E, 5°N, and both the IMERG satellite observations and MetUM simulations illustrate that the heaviest and most persistent precipitation is located to the north of the cyclone centre, in agreement with previous observational and modelling studies (Chang et al., 1982; Juneng et al., 2007; Koseki et al., 2014; Liang et al., 2021). The organised, larger region of precipitation extending from the northwest to the northeast of the cyclone centre in the 4.4 km MetUM simulation is reminiscent of the comma-type structure described by Koseki et al. (2014) in their idealised simulation study of a westward-propagating vortex. The brightness temperature field also indicates that the deepest convective clouds are concentrated to the north of the cyclone centre (Fig. 4d). Appendix B discusses the vortex structure 24 h later at 12:00 UTC on 24 October 2018, as the vortex entered its weakening phase. For reference, the entire westward track of the vortex between 12:00 UTC on 21 October and 12:00 UTC on 26 October is overlaid on Figs. 4b and B1b, with the centre position marked every 12 h.

Circulation expressed as area-averaged relative vorticity and 12 h accumulated precipitation, in a box with radius 3° following and centred on the vortex, summarise the cyclone’s life cycle and capture the intensifying, mature and weakening phases (Fig. 5). The vortex is present in ERA5 reanalysis data at 12:00 UTC on 21 October 2018, when the 4.4 km and global MetUM simulations are initialised, before intensifying as it moves westward over the next 48 h, as shown by the increase in area-averaged relative vorticity (Fig. 5a). Both simulations capture the increase and subsequent peak in vorticity during this time, although the simulated vortex reaches its mature phase, characterised by maximum strength, 12 h later than indicated in the reanalysis. All three datasets then capture the gradual weakening of the vortex from 24 October 2018 onward, as it moves further west to make landfall in Thailand. The 12 h accumulated precipitation demonstrates a pronounced diurnal cycle (Fig. 5b), with the heaviest precipitation accompanying the vortex occurring during local day time (in the 12 h ending at 19:00 LT). The 4.4 km simulation shows good quantitative agreement with IMERG observations for the first 48 h up to 12:00 UTC on 23 October 2018, before the datasets diverge somewhat. The global simulation is unable to capture this diurnal cycle, with the largest accumulated precipitation totals sometimes occurring during local night time, as on 23 October 2018. This discrepancy of the global model, relative to IMERG and the 4.4 km simulation, is likely due to the model’s use of a convective parameterisation scheme, which is unable to accurately represent the physical processes linked to the observed diurnal cycle of convection (e.g. Love et al., 2011; Birch et al., 2016).

4 Vortex structure in the convection-permitting simulation

The westward progression of the vortex across the South China Sea in the 4.4 km MetUM simulation is illustrated in Figs. 6 to 8. At 12:00 UTC on 22 October 2018, the vortex is in its intensification phase (see Fig. 5a) and is centred off the northwestern coast of Borneo, with a cyclonic circulation evident in the 850 hPa meridional wind field ($\nu$), although the southward component is much stronger than the northward component (Fig. 6a). The vertical cross-section indicates that the vortex tilts westward with height at this time and is not purely confined to the lower troposphere as suggested in some previous studies (Trilaksono et al., 2012; Liang et al., 2021), with a dipole in $\nu$ extending to around 350 hPa (Fig. 6b). The Borneo vortex is embedded within a region of enhanced column water vapour that extends westwards across the central Philippines and through the South China Sea reaching into southeastern Vietnam at this time (Fig. 6c). In contrast, much drier air is located ahead of the
moist air (103–107° E) and in the northeasterly flow crossing the northern Philippines and into central Vietnam, impinging on the northern flank of the moist region. The low-level vortex signature in relative humidity is weak, but the extensive region of relative humidity close to 100% in the mid to upper troposphere is collocated with northward flow in $u$ and is suggestive of the presence of mid-level to deep convection (Fig. 6d).

The vortex circulation and its associated region of moist, unstable air moves west through the South China Sea over the following 48 h, located several hundred kilometres south of Vietnam at 12:00 UTC on 23 October 2018 (Fig. 7) and between southern Vietnam and Peninsular Malaysia at 12:00 UTC on 24 October 2018 (Fig. 8). At the time of maximum intensity, there is some indication that the isentropic surfaces dome slightly in the lower-tropospheric vortex (on the scale of the vortex), as expected from thermal wind balance in the presence of a warm core structure (Fig. 7b and d). Generally, however, isentropic surfaces are almost flat and static stability reasonably uniform, as expected in the tropics (e.g. Vallis, 2017), aside from small-scale perturbations due to deep convection, which is explicit in the 4.4 km MetUM simulation. Small-scale perturbations in potential temperature ($\theta$) likely associated with convective updraughts and col-

Figure 3. Total precipitable water satellite data (shaded, mm) from the Morphed Integrated Microwave Imagery at CIMSS (MIMIC) product, valid at 06:00 UTC on (a) 22 October 2018 and (b) 23 October 2018. The region of enhanced total precipitable water associated with the Borneo vortex is circled in white.
located with relative humidity close to 100% are seen near 107°E at the time of maximum vortex intensity (Fig. 7d) and at 106°E at the start of the weakening phase (Fig. 8d).

The low-level vortex circulation becomes stronger and more coherent between 12:00 UTC on 22 and 23 October 2018, coincident with the increase in circulation in the ERA5 reanalysis as the vortex moves from its intensifying phase into its mature phase (cf. Figs. 5a, 6a and 7a). Just 24 h later at 12:00 UTC on 24 October 2018, the vortex is approaching its weakening phase (see Fig. 5a). During this period, drier air to the northeast and southeast of the vortex at 850 hPa progressively encroaches from the east (Figs. 7c and 8c). The westward vertical tilt of the vortex, as approximated by the longitudinal spacing between the 850 hPa vortex identified by the tracking algorithm and the leading edge of the north–south dipole in \( \nabla \) at 500 hPa, slowly increases during this time (Figs. 6b, 7b and 8b), suggesting that the vortex may comprise a low-level vortex and a mid-level wave moving at different speeds. A coherent, westward-moving region of cyclonic relative vorticity and relative humidity values near 100% between 400 and 600 hPa suggests that this mid-level wave is associated with organised deep convection (Figs. 6d, 7d and 8d). This hypothesis will be tested in Sect. 5 by analysing output from the SGT balance approximation tool.

5 The role of balanced flow in Borneo vortex dynamics

5.1 Three-dimensional Borneo vortex structure

As discussed in Sect. 2.2, a key purpose of the SGT balance approximation tool is that it enables investigation of the degree to which the vortex can be understood in terms of balanced dynamics and the role of diabatic heating in the structure, intensification and maintenance of the vortex.

When considering 3-D vortex structure and movement, it is important to characterise the large-scale flow. The vertical and horizontal shear in the background zonal flow are crucial ingredients, affecting system tilt and possible growth mechs-
The mean flow during the case study (12:00 UTC on 21 October to 12:00 UTC on 26 October 2018) is generally easterly, when averaged over a longitude band covering the region of interest (Fig. 9a). Easterlies strengthen with height up to around 7 km, with a weaker gradient above this height. At 7 km, there is a broad maximum in easterly flow across 8–11° N. There is a strong cyclonic shear on the southern flank of the easterlies across 5–7° N. This easterly flow pattern is typical of the northeast winter monsoon (e.g. Chang et al., 2005a).

A second key ingredient of the basic state is stability. Colour shading in Fig. 9b shows \( rN^2 \), the specific humidity multiplied by the static stability, \( N^2 = \left( \frac{g}{\theta_0} \right) \frac{\partial \theta}{\partial z}. \) It the next section it will be shown that the vertical gradient in this quantity can define a moist stability interface along which “diabatic Rossby waves” (e.g. Parker and Thorpe, 1995; Moore and Montgomery, 2004; Boettcher and Wernli, 2005a).
Figure 6. (a) Borneo vortex at intensifying stage. Meridional wind (shaded; m s\(^{-1}\)) and horizontal wind vectors (m s\(^{-1}\); reference vector = 10 m s\(^{-1}\)) at 850 hPa from the 4.4 km MetUM simulation initialised at 12:00 UTC on 21 October 2018, valid at 12:00 UTC on 22 October 2018 (\(T + 24\)); (b) latitude–height cross-section of meridional wind (shaded; m s\(^{-1}\)) with potential temperature overlaid (black contours; every 2 K), from the same 4.4 km MetUM simulation. (c) as in (a), but for total precipitable water (shaded; mm); (d) as in (b), but for relative humidity (shaded; %). Overlaid is the 850 hPa vorticity centre identified by the tracking algorithm (black/blue star).

2013) can propagate. The pale-blue contours show the diabatically forced vertical motion, \(w_{\text{diab}}\), consistent with balanced motion deduced using the SGT tool. There is an obvious wave at the level of the strong gradient in \(r N^2\) (4.5–5 km) and above. It is important that the moist stability interface occurs within the region of large-scale vertical shear, given that this vertical shear enables baroclinic interaction between the low-level vortex and mid-level wave.

In Fig. 10, the vertical velocity (\(w\), shown at 7 km) and the horizontal wind vectors (shown at 2 km) are partitioned into the balanced flow response to diabatic heating (\(\dot{\theta}\)) and geostrophic forcing using the SGT tool, valid at 12:00 UTC on 23 October (\(T + 48\) in the driving global MetUM simulation) when the vortex circulation peaks in ERA5 (Fig. 5b). The qualitative similarity between \(w\) from the SGT tool and the 1 h accumulated heating from the driving global MetUM (Fig. 10a) shows that the regions of ascent identified by the SGT tool are representative of the flow in the MetUM, given that on scales larger than several hundred kilometres the primary balance in the thermodynamic equation in the tropics is between diabatic heating and vertical motion multiplied by static stability (as expressed in Eq. 2). The coherent region of heating to the south of Vietnam on the northwestern flank of the cyclonic circulation at 2 km is collocated with the maximum in total precipitable water and the area of organised precipitation associated with the vortex at this time (cf. Figs. 4c and 10a). An organised region of ascent is located in a similar region relative to the 2 km cyclonic circulation in the balanced flow from the SGT tool (Fig. 10b). This qualitative similarity indicates that the vortex is described by the balanced flow. Examining the partition of 3-D ageostrophic motion into that forced by \(\dot{\theta}\) (Fig. 10c) and large-scale geostrophic forcing (Fig. 10d) reveals that upward motion within the vortex is primarily forced by \(\dot{\theta}\). The 2 km ageostrophic wind vectors in Fig. 10c converge from the southwest and northeast underneath the
heating in an asymmetric pattern, with the main inflow from the equatorward side. In contrast, the large-scale geostrophic forcing produces an anticyclonic circulation that opposes the geostrophic wind (Fig. 10d), although the difference in vector scaling should be noted. This result implies that the full flow is sub-geostrophic.

The time sequence of wave propagation is shown in Fig. 11 over a 2 d interval. The wave grows to significant amplitude and therefore develops into pronounced meridional undulation in the eastward flow. The southward–northward velocity dipole moves westward together with the 7 km PV and \( w_{\text{diab}} \) maxima, the locations of which are marked onto the figure panels using symbols. The easterlies at 7 km also extend westwards with the wave. The vertical cross-sections are calculated along 6° N. The asterisk just above the boundary layer (at 1.4 km) shows the diagnosed location of the vortex centre, and this centre is also marked on the 7 km maps. The PV maximum is close to the zero node of \( v \), as expected for Rossby wave propagation, and at most times the maximum in \( w_{\text{diab}} \) is slightly shifted to the west. The upper-level wave propagates faster to the west than the lower-level vortex – this property will be explained in Sect. 5.3. Also, note how \( v \) is partitioned into two distinct layers, split approximately at 3–4 km. The vortex circulation is confined below this level and is approximately untilted up to 3 km a.s.l.

Figure 12c and d show the horizontal flow at 7 km in the earliest stages of the low-level vortex development (cf. Fig. 5a); the asterisk marks the vorticity centre diagnosed using the tracking algorithm. Note how the centre is situated on the southern flank of the strong easterlies of a subtropical anticyclone and associated with an easterly cold surge event. Within the shear zone between 4–7° N, a well-defined wave has developed in both the \( v \) and balanced \( w \) components, as well as in Ertel PV. This structure is even more apparent in vertical cross-sections along 6° N in Fig. 12a and b. At this time, the signature in \( v \) is strongest in the layer 4–9 km, upwards from the moist stability interface at about 5 km, but with some signature extending downwards too. The signature in balanced \( w_{\text{diab}} \) is stronger at higher levels than in \( v \), reflecting the extension of the latent heating in deep convection into the upper troposphere. As characteristic of a Rossby wave, relative vorticity has to be in quadrature with \( v \) and so are the PV anomalies at 7 km (this analysis level is chosen between the height of the moist stability interface, at 5 km,
and maximum $w_{\text{diab}}$ at 9 km). The positive $w_{\text{diab}}$ maxima are shifted westwards relative to the positive vorticity maxima into the southerly sectors of the wave. This structure means that typically the ascent leads the positive PV anomalies in the propagation of the wave westwards. As explained in the next section, this structure is a key signature of diabatic Rossby wave propagation in the mid-troposphere.

5.2 Theory for diabatic Rossby wave propagation

Diagnosis of the MetUM simulations above has shown that a westward-propagating wave-like disturbance exists with a coherent signature in $v$, as well as Ertel PV and $w$ in the mid-troposphere, and $\theta$ near the lower boundary. Here, following Bretherton (1966) and Hoskins et al. (1985), we will describe any such wave in PV as a “Rossby wave”. This formulation includes waves that exist on a basic state (here sector zonal average) meridional PV gradient or $\theta$ gradient at the lower boundary. The common feature is that the propagation mechanism relies on meridional advection of PV (or lower boundary $\theta$) and the meridional flows that the chain of PV (or $\theta$) anomalies induces. Hoskins et al. (1985) argue that the propagation direction of a wave and the nature of its interaction with a second wave at different level (mutual growth or decay) can be anticipated without explicit calculation of the flows induced by each wave using a specific form of balance or PV inversion relation. All that is required from balance is that $v$ induced by one wave is in quadrature with PV. Then, the sense of propagation and interaction depends only on the phase difference between variables and also between a pair of waves. Heifetz et al. (2004) derived evolution equations for the amplitude and phase of such counter-propagating Rossby waves (CRWs) that can provide a mechanistic explanation for baroclinic instability. De Vries et al. (2010) extended the framework to moist dynamics by parameterising $\theta$ in terms of $w$ and then using the omega equation to relate induced $w$ to PV in the waves. Following other authors (e.g. Moore and Montgomery, 2004; Boettcher and Wernli, 2013) the term “diabatic Rossby wave” was used to describe PV waves where the zonal propagation is dependent on the coupling with $w$ and latent heat release. The argument for propagation is similar but depends on the phase of induced $w$ rather than $v$ (or a combination of both). Here we will use this CRW approach to analyse the output from
the MetUM and understand whether the zonal phase speeds of the waves are consistent with the propagation mechanism and the role of latent heating in the waves.

Begin with the Ertel PV equation linearised about a basic state zonal flow, including the effects of $\dot{\theta}$:

$$\frac{\partial q}{\partial t} + U \frac{\partial q}{\partial x} + v \frac{\partial Q}{\partial y} + w \frac{\partial Q}{\partial z} = \frac{1}{\rho_r} \frac{\partial q}{\partial z},$$

(4)

where $q$ is perturbation Ertel PV and $\zeta$ is the vertical component of basic state absolute vorticity. $U(y, z), Q(y, z)$ and $\rho_r(z)$ are the basic state zonal flow, PV and density, respectively. Note that the PV is materially conserved following the full flow in the absence of heating, including vertical advection, a major difference from quasi-geostrophic theory where only horizontal advection by the geostrophic flow is consi-
Figure 10. (a) The 1 h accumulated heating at 7 km (shaded; K) and horizontal wind at 2 km (vectors; m s$^{-1}$) from N768 MetUM simulation initialised at 12:00 UTC on 21 October 2018, valid at 12:00 UTC on 23 October 2018 ($T + 48$). (b–d) Balanced vertical velocity at 7 km (shaded; cm s$^{-1}$) and horizontal wind at 2 km (vectors; m s$^{-1}$) inverted using the SGT tool at 12:00 UTC on 23 October 2018 with (b) full forcing, (c) diabatic forcing only, and (d) geostrophic forcing only. In (a) and (b), the wind vectors represent the full horizontal wind. In (c) and (d), the wind vectors represent the ageostrophic wind only. Note that the scale of the vectors is different in all panels, with the key in the upper left corner.

Here we will take the approach that, although the balance approximation is not known precisely, Eq. (4) describes the evolution of the flow, where $v$ and $w$ are understood as the anomalous winds induced by the PV waves. The SGT tool has also been used to show that the signature of the balanced semi-geostrophic wind is indeed similar to that of the full wind in the MetUM and is the justification for the analysis. This result enables application of PV thinking and the CRW approach, where the propagation rates of the waves can be estimated and also attributed to the effects of $\dot{\theta}$ and the conditions for growth or decay through wave interaction can be deduced simply from phase differences between waves.

De Vries et al. (2010) investigate two types of closure in the parameterisation of heating: “large-scale rain” and wave-CISK (Conditional Instability of the Second Kind), which differ in the assumed relationship between $\dot{\theta}$ and $w$. Here, the large-scale rain approach is used, in which the heating rate is proportional to the product of basic state specific humidity, $r$, and $w$ at each location (no meridional variation is assumed for simplicity):

$$\frac{\dot{\theta}}{\dot{\theta}_0} = \epsilon r N^2(z) w(x, z, t).$$  \hspace{1cm} (5)

This approximation is motivated by the ascent of saturated air masses where condensation results in latent heat release. Note that the typical balance of the thermodynamic equation in the tropics is between large-scale $w$ and $\dot{\theta}$, in which case $\epsilon r \approx 1$. However, when there is also geostrophic forcing of $w$, this parameterisation is only valid for $\epsilon r < 1$ at all levels. It is typical to take $\epsilon$ to be a constant. Linearisation of the dynamics requires that there is a symmetric cooling where there is descent; this requirement is partly justified by arguing that there is enhanced long-wave cooling from clear air regions. If it can be assumed that $r N^2$ varies more quickly in the vertical than $w$ does at a level that we will call a “moist stability interface” (see Fig. 9b), so that $w$ can be taken outside the heating gradient $\partial (\epsilon r N^2 w)/\partial z$, then Eq. (4) becomes

$$\frac{1}{\rho c} \frac{\partial \dot{\theta}}{\partial z} \approx -w G,$$  \hspace{1cm} (6)
Figure 11. (a) Meridional wind (shaded; m s\(^{-1}\)) and horizontal wind (m s\(^{-1}\); reference vector = 10 m s\(^{-1}\)) at 7 km, from the global MetUM simulation initialised at 12:00 UTC on 21 October 2018, valid at 12:00 UTC on 22 October 2018 (\(T+24\)); (b) longitude–height cross-section of meridional wind (shaded; m s\(^{-1}\)) along 6\(^{\circ}\) N. Overlain are the 850 hPa vorticity centre identified by the tracking algorithm (black star), maximum PV at 7 km from the MetUM simulation (purple triangle), maximum vertical velocity forced by diabatic heating from the SGT tool at 7 km (blue diamond), and the height of the \(x\)–\(y\) section in (a) (dashed black line at 7 km); (c) and (d), as in (a) and (b) but valid at 12:00 UTC on 23 October 2018 (\(T+48\)); (e) and (f), as in (a) and (b) but valid at 12:00 UTC on 24 October 2018 (\(T+72\)). For reference, panels (c) and (d) are equivalent to Fig. 1a and b.
where \( G = -\epsilon (\zeta/\rho_0)(\theta_0/g)\partial(r N^2)/\partial z \) encapsulates the basic state moist stability gradient that the diabatic PV wave propagates along as a result of the gradient in heating coupled with \( w \). Together with the equation for the evolution of \( \theta \) on the lower boundary, Eq. (4) completely specifies the balanced evolution because the PV can be inverted to obtain the balanced wind field at any instant. Appendix A shows how the CRW theory can be used to deduce expressions for the zonal phase speed of a PV wave at upper levels (labelled wave-2 with induced velocity amplitude \( v_2, w_2 \)) and a wave in \( \theta \) along the lower boundary (wave-1 with velocity \( v_1, w_1 \)):

\[
\begin{align*}
 c_2 &= U_2 - Q_y \frac{v_2}{k A_2} - Q_z \frac{w_2}{k A_2} - G \frac{w_2}{k A_2} + c_1^2 \\
 c_1 &= U_1 - \Theta_y \frac{v_1}{k A_1} + c_1^2.
\end{align*}
\]

The zonal wavelength is \( 2\pi/k \). \( A_2 \) represents the upper wave amplitude in terms of Ertel PV and \( A_1 \) the lower wave amplitude in \( \theta \). The phase speed involves advection by the basic state zonal flow at the level where the wave activity is concentrated for each CRW. The upper CRW propagates relative to the zonal flow, \( U_2 \), through a mechanism associated with the effect of \( w \) and associated heating in the presence of the moist stability gradient (seen in Fig. 9b between 4 and 5 km) as well as meridional advection of the basic state meridional PV gradient, \( Q_y \), and vertical advection of the vertical PV gradient, \( Q_z \). In the case examined, \( G \) is positive and therefore contributes to propagation of the wave to the west, adding to the advection which is also towards the west (\( U_2 < 0 \)). \( c_1^2 \) represents the modification of the phase speed of CRW-2 associated with interaction with \( v_1 \) and \( w_1 \) induced by CRW-1 at the level of CRW-2.

The lower CRW propagates against the zonal flow, \( U_1 \), through meridional advection of the basic state meridional \( \theta \) gradient, \( \Theta_y \), and the interaction with the upper CRW, represented by \( c_2^2 \). The condition \( w = 0 \) at the lower boundary is used here. Heifetz et al. (2004) have shown that in a growing normal-mode phase-locked configuration the definition of the CRW structures is such that \( c_1^2 = -c_2^2 \), although in general initial value problems this relation will not hold. These interaction terms are expected to be smaller than the self-propagation rates.
The self-propagation rate of the diabatic Rossby wave along the moist stability interface (zone of sharp vertical gradient in $rN^2$) can be calculated as

$$-G \frac{w_2}{kA_2} = \frac{\zeta}{\rho_i} \frac{\partial}{\partial z} \left( rN^2 \right) \epsilon \frac{w_2}{kA_2} \approx \frac{\zeta}{\rho_i} \frac{\Delta \theta}{A_2} \frac{\left( rN^2 \right)}{rN^2} \frac{1}{kA_2} \frac{\dot{\theta}_2}{kA_2}, \quad (8)$$

where $r(z)$ and $N(z)$ are the background specific humidity and static stability profiles, evaluated in an upper layer (U) and lower layer (L) separated by an interface zone with a characteristic depth, $\Delta z$, and $\theta$ separation, $\Delta \theta$. This factor represents the strength of the basic state interface in terms of the contrast in moist stratification that the wave propagates along. The stronger the contrast, the faster the propagation.

The basic state absolute vorticity is calculated from $f - U_y$.

The final component is the amplitude of the wave in the non-dimensionalised diabatic heating rate, $\dot{\theta}_2/\Delta \theta$, which is assumed proportional to the vertical velocity, $w_2$, in balance with the diabatic Rossby wave motion. This amplitude is estimated from the heating rate represented on scales resolved by the global MetUM; the SGT tool shows that the balanced response to heating dominates the balanced $\omega$ in the tropics, as expected from scale analysis of the thermodynamic equation. Note that for the lower layer, the amplitude $A_1$ is measured in terms of $\theta$ anomalies, and the model level at approximately 1.4 km is used to represent the anomalies and basic state meridional gradient (just above the boundary layer).

### 5.3 Estimate of zonal propagation rates and baroclinic interaction

Tracking the cyclonic vorticity centres at the upper and lower levels (Fig. 11), the propagation rate of the upper wave is $5\times6^6$ d$^{-1}$ (6–8 m s$^{-1}$) westward. The lower wave and Borneo vortex propagate more slowly: at about $4\times5^6$ d$^{-1}$ (5–6 m s$^{-1}$) from 22 to 23 October and $2\times10^6$ d$^{-1}$ (2.6 m s$^{-1}$) from 23 to 24 October. The theory shows that the movement of the waves is a combination of advection by the basic state zonal flow, self-propagation and a change in propagation rate through interaction between the waves (Eq. 7). The basic state is estimated by averaging over a domain along the strip of wave activity: 5.5–7.0° N and 104–115° E, and also averaging over the 5 d time window between 12:00 UTC on 21 and 26 October 2018. This calculation gives basic state zonal flows $U_2 \approx -7.1$ m s$^{-1}$ and $U_1 \approx -0.9$ m s$^{-1}$, estimated at 4.5–5.0 km (the level of the moist stability interface in Fig. 9) and 1.4 km respectively. Changing the latitude extent by $1^\circ$ or the time average or length of longitude strip (e.g. 104–120° E) gives a variation in these estimates of about ±0.5 m s$^{-1}$ for $U_2$ and ±0.3 m s$^{-1}$ for $U_1$.

The self-propagation rate of the lower $\theta$ wave relative to the basic state shear can be estimated approximately using Eq. (7). The chief difficulty is estimating the meridional velocity $v_1$ attributable to the lower wave. However, since the flow induced by the upper wave is expected to be much weaker than the flow induced by the lower wave near the lower boundary (Heifetz et al., 2004), the amplitude of the induced flow is estimated from the standard deviation of $v$ over the strip (defined as above) at 1.4 km. Similarly, the wave amplitude $A_1$ is estimated from the standard deviation of the $\theta$ perturbation at the same level. The zonal wavelength is approximately 900 km, and the basic state meridional $\theta$ gradient in this region is a positive, but weak, $+0.7 \times 10^{-6}$ K km$^{-1}$. This calculation yields a propagation rate of $1.5\times1.6$ m s$^{-1}$ westwards. The quantities $\bar{F}$ and $\bar{N}^2$ are given by the average of upper and lower layer values. The moist stability interface depth is $\Delta z = 2$ km and $\Delta \theta = 27$ K. The zonal wavelength is 900 km, as for the lower wave. The upper wave amplitude in Ertel PV, $A_2$, is estimated from the standard deviation of PV in the strip domain at 7 km. The wave amplitude in heating is estimated from the standard deviation of the diabatic temperature tendency (both convection and large-scale rain parameterisation in the MetUM) also at 7 km. Brining all these terms together the self-propagation rate is 1.3–1.7 m s$^{-1}$ westwards. Averaged over the same strip at 7 km, the meridional PV gradient is negative (being in the region between the strong easterlies of the cold surge and the cyclonic vorticity strip on its southern edge) with estimated $Q_y \approx -0.57 \times 10^{-13}$ in SI units and $v_2 \approx 3.4$ m s$^{-1}$, yielding an eastwards contribution to propagation of 0.9 m s$^{-1}$. The vertical PV gradient term involving $Q_y$ is not very coherent and has not been estimated. In contrast, $G$ and $\theta_y$ are positive over the whole domain of interest, meaning that propagation rate associated with both of these terms is negative definite (westwards), while the $Q_y$ term is weak and eastwards. Taking all terms together yields a total propagation speed of 7.2–8.4 m s$^{-1}$ westwards, slightly faster than the observed movement. Note that the cyclonic vorticity strip and upper wave exist 1 d or so before the lower wave and Borneo vortex, so it is possible that the upper wave arises first through barotropic instability of this vorticity strip.

In summary, the self-propagation rates of both waves are considerably weaker than the shear in the background zonal flow, and the propagation through interaction ($e_2^1$) must be smaller still. So even if the configuration of the waves were favourable, they would not be able to stay phase-locked and must shear apart. However, over the early stages of development the observed difference in wave phase speeds is only 1–3 m s$^{-1}$, and therefore the estimates of propagation rates
from theory are comparable. These self-propagation speeds (1.3–1.7 m s^{-1}) provide an upper bound on the strength of baroclinic interaction between the waves (Heifetz et al., 2004), and 1/(ck) gives a growth timescale of 1–1.5 d. Therefore, although the strength of baroclinic interaction is relatively weak compared with the shear rate, baroclinic interaction is a plausible explanation for the emergence of the lower wave and Borneo vortex.

6 Conclusions

In this paper, the 3-D structure and intensification mechanisms of a Borneo vortex that impacted Vietnam and Thailand in late October 2018 were investigated using Met Office Unified Model (MetUM) simulations and an idealised balance approximation tool. Microwave satellite observations and a MetUM simulation with 4.4 km grid, initialised at 12:00 UTC on 21 October 2018, revealed that the westward-moving vortex was characterised by a coherent maximum in total column water and by a comma-shaped precipitation structure with the heaviest rainfall to the north and northwest of the cyclonic centre, similar to previously documented Borneo vortices.

More detailed analysis of 4.4 km and global MetUM simulations showed that the Borneo vortex tilted westward with height and comprised a low-level closed circulation and a faster-moving mid-level wave that propagated westwards along a vertical gradient in moist stability (specific humidity x static stability) at 4.5 to 5 km. The mid-level wave was characterised by a coherent signature in the meridional wind, PV and vertical velocity fields deduced from semi-geostrophic balance. The large-scale background flow during the case study was easterly (increasing with height to 7 km) when averaged over a longitude band covering the region of interest, typical of the northeast winter monsoon.

Partitioning the 3-D ageostrophic flow into that forced by diabatic heating and large-scale geostrophic forcing using the semi-geostrophic balance approximation tool revealed that upward motion within the mid-level wave was coupled with diabatic heating (rather than geostrophic forcing) with horizontal convergence underneath the region of strongest heating. As the wave moved westward, the region of strongest ascent consistently remained slightly downstream (westward) of the positive PV anomalies and the meridional wind was a quarter of a wavelength out of phase with the PV, suggestive of a “diabatic Rossby wave” disturbance. Calculations of the theoretical wave propagation speed using a moist dynamics framework supported this hypothesis and found that the mid-tropospheric and low-level disturbances comprised a pair of counter-propagating Rossby waves: a mid-level diabatic Rossby wave that propagated along the moist stability gradient and a lower boundary thermal wave. The westward-propagating Borneo vortex is associated with the cyclonic vorticity centre of the lower wave. This result sheds new light on the 3-D structure of near-equatorial vortices in relation to more commonly documented baroclinic disturbances that impact mid-latitude and sub-tropical regions.

Appendix A: Deriving the phase speed of diabatic Rossby waves

If it can be assumed that \( r N^2 \) varies more quickly in the vertical than vertical velocity at the level where the wave activity is focused (see Fig. 9b for the case examined), then we can re-write the Ertel PV equation linearised about the basic state zonal flow in the form

\[
\frac{\partial q}{\partial t} + U \frac{\partial q}{\partial x} + v Q_y + w Q_z + w G = 0, \quad (A1)
\]

where \( G = -\epsilon (\zeta / \rho) (\theta / g) \partial / \partial z (r N^2) \) represents the basic state gradient that the diabatic PV wave propagates along as a result of the gradient in heating coupled with the vertical motion. This equation, together with the equation for the evolution of potential temperature on the lower boundary, completely specifies the balanced flow evolution where the PV can in principal be inverted to obtain the balanced wind field at any instant (given an appropriate balance approximation).

For example, in the quasi-geostrophic case, De Vries et al. (2010) perform the inversion analytically using a Green function formalism to obtain \( v \) from quasi-geostrophic PV by inverting the expression for quasi-geostrophic PV in terms of geostrophic streamfunction and also obtain \( w \) by inverting the omega equation. Then the entire evolution can be solved in terms of the single time-dependent variable, \( q \). Except for special background states, a numerical solution must be used.

This PV framework is the basis of the theory of counter-propagating Rossby waves (CRWs; Heifetz et al., 2004). Disturbances are represented in terms of combinations of waves that are sinusoidal in the zonal direction, \( x \), and are individually tilted in the \( x-y \) and \( x-z \) planes, although a combination of two or more CRWs can describe the evolution of tilted structures in zonal shear flows, \( U(y, z) \). Baroclinic growth can be described in terms of the PV signature of the pair of CRWs (labelled 1 and 2), propagating zonally at different levels:

\[
q = (q_1 + q_2) e^{i k x}, \quad (A2)
\]

where the upper CRW structure \( q_2(z, t) = A_2 e^{i \epsilon z} \). \( A_2 \) and \( \epsilon_2 \) represent the amplitude and phase of the CRW, and \( q_1 \) and \( \epsilon_1 \) represent a lower CRW. Similarly, the meridional wind and vertical velocity can be represented by \( v = (v_1 e^{i \epsilon z} + v_2 e^{i \epsilon z}) \exp(ikx - i \pi / 2) \) and \( w = (w_1 e^{i \epsilon z} + w_2 e^{i \epsilon z}) \exp(ikx - i \pi / 2) \). Note that the phase shift \( \exp(-i \pi / 2) \) is included in the definition because for an isolated untilted PV wave, inversion predicts generally that both \( v \) and \( w \) must be one-quarter of a wavelength out of phase. This factor ensures that when \( A_2 \) is real and positive, then both \( v_2 \) and \( w_2 \) are real and positive. Evolution equations for CRW amplitude
and phase and their interaction can be derived by substituting into the PV equation and equating real and imaginary parts separately (Heifetz et al., 2004). An equation for the phase speed of each CRW is obtained:

\[ c_2^2 = -\frac{1}{k} \frac{\partial \epsilon_2}{\partial t} = U_2 - Q_y \frac{v_2}{kA_2} - Q_z \frac{w_2}{kA_2} - G \frac{w^2}{kA_2} + c_1^2 \]

\[ c_1^2 = -\frac{1}{k} \frac{\partial \epsilon_1}{\partial t} = U_1 - \Theta \frac{v_1}{kA_1} + c_1^2. \]

(A3)

The phase speed involves advection by the basic state zonal flow at the “home base” of each CRW, i.e. the level where the wave activity is concentrated. The upper CRW propagates relative to the zonal flow, \( U_2 \), through three mechanisms associated with meridional advection of the basic state meridional PV gradient, \( Q_y \), vertical advection of the vertical PV gradient, \( Q_z \), and the effect of vertical motion and associated heating in the presence of the moist stability gradient term \( G \) (e.g. see Fig. 9b between 4 and 5 km). \( c_2^2 \) represents the modification of the phase speed of CRW-2 associated with interaction with \( v_1 \) and \( w_1 \) induced by CRW-1 at the home base of CRW-2 (see definition in Heifetz et al., 2004). The lower CRW propagates against the zonal flow, \( U_1 \), through meridional advection of the basic state meridional potential temperature gradient, \( \Theta \), and the interaction with the upper CRW, represented by \( c_2^1 \). The condition \( w = 0 \) at the lower boundary is used here.

**Appendix B: Borneo vortex structure during weakening phase**

By 12:00 UTC on 24 October 2018, the vortex is now at the start of its weakening phase and has moved westward to be located about 200 km south of the southern tip of Vietnam (Fig. B1). In the 4.4 km MetUM simulation, the vortex has maintained its structure, which is characterised by an organised band of rainfall wrapping around the cyclone to its north associated with more coherent deep convection than to the south of the centre, broadly supported by IMERG precipitation and Himawari-8 brightness temperature observations (cf. Fig. B1a, b and d). The coarser global MetUM simulation does not capture this mesoscale structure but does produce a qualitatively similar precipitation pattern, indicative of large-scale forcing for ascent in the same regions as in the 4.4 km simulation and IMERG.
Figure B1. The 12 h accumulated precipitation ending at 12:00 UTC on 24 October 2018 (shaded, mm) from (a) 4.4 km MetUM simulation initialised at 12:00 UTC on 21 October 2018, (b) GPM-IMERG satellite product, (c) N768 MetUM simulation initialised at 12:00 UTC on 21 October 2018. (d) Brightness temperature (shaded, K) from the Himawari-8 satellite, valid at 12:00 UTC on 24 October 2018. The cyan star marks the position of the Borneo vortex centre. The dashed purple line in (b) represents the vortex track between 12:00 UTC on 21 October and 12:00 UTC on 26 October 2018, with the smaller purple stars marking the vortex centre position every 12 h.

**Code and data availability.** The source code for the numerical weather prediction (NWP) model used in this study, MetUM (coupled with JULES), is available to use. To apply for a licence to the MetUM, please contact enquiries@metoffice.gov.uk and for permission to use JULES go to https://jules.jchmr.org (Met Office, 2023). The simulations in this study were performed with adapted versions of the Nesting Suite at UM version 11.1 (suite ID u-av356). The SGT tool code sits within the Met Office Science Repository Service (Cullen, 2018). The simulations in this study were performed with adapted versions of the Nesting Suite at UM version 11.1 (suite ID u-av356). The SGT tool code sits within the Met Office Science Repository Service (Cullen, 2018). The simulations in this study were performed with adapted versions of the Nesting Suite at UM version 11.1 (suite ID u-av356). The SGT tool code sits within the Met Office Science Repository Service (Cullen, 2018). The SGT tool code sits within the Met Office Science Repository Service (Cullen, 2018). The SGT tool code sits within the Met Office Science Repository Service (Cullen, 2018).

The GPM-IMERG precipitation satellite data are available online by CIMSS at http://tropic.ssec.wisc.edu/real-time/mimic-tpw/indo/main.html (CIMSS, 2023). The ERA5 re-analysis dataset is publicly available to download from the Copernicus Climate Change Service (C3S) Climate Data Store (Hersbach and Coauthors, 2020). Himawari-8 brightness temperature satellite data are publicly available and can be downloaded from the ICARE Data and Services Centre at the University of Lille server after registration (https://www.icare.univ-lille.fr/ AERIS, 2023). The TRACK algorithm is available on the University of Reading’s Git repository (GitLab) at https://gitlab.act.reading.ac.uk/track/track (Hodges, 2021). A GitHub repository containing Jupyter notebooks that allow users to reproduce some of the presented figures is available to download at https://doi.org/10.5281/zenodo.10017043 (Hardy et al., 2023).
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