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Abstract
Recent studies suggest seasonal forecasts for European winters are now skilful,
but they also identify a “signal-to-noise paradox”, wherein models predict the
real world more skilfully (higher correlation) than the evolution of their ensem-
ble members. Here, we analyse seasonal hindcasts from the Met Office GloSea5
seasonal forecast system to identify sources of predictability and seek insight
into the signal-to-noise problem. For the first time, we use an optimal detec-
tion method to identify predictable signals over the North Atlantic region
within the forecast system on subseasonal time-scales. We find two primary
predictable modes: a Pacific North America (PNA)-like mode and a North
Atlantic oscillation (NAO)-like mode. The latter is the leading predictable mode
in December–January, and its spatial pattern closely resembles the NAO. The
PNA-like mode dominates in January–February. Whereas the PNA-like mode is
driven by Pacific Ocean sea-surface temperatures, the NAO-like mode is driven
at least partly by Indian Ocean sea-surface temperatures, not solely due to the
common trend. We develop a novel method of comparing the magnitude of
these modes in the forecast system and observations that complements previous
approaches. This suggests that the signal-to-noise problem in GloSea5 is pri-
marily a feature of the December–January NAO-like mode, with the observed
mode being three times larger than in the model. The magnitude of the PNA-like
mode is better captured by the forecasts, although there is still evidence of a
weaker signal-to-noise problem. This suggests particular mechanisms may lead
to the lower signal to noise seen in NAO hindcasts, rather than a global weak-
ness of the forecast system in responding to initialization and external forcing.
Our results, though specific to GloSea5, provide insights into the causes of the
signal-to-noise problem in seasonal forecasts of European winters. They also
imply there is significant potential for improving such forecasts and suggest how
such improvements may be achieved.
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1 INTRODUCTION

Seasonal forecasting of climate has the potential to bring
substantial benefits to society. Skilful predictions of cli-
mate variables at months, seasons, or even years ahead
would improve society’s ability to plan and mitigate for
future variations in climate. Notable seasonal forecast-
ing skill has been demonstrated for the evolution of the
El Niño–Southern Oscillation (ENSO) (Chen et al. (2004);
Jin et al. (2008)) and the consequent climatic impacts
driven by ENSO (e.g., Trenberth and Caron (2000)), but
much lower forecast skill has been reported at extrat-
ropical latitudes. Recently, however, significant skill has
been demonstrated in predicting the surface winter North
Atlantic oscillation (NAO; Walker and Bliss (1932)) sev-
eral months (Scaife et al. (2014); Athanasiadis et al. (2017);
Baker et al. (2018); Dobrynin et al. (2018)), to more than
a year ahead (Dunstone et al. (2016); Smith et al. (2020)).
The benefits of such predictive ability could be significant,
particularly for the European and North American region.
Further studies have demonstrated skill would be of sig-
nificant value for applications in the power generation
industry (Ely et al. (2013); Clark et al. (2017)), in transport
(Palin et al., 2016), and in anticipating seasonal river flows
(Bell et al., 2017).

High correlation skill for predictions of the NAO has
now been demonstrated in several seasonal forecasting
systems (Athanasiadis et al. (2017); Baker et al. (2018)),
but this skill is a specific feature of the “ensemble mean”
hindcasts and the correlation skill measure – the reasons
for this are discussed extensively in Christiansen (2018).
The amplitude of variations in the ensemble mean hind-
casts is much less than is found in observations. Moreover,
and surprisingly, it has been shown that the ensemble
mean provides significantly higher skill (higher correla-
tion) for predicting the observed NAO than it does for
predicting a single ensemble member from the same fore-
cast system. This is the “signal-to-noise paradox” (Scaife
and Smith, 2018). The evidence suggests that the NAO
in GloSea5 and similar seasonal forecast systems may
be responding more weakly to sources of predictability
than the observed NAO does. This motivates investiga-
tion of what these sources of predictability are and what
the nature of the responses they drive is. If these fea-
tures can be identified and examined, it may be possible to
begin to understand the cause of this weaker response. To
address these challenges, we need to further consider the
information provided by ensemble mean hindcasts.

Consider a seasonal forecast model ensemble initial-
ized each year from observations, with some noise added to
represent the uncertainty in those initial conditions, gener-
ating an ensemble of n forecasts. Each ensemble member
will produce a slightly different response, but they will

cluster around a common forced or predictable response.
The ensemble mean of the resulting n forecasts will be a
good (unbiased) estimator of the result we would obtain if
we had an infinite ensemble. However, the variance of the
ensemble mean will be a biased estimator, as it will con-
tain a contribution from the internal variability (ensemble
spread; 𝜎2

noise∕n).
If we are just interested in the ensemble mean, this

does not present a problem. However, the ensemble mean
is a superposition of a set of climate modes, and a more
detailed analysis of the response of these modes in the fore-
cast involves decomposing the ensemble mean response
into the leading modes of variability, often using an empir-
ical orthogonal function (EOF; Wilks (1995)) analysis
technique.

EOF analysis requires computing covariances (over
time) of the ensemble mean and, as with the variance,
these will also contain a contribution from the internal
variability. For an infinite ensemble, this contribution from
the internal variability 𝜎

2
noise∕n will vanish and we will be

left with a set of modes that are a response to initializa-
tion (and external forcing), a set of forced or “predictable”
modes. For a small ensemble, however, the contribution
from the internal variability may be much larger than any
signal present in the forecast. Hence, for a small ensem-
ble, EOFs computed from the ensemble mean may simply
be modes of internal variability in the model, rather than
the predictable modes we seek. It is unclear how large
an ensemble (n) needs to be before the predictable modes
emerge from the background noise modes when comput-
ing EOFs in this way.

One approach to overcome this and reliably extract the
predictable modes in a finite forecast ensemble is optimal
detection (Allen and Smith (1997); Venzke et al. (1999)).
This statistical technique uses estimates of the internal
variability (derived from the ensemble spread) to guaran-
tee arriving at the best “unbiased” estimates of the lead-
ing predictable modes. It has been successfully used in
previous studies to estimate the predictable modes in cli-
mate model ensembles (Venzke et al. (1999); Sutton and
Hodson (2003)), but it has not as yet been applied to a
hindcast ensemble from an operation seasonal forecast
model. In this article we examine an ensemble of win-
ter (December–February, DJF) hindcasts from the GloSea5
seasonal forecast model and use the optimal detection
technique applied to subseasonal (December–January and
January–February) and seasonal means (DJF) to extract
the leading predictable modes of North Atlantic variabil-
ity across the season. We also compare these modes with
observations.

The article is structured as follows. In Section 2 we dis-
cuss the hindcast ensemble produced using the GloSea5
seasonal forecast system and the observational data used
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2600 HODSON et al.

for evaluation, and we provide an outline explanation of
the optimal detection method used to extract the leading
predictable modes from the hindcast ensemble over the
North Atlantic and how we estimate the scaling between
the observed and model modes. In Section 3 we present the
results, the comparison with observations, and their impli-
cations. Finally, we present our conclusions in Section 4.
Further technical details concerning the scaling of pre-
dictable modes in the hindcasts and observation (defined
as 𝛾) and the relationship between the ratio of predictable
components (RPC; Eade et al. (2014) and 𝛾 are presented
in the Appendix.

2 DATA AND METHODS

2.1 Hindcast ensemble

We analyse data from an ensemble of winter (DJF) sea-
sonal hindcasts/forecasts from the UK Met Office GloSea5
seasonal forecasting system (MacLachlan et al. (2015))
for 1993–2021 (28 years). GloSea5 is a seasonal fore-
casting system consisting of the UK Met Office Atmo-
sphere (GA3.0; Walters et al. (2011); Brown et al. (2012))
coupled to the NEMO ocean (V3.0; Madec (2016)) and
JULES land surface (V3.0; Best et al. (2011)) and CICE
sea ice (V3.0; Hunke et al. (2015)) models. The atmo-
sphere includes 35 levels in or above the stratosphere,
with a fixed lid at 85 km. The atmosphere is initial-
ized from observed state estimates from the operational
four-dimensional data variational assimilation system
for forecast members, and from European Centre for
Medium-Range Weather Forecasts Reanalysis–Interim for
the hindcast members. The ocean and sea ice are initial-
ized from a short-range ocean and sea-ice data assimi-
lation system (FOAM; Blockley et al. (2014)). For more
details, see MacLachlan et al. (2015). These seasonal
hindcast/forecasts were extracted from the Copernicus
Climate Data Store (https://cds.climate.copernicus.eu).
Hindcasts were available for 1992–2016, and forecasts for
2017–2021.

For each winter hindcast/forecast, the model
was initialized from four different start dates in
October–November (October 9, 17, 25, and November 1).
For the hindcasts (1992–2016), seven ensemble mem-
bers were launched for each start date, with the model’s
stochastic physics scheme (MacLachlan et al. (2015))
providing perturbed initial conditions, resulting in a
28-member hindcast ensemble. Fifty ensemble members
were available for the forecast years (2017–2021). We
chose to randomly select 28 members from this ensem-
ble to be consistent with the hindcast ensemble. In the
subsequent analysis, we examine this hindcast/forecast

ensemble for each winter subseason (DJ and JF) together
with the whole winter season (DJF).

To examine how the initialized sea-surface tempera-
tures (SSTs) may drive a DJF atmosphere response, we use
the hindcast/forecast ensemble mean SST for the Novem-
ber immediately preceding each December, both for exam-
ining spatial correlations and for construction an El Niño
(Niño 3.4) index.

2.2 Observed data

Ensemble mean mean-sea-level pressures (MSLP) from
both the European Centre for Medium-Range Weather
Forecasts Reanalysis–Interim (Dee et al., 2011) and the
National Oceanic and Atmospheric Administration 20th
century reanalysis (Compo et al., 2006, https://www.
esrl.noaa.gov/psd/data/gridded/data.20thC_ReanV2.
html) were used as the observed MSLP datasets in the
model–observation comparison. NAO indices (computed
from MSLP station data) were taken from the Climatic
Research Unit NAO dataset (Jones et al., 1997, https://
crudata.uea.ac.uk/cru/data/nao/).

2.3 Statistical significance

We test for the significance (P < 0.05, two tailed) of Pear-
son’s correlation coefficients (correlation, hereafter) in
Figures 2–7. We use a table of critical correlation values
for (P < 0.05, two tailed) (e.g., https://onlinelibrary.wiley.
com/doi/pdf/10.1002/9781118342978.app2). For more
details see von Storch and Zwiers (1999).

Each of the data points in our analysis is separated by
a year; and as the intrinsic time-scale of the atmosphere
is much shorter than this (on the order of days), we may
consider these data points to be statistically independent
from an atmospheric point of view. However, serial corre-
lation that arises from forcings external to the atmosphere
(changing boundary conditions, multidecadal ocean vari-
ability) may lead to an overestimate of the significance of
correlations. von Storch and Zwiers (1999) suggest that,
unlike tests of the mean, estimates of the significance of
correlation are not strongly affected by serial correlation,
at least for low correlation values.

Zwiers (1990) examines the impact of serial correla-
tion on the significance of correlation and shows that
the 95% significance threshold for correlation between
two time series of 20 points is almost unaffected when
each time series has a lag 1 autocorrelation of <0.3. We
repeated these calculation by computing Monte Carlo
estimates of the 95% significance threshold for random
time series of length 28 (as used in this article), with
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increasing levels of serial correlation (lag 1 autocorre-
lation, assuming an autoregressive process of order 1),
using 1 million repeats for each level. The thresholds
are reported in Supporting Information Table S1. We also
computed the lag 1 autocorrelation of the Niño 3.4 and
NAO indices and the principal components (PCs) for
each season (Supporting Information Table S2). Compar-
ing the lag 1 autocorrelations for all the indices and sea-
sons, and their respective adjusted correlation threshold
(from Supporting Information Table S1), it is clear that
the statistical significance for the indices in Figures 2–4
does not change if we correct for serial correlation in
this way.

2.4 Optimal detection

The goal of this analysis is to identify potential sources
of skill in the winter (DJF) GloSea5 hindcasts (Scaife
et al., 2014) over the North Atlantic region (102◦ W–20◦ E,
0◦–80◦ N). Ultimately, any such skill originates from the
observations (atmosphere, ocean, and land) used to initial-
ize the model (observations that are the time integral of
the model response to the slowly varying external forcings;
e.g., greenhouse gases). The atmosphere in each ensemble
member will evolve from its initialized state in response to
any common external forcing and forcing from the ocean
and land surface (which are in turn slowly evolving from
their own initialized states).

Though hindcasts diverge over time (due to growth
of initial differences and stochastic physics parametriza-
tion; MacLachlan et al. (2015)), they will remain clustered
around a “predictable” response. We can use standard EOF
analysis (Wilks, 1995) to decompose this response into the
leading patterns of forced variability, or “predictable mod-
es”. For a hypothetical infinite ensemble, these predictable
modes are simply the leading EOFs of the ensemble mean.
But for a finite ensemble, these EOFs will be contaminated
by a contribution from the sampling of internal variability,
or noise. For a sufficiently large ensemble, this contami-
nation may be small enough such that a simple EOF of
the ensemble mean will be enough to extract modes close
enough to the true predictable modes (which indeed turns
out to be the case in this study – see Supporting Informa-
tion Figures S1–S3). But we would not know the extent
of this contamination without comparing such an analy-
sis with a robust unbiased estimate of the true predictable
modes. However, it is still possible to obtain an unbiased
estimate of these predictable modes in a finite ensemble by
following the methods of Venzke et al. (1999), which we
summarize as follows.

For an ensemble of simulations, X𝑗 is a space × time
matrix representing a spatial field, varying in time (forecast

date), for ensemble member 𝑗. We can write

X𝑗 = XF + 𝝁
𝑗
, (1)

where XF is the “predictable response” common to all
ensemble members and 𝝁

𝑗
is internal variability, or noise

(Ñ(0, 𝜎2
𝜇
)).

Our goal is to determine the leading modes of vari-
ability in the predictable response XF by applying PC/EOF
analysis (Wilks, 1995):

XF = EF𝚲F(PF)T, (2)

where EF are the EOFs (spatial patterns), (PF)T are the PCs
(or associated time series), and 𝚲F are the singular val-
ues (amplitudes) associated with each mode. In order to
compute these modes, we need to calculate the covariance
matrix C = X𝑗(X𝑗)T. For an infinite number of ensemble
members, C = XX

T
, where X is the ensemble mean of

X𝑗 . But, for a finite number of ensemble members, 𝑗, the
resulting covariance matrix will be contaminated by 𝝁

𝑗
.

An alternative approach is to suppress 𝝁
𝑗

before comput-
ing the covariance matrix as follows. First, we compute an
estimate of the noise, 𝝁

𝑗
:

𝝁
𝑗
= X𝑗 − X, (3)

where X is X𝑗 averaged over all ensemble members 𝑗. We
concatenate the 𝑗 noise estimates 𝝁

𝑗
along the t index and

then compute the EOFs of this noise estimate. We retain
the first K of these EOFs, ranked by the fraction of the noise
variance they represent, and construct a new basis from
these K noise EOFs, each weighted by the reciprocal of
the magnitude of the noise variance each represents. The
ensemble mean X is then projected into this new subspace.
Once projected, the ensemble mean now has noise that has
unit variance in each direction in the subspace, by con-
struction. Hence, any additional variance must arise from
the predictable response XF. The leading modes of variabil-
ity in this subspace, therefore, can be used to construct the
leading modes of XF.

Following Venzke et al. (1999), the truncation K is cho-
sen as follows. First, we project the ensemble mean X onto
the Nth noise EOF and compute the resulting variance in
this projection. The ratio of this variance to that of the Nth
noise EOF then gives us a measure of the signal-to-noise
ratio SN in the Nth direction in the noise EOF subspace.
The running mean of SN is then computed:

RK =
1
K

K∑

N=1
SN . (4)

We then choose K when RK first reaches 95% of its
total value when including all noise EOFs. Examining
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(a)

(b)

Number of noise EOFs

Signal/noise

,

,

,

,

F I G U R E 1 (a) Cumulative average ratio of variances
(ensemble mean/noise) with inclusion of each successive noise
empirical orthogonal function (EOF) for each month
(December–January [DJ]: black solid; January–February [JF]: red
dotted; December–February [DJF]: green dashed), divided by the
ratio when using all noise EOFs (i.e., n = 28). The vertical lines
show the chosen noise EOF cut-off for subsequent analysis (DJ: 22;
JF: 11; DJF: 15), where the ratio first exceeds 95% (blue line) of the
value when including all noise EOFs (n = 28). (b) Ensemble-mean
variance versus signal/noise ratio for each optimal filter when
retaining the chosen number of noise EOFs, for DJ (22, black solid),
JF (11, red dotted), and DJF (15, green dashed). The vertical line
marks the signal/noise ratio of 2, used for the optimal filter
truncation. [Colour figure can be viewed at wileyonlinelibrary.com]

Figure 1a, we choose to truncate at K = 22 (DJ), K = 11
(JF), and K = 15 (DJF), as the mean RK exceeds 95% upon
the inclusion of this noise EOF.

We now use these K noise EOFs, combined with the
ensemble mean X, to compute a set of “optimal filters” that
maximize the ratio of ensemble-mean variance to noise
variance (Venzke et al. (1999)). We then use the first R of
these optimal filters to reconstruct the unbiased estimate
of XF(XF)T and hence the leading modes or EOFs. This

second truncation (R) is chosen by comparing the variance
of the ensemble mean projected onto a given optimal fil-
ter with the signal/noise ratio associated with that optimal
filter. Figure 1b plots these quantities for DJ, JF, and DJF.
We then choose to retain the R optimal filters that have a
signal/noise >2; these represent directions that have both
high signal/noise and capture the most variance in the
ensemble mean. Examining Figure 1b, we chose R to be 5
for DJ, 3 for JF, and 4 for DJF. We then use these R optimal
filters to compute our unbiased EOFs of XF.

In summary, the optimal detection procedure is as
follows:

• Compute the ensemble mean of the N members.
• Subtract the ensemble mean from each member pro-

ducing N estimates of the noise.
• Concatenate these N noise estimates along the time

axis.
• Compute the EOFs of this, giving the noise EOFs.
• Select the leading K noise EOFs that capture most of the

variance in the ensemble mean.
• Project the ensemble mean onto these noise EOFs, each

weighted by the reciprocal of their corresponding singu-
lar value (eigenvalue). All noise in this projection will
now have unit variance.

• Compute the EOFs of this projection. The resulting
EOFs will be the directions/modes that have a high
signal/noise ratio.

• From these EOFs, select the R leading EOFs that have
singular values >2 (signal∕noise > 2).

• Project these R EOFs back onto the noise EOFs, each
weighted this time by their corresponding singular
value. We now have a filtered ensemble mean – a recon-
struction of the ensemble mean where noise has been
suppressed.

• Compute the EOFs of this filtered ensemble mean.
These are the predictable modes.

This represents an outline sketch of the optimal detec-
tion method – in order to explain the purpose of the
two truncation choices K and R. A more comprehen-
sive description of this procedure can be found in Venzke
et al. (1999).

2.5 Estimating predictable response
ratio

(Scaife and Smith, 2018) show that the NAO index in the
GloSea hindcast has a lower amplitude than that seen in
observations, yet both are well correlated (0.62) (Scaife
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et al., 2014). This suggests that both the model and the
observed NAO are responding to a common source of pre-
scribed external forcing and hence contain a common pre-
dictable (forced) signal or mode. However, the amplitude
of this forced, predictable mode is smaller in the model
than in observations. If we assume that such a predictable
(forced) mode exists both in the model hindcasts (Xmodel)
and observations (Y obs) and that these modes are identi-
cal except for a scaling 𝛾 , then we can express the relation
between model and observations as:

Y obs = 𝛾Xmodel (5)

We can estimate 𝛾 using estimates of Xmodel derived
from the optimal detection analysis already described
herein. This estimate of 𝛾 will be a joint property of the
forecast model and the observations, so estimates of 𝛾 with
other seasonal forecast models may differ. We note that
𝛾 is equivalent to 1∕𝛽 as defined by Siegert et al. (2016),
and that 𝛾 is also related to the RPC as defined by Eade
et al. (2014); we explore this further in Appendix A.2.

For example, to estimate 𝛾 for DJ, we compare the
regression patterns for observations regressed (over the
time index) on the first PC (the time series associated
with the first predictable mode) in Figure 6a with that for
the hindcast ensemble mean regressed on the same PC
in Figure 6b. Then, for each grid point (k, l), we pair the
regression value (Y obs

kl ) for the observations with the regres-
sion value (Xmodel

kl ) for the hindcast ensemble mean. We
exclude any grid points where the regression value is not
significant (P < 0.05) in either observations or the model.

We then fit a regression line through all these points
(Y ,X). The resulting regression slope is an estimate of
the amplitude ratio 𝛾 between the observations and the
model. However, this will be a biased estimate of 𝛾 , as it is
dependent on the ensemble size J (see Appendix A.1). To
provide a robust estimate of the limiting value for J →∞,
we subsample the ensemble for each ensemble size up to
J (∼100 times for each ensemble subsample) and recom-
pute 𝛾 . Figure 8 shows this variation for the two leading
modes in DJ and JF. We then fit a function to extract an
estimate of the value of 𝛾 in the limit J → ∞. For more
details, see Appendix A.1.

3 RESULTS

We now present the analysis of the GloSea5 winter hind-
casts. We first consider the DJ and JF subseasons, before
proceeding to examine the full winter season (DJF). We
perform the optimal detection already described herein, on
monthly mean MSLP data for each season/subseason, over
the North Atlantic region (102◦ W-20◦ E, 0◦–80◦ N). We
apply the noise and signal/noise truncations described in

Section 2.4 and then examine the two leading modes pro-
duced by the final steps of the optimal detection analysis
described earlier herein. In each case, North’s rule (North
et al., 1982) shows that these modes are distinct – the val-
ues of (𝜆1 − 𝜆2)∕𝜆1(2∕N)1∕2 (i.e., the ratio of the difference
between the first and second eigenvalues, 𝜆1 − 𝜆2, to the
estimate of the spread, 𝜆1(2∕N)1∕2) are all >1: DJ, 1.02; JF,
1.30; DJF, 1.31. We note that these ratios are still<2, and so,
as (North et al., 1982) suggests, there may still be a degree
of mixing between these modes (especially in DJ).

3.1 DJ subseason

Figure 2 shows the two leading predictable mode estimates
over the North Atlantic region, both time series (PCs:
Figure 2a,b) and spatial patterns (EOFs: Figure 2c,d) from
the optimal detection analysis of DJ. We have retained
22 noise EOFs (K = 22) and five optimal filters (R = 5)
(Figure 1). The first leading predictable mode in DJ MSLP
explains 35% of the variance in the ensemble mean and
has an NAO-like dipole structure (Figure 2c). This mode
has a time series (PC) that is significantly correlated with
the observed NAO (0.45, P < 0.05), but not the observed
Niño 3.4 index for the preceding November (Figure 2a).
The global extent of this mode is revealed by regress-
ing the ensemble-mean MSLP onto this PC (Figure 2e).
Correlating this PC with model SSTs from the preced-
ing November (to avoid capturing ocean responses to the
atmosphere mode) shows significant but weak correla-
tions of this mode with the SSTs over the Indian Ocean
and west northern Atlantic Ocean (Figure 2g). Similar cor-
relation patterns are produced when November SSTs are
correlated with a station-based NAO index (constructed
as the observed NAO index: Lisbon–Reykyavik) computed
from the ensemble-mean MSLP (Supporting Information
Figure S4).

The second predictable mode in DJ explains 19% of the
variance in the ensemble mean. The time series (PC) is
significantly correlated with an observed Niño 3.4 index
(0.80, P < 0.05), but not with the NAO index. Regressing
the ensemble-mean MSLP onto this PC reveals a structure
similar to the ENSO-related Pacific North America (PNA)
wave-train pattern (Wallace and Gutzler, 1981), with a
notable low pressure centred over the UK (Figure 2d,f).
This PC is strongly correlated with tropical Pacific SSTs
from the preceding November in a characteristic El Niño
structure (Figure 2h) .

Interestingly, these leading predictable modes are very
similar, spatially and in time, to the two leading modes
from a standard EOF analysis of the ensemble mean (Sup-
porting Information Figure S1), suggesting that, for DJ,
the forced responses in these predictable modes may be
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2604 HODSON et al.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Niño 3.4Niño 3.4

F I G U R E 2 The first two predictable modes of December–January (DJ) mean-sea-level pressure (MSLP; retaining 22 noise empirical
orthogonal functions and the first five signal-to-noise-maximizing empirical orthogonal functions). (a) Black-solid: time series (principal
component [PC]) of the first predictable mode. Blue-dashed: observed DJ North Atlantic oscillation index (Climatic Research Unit).
Red-dotted: Niño 3.4 index (hindcast ensemble mean sea-surface temperature from preceding November averaged over 120◦–170◦ E, 5◦ S–5◦

N). Correlations between the PC and each index are shown below the panel. Correlations in parentheses are significant (P < 0.05). Time axis
shows year that hindcast was started (e.g., October–November). (c) First predictable mode of DJ MSLP. Percentage below panel is fraction of
the variance this mode explains of the ensemble mean. (e) Hindcast ensemble-mean MSLP regressed onto the first (standardized) PC. Units:
hPa/standard deviation of PC. Contour interval 0.5 hPa. (g) Ensemble-mean hindcast sea-surface temperature from the preceding November
correlated with PC. In (e) and (g), regions are only where the correlation is significant (P < 0.05). (b, d, f, h) as (a, c, e, g) but for second
predictable mode. [Colour figure can be viewed at wileyonlinelibrary.com]
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HODSON et al. 2605

sufficiently strong that the 28-member ensemble is large
enough for a standard EOF analysis to give a good estimate
of the predictable modes. However, it would be difficult to
know this was the case without the comparison with the
optimal detection results.

3.2 JF subseason

Figure 3 shows the two leading predictable mode esti-
mates over the North Atlantic region in JF. We have
retained 11 noise EOFs (K = 11) and three optimal filters
(R = 3) (Figure 1). The first predictable mode (Figure 3c)
explains 30% of the ensemble mean variance and is again
a north–south dipole pattern, but with pronounced tilt.
The PC (Figure 3a) is significantly correlated with the
observed Niño 3.4 index from the preceding November
(0.77, P < 0.05), but not the JF NAO. The global regres-
sion (Figure 3e) reveals a PNA-like pattern again, with
significant correlations with tropical Pacific SSTs from the
preceding November (Figure 3g).

The second mode (Figure 3d) explains 13% of the
ensemble mean variance and features a band of anoma-
lous high pressure between the Labrador Sea and the
Iberian Peninsula. The PC (Figure 3b) is not significantly
correlated with either the Niño 3.4 or the NAO index, and
the regression (Figure 3f) weakly projects onto a PNA-like
pattern, consistent with the weak tropical SST correlations
(Figure 3h).

For JF, unlike DJ, the leading predictable modes are
less similar to those from a standard EOF analysis applied
to the ensemble mean (Supporting Information Figure S2);
the optimal detection captures more of the El Niño vari-
ability in the leading mode, suggesting that the standard
EOF analysis results are more contaminated with internal
variability, perhaps due to the longer time since initializa-
tion, compared with DJ.

3.3 DJF season

Over the full winter season (DJF), we retain 15 noise
EOFs (K = 15) and four optimal filters (R = 4) (Figure 1).
The first predictable mode explains 38% of the ensemble
mean variance, and is again a north–south dipole pattern
(Figure 4c). The PC is weakly, but significantly, corre-
lated with the observed November Niño 3.4 index (0.39,
P < 0.05) but not the DJF NAO. The global regression
(Figure 4e) reveals a PNA-like pattern again, with weak but
significant correlations with tropical Pacific SSTs from the
preceding November (Figure 4g).

The second mode (Figure 4d) explains 16% of the
ensemble mean variance, and the PC is strongly correlated

(0.89, P < 0.05) with the November Niño 3.4 index
(Figure 4b). The regression (Figure 4f) is again a PNA-like
pattern, consistent with the strong El Niño-like tropical
SST correlations (Figure 4h).

Again, these leading predictable modes over the North
Atlantic region for DJF are very similar to those from a
standard EOF analysis applied to the ensemble mean (Sup-
porting Information Figure S3), suggesting that, with 28
ensemble members, averaging over the extended season
may be enough to extract the predictable modes. Although,
again, we can only know this by comparison with the
optimal detection results.

In summary, the two leading predictable modes over
the North Atlantic region during winter are an NAO-like
mode and a PNA-like mode. The NAO-like mode is more
prominent in early winter (DJ) and is significantly corre-
lated with the observed NAO, whereas the PNA-like mode
is more prominent in late winter (JF) but maintains a
significant correlation with a November El Niño index
throughout winter.

3.4 Drivers

In JF, the time evolution of the leading mode over the
North Atlantic (Figure 3a) is significantly correlated with a
Niño 3.4 index of the preceding November hindcast SSTs.
This relationship is clearer in Figure 3g, where correlations
show a clear El Niño-like pattern across the Pacific. We
can be confident, therefore, that the JF leading predictable
mode is primarily a PNA-like mode driven by El Niño SST
anomalies.

Whereas the JF PNA-like mode is associated with an
El Niño SST, the NAO-like DJ mode is associated with
a strong preceding November SST signal in the Indian
Ocean in DJ (Figure 2g). Further examination reveals that
the majority of this Indian Ocean signal is due to the warm-
ing trend in the region projecting onto the trend in the
NAO-like mode PC (Figure 2a). Removing these trends
in the DJ PC1 and November SST greatly reduces this
signal (Figure 5a) but does not remove it entirely. Compar-
ing a region box-average of November detrended Indian
Ocean SSTs with a detrended DJ PC1 (Figure 5b) reveals
a significant remaining correlation (0.56) – a similar, but
slightly weaker, correlation (0.47), is found using the
ensemble mean hindcast November SSTs. This detrended
DJ PC1 also remains significantly correlated with the
observed DJ NAO (0.39). A similar picture emerges if we
use a station-based (Lisbon–Reykyavik) NAO index com-
puted from the ensemble mean (Supporting Information
Figure S4).

This correlation suggests that variability in the Indian
Ocean is potentially responsible for some of variability
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Niño 3.4 Niño 3.4

F I G U R E 3 As Figure 2, but for January–February (JF), retaining 11 noise empirical orthogonal functions and three
signal-to-noise-maximizing empirical orthogonal functions. Again, the time axis shows year that hindcast was started (e.g.,
October–November); hence, 1996 would mean January 1997, as forecast was initialized in October–November 1995. [Colour figure can be
viewed at wileyonlinelibrary.com]
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Niño 3.4 Niño 3.4

F I G U R E 4 As Figure 2, but for December–February (DJF), retaining 15 noise EOFs and four signal-to-noise-maximizing EOFs (T15
SN0-3). [Colour figure can be viewed at wileyonlinelibrary.com]
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(a) (b)

F I G U R E 5 (a) Regression of detrended November ensemble-mean hindcast sea-surface temperature (SST) onto detrended
December–January (DJ) first principal component (PC1; Figure 2a) – as Figure 2g. Units: ◦C/standard deviation. Shaded regions are where
the correlation between SST and the PC is significant (P < 0.05). (b) Black-solid: index of detrended November ensemble-mean hindcast SST
averaged over Indian Ocean box in (a). Black-dotted: as black-solid index, but only averaging over shaded (significant, P < 0.05) region in box
in (a). Red dash-dotted: detrended DJ PC1 (Figure 2a). Blue dashed: North Atlantic oscillation index (Climatic Research Unit; as Figure 2).
Red figure in lower right: correlation between Indian Ocean index (black) and detrended DJ PC1 (red). Correlation between dashed line and
detrended DJ PC1 is given in parentheses. Blue figure in lower right: correlation between detrended DJ PC1 and observed DJ North Atlantic
oscillation index (Climatic Research Unit; as Figure 6c). [Colour figure can be viewed at wileyonlinelibrary.com]

in early winter DJ NAO-like predictable mode. Such a
link is consistent with previous studies examining the
impact of tropical SSTs on the global circulation (Molteni
et al. (2015); Scaife et al. (2017); Abid et al. (2021)). Rodwell
and Folland (2002) demonstrated that the observed NAO
can be partly reproduced in an atmospheric general circu-
lation model forced by observed SSTs, with observed and
model NAO having a correlation of 0.41. Further studies
suggest that this NAO variability is driven from the Trop-
ics (Hoerling et al., 2001) but that the amplitude of the
NAO signal is smaller than observed (Hurrell et al., 2004).
An earlier study by Farrara et al. (2000) had suggested a
link between the NAO and the Indian Ocean. Later stud-
ies demonstrated the Indian Ocean warming trend could
drive a trend in the model NAO (Hoerling et al. (2004);
Bader and Latif (2005); SanchezGomez et al. (2008)). Fur-
thermore, Cassou (2008) showed that the phase of the
Madden–Julian oscillation in the Indian Ocean influences
the NAO. A further recent study by Hardiman et al. (2020)
demonstrates a clear link between the Indian Ocean dipole
and the predictability of the 2019–2020 NAO, detailing
a teleconnection pathway that extends over the Atlantic
and into the polar stratosphere, leading to an enhanced
positive NAO. Examination of Figure 5 suggests that a
significant fraction of the variability in this NAO-like
predictable mode is either driven by Indian Ocean SST
variability (both the trend and the variability about that
trend) or both are responding to a common external forc-
ing. These previous studies suggest that it is the Indian
Ocean SST variability that is driver in this case and that

models significantly underestimate the observed magni-
tude of this response. It is also important to acknowledge
that some of the predictability of the NAO-like mode may
arise from the atmospheric initial conditions (Stockdale
et al., 2015).

3.5 Comparison with observations

How does the spatial pattern of the NAO-like leading
predictable mode compare with the corresponding mode
in observations? We can estimate this by repeating the
regression of MSLP onto the first PC (Figure 2e) using
observed MSLP rather than the hindcast ensemble-mean
MSLP.

The agreement between the spatial patterns for obser-
vations (Figure 6a) and the model (Figure 6b) is strikingly
clear across the whole Atlantic. However, the magnitude
of the regression pattern for the observations is approx-
imately three times larger than for the hindcast. This
scaling is further illustrated in Figure 6c, which com-
pares the NAO-like time series produced by projecting
MSLP of the hindcast ensemble members and observa-
tions onto the DJ NAO-like mode (Figure 2c). The observed
NAO-like indices usually fall within the hindcast ensem-
ble range, but the variance of the ensemble mean hindcast
NAO-like index is much lower than that of the observa-
tions in spite of the correlation between the two. This is
the signal-to-noise problem described by Eade et al. (2014),
Dunstone et al. (2016), and Scaife and Smith (2018).
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(a) (b)

(b)

F I G U R E 6 Comparison of December–January (DJ) North Atlantic oscillation (NAO)-like predictable mode in model and
observations. (a) Observed (European Centre for Medium-Range Weather Forecasts Reanalysis–Interim) DJ mean-sea-level pressure (MSLP)
regressed onto standardized first DJ principal component (PC; DJ PC1 Figure 2a). Units: hPa/standard deviation. (b) DJ model
ensemble-mean MSLP regressed onto standardized DJ PC1. Shaded regions are where the correlation between MSLP and the PC is significant
(P < 0.05). (c) Model ensemble-mean NAO index (black solid) and multiplied by 3 (black dotted). The 2𝜎 (standard deviation) ensemble
spread is shaded in grey. Red dash-dotted: NAO index in European Centre for Medium-Range Weather Forecasts Reanalysis–Interim
observations (computed by projecting observations onto the first DJ empirical orthogonal function, Figure 2a). Blue dashed: as red
dash-dotted, but for National Oceanic and Atmospheric Administration 20C RA. [Colour figure can be viewed at wileyonlinelibrary.com]

Repeating the same analysis for the JF leading pre-
dictable (PNA-like) mode reveals a similar, more global,
consistency between the observations and the hindcast
(Figure 7), and there is also closer agreement on the mag-
nitude of the observed and hindcast regression patterns.

To further investigate the signal-to-noise problem in
this relationship between the amplitude of the predictable
signals in the model and in observations, we use the
approach outlined in Section 2.5 and described in detail
in the Appendix. Eade et al. (2014) compute an RPC to
quantify the scaling between the predicted and observed
responses. Here, we make no assumptions about how
to construct the leading predictable modes (i.e., by tak-
ing differences between observed MSLP at two points
to construct an NAO index), which may be biased spa-
tially toward the observations, but simply use the leading
modes that emerge from the optimal detection analysis.
This allows us to use all the spatial information contained
in the regression patterns (Figure 6a,b) to compute the
best scaling, 𝛾 , between these patterns in the presence of
noise. This provides a complementary approach to Eade

et al. (2014) to quantifying the signal-to-noise problem.
The relationship between these two approaches (𝛾 and
RPC) is discussed in the Appendix. The estimate of this
scaling ratio 𝛾 (between the amplitude of the predictable
mode in observations and its amplitude in the hindcasts;
e.g., Obs = 𝛾Model)) is shown in Figure 8. This analysis
suggests that the NAO-like mode in DJ in observations has
an amplitude that is about three times larger than in the
hindcasts, consistent with previous estimates of scale of
the signal-to-noise problem (Eade et al. (2014); Dunstone
et al. (2016); Scaife and Smith (2018)). If we repeat this
analysis for the second (PNA-like) mode in DJ (Figure 2d),
the amplitude is also larger in observations than in the
hindcasts, but the discrepancy in amplitude is much less,
about 1.4 times larger.

Repeating this analysis for both JF predictable modes
reveals a similar picture: the leading PNA-like predictable
mode has again a scaling of about 1.4 (as in DJ), and the
second JF mode has a slightly higher scaling of 2. These
results suggests that the signal-to-noise problem does not
affect all predictable modes equally.
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(a)

(c)

(b)

F I G U R E 7 As Figure 6, but for January–February leading mode. [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 8 The variation of ratio (𝛾) of the amplitude of the
observed to model predictable mode for the first two leading modes
in December–January (DJ) and January–February (JF), with size of
the model ensemble. First principal component (PC1; blue solid) is
the North Atlantic oscillation-like mode in Figure 2e; PC2 (red
dotted) is the Pacific North America-like forced mode in Figure 2f.
Dashed lines are a fit using the function in Equation A.10. Thin
lines show ±1 standard deviation across the subsampling ensemble.
[Colour figure can be viewed at wileyonlinelibrary.com]

Overall, our results suggest that the space–time struc-
ture of the predictable NAO-like mode is well captured
in the GloSea5 hindcasts, but crucially its amplitude is

significantly underestimated, and this muted amplitude
may point to errors in specific model processes involved
in the representation of the NAO in forecast models, such
as eddy feedback (Scaife et al., 2019) or ocean–atmosphere
coupling (Ossó et al., 2019), and affect its response to
Indian Ocean SSTs.

4 CONCLUSIONS

In this study we have investigated the predictable “mod-
es” (space–time patterns common to all ensemble mem-
bers) of North Atlantic atmospheric circulation variabil-
ity in a set of 28 winter (DJF) seasonal hindcasts span-
ning the period 1993–2021. A key motivation was the
puzzling evidence of a “signal-to-noise paradox” (Eade
et al. (2014); Scaife et al. (2014); Scaife and Smith (2018))
in seasonal forecast systems that exhibit skill in predicting
the NAO, including GloSea5 (Baker et al. (2018)), wherein
ensemble-mean forecasts exhibit higher correlation skill
when evaluated against observations than when evaluated
against a single ensemble member from the same predic-
tion system. A novel aspect of our analysis was the use
of a powerful method (Venzke et al. (1999)) to identify
the predictable modes in the presence of contaminating
noise. This method enabled us to study the evolution of
the predictable signals through the winter basis (DJF).
We also develop and use a method of quantifying the

 1477870x, 2023, 755, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4522 by T
est, W

iley O
nline L

ibrary on [08/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com


HODSON et al. 2611

scaling between the predictable modes in the observa-
tions and the hindcast ensemble, which complements the
approach of Eade et al. (2014). The key findings are as
follows:

• We identified two predictable modes over the North
Atlantic region: a “PNA-like mode”, a response to trop-
ical SST variability, and an “NAO-like mode”. The
PNA-like mode is the leading predictable mode over the
North Atlantic during late winter (JF) but not in early
winter (DJ), when it is the second mode. The NAO-like
mode is the leading predictable mode over the North
Atlantic in DJ. Its spatial pattern in DJ closely resem-
bles the canonical NAO pattern and it is significantly
correlated with the observed NAO index (r ∼ 0.45).
Though these modes are separated according to North’s
rule (North et al., 1982), this separation is not very
large, and so there may be a degree of mixing between
them.

• Whereas the PNA-like forced mode has a strong link to
the tropical Pacific SSTs, the NAO-like mode appears
linked to Indian Ocean SSTs in the preceding Novem-
ber. Part of this link is due to mutual trends in Indian
Ocean SSTs and the NAO-like mode time series dur-
ing 1993–2021, but the correlations persist even when
these trends are removed. This is consistent with many
previous studies and suggests that Indian Ocean SST
variability drives at least part of the predictability of the
NAO-like mode in GloSea5.

• The amplitude of the NAO-like mode in DJ is around
three times larger in observations than is found in
the model ensemble mean. This is evidence of the
signal-to-noise problem discussed by Scaife et al. (2014)
and Eade et al. (2014). Our results suggest that, for the
GloSea5 winter forecasts, this signal-to-noise problem
is particularly associated with the NAO-like mode. Our
estimate of the scaling is larger than that of Eade
et al. (2014), potentially due to the separation of the pre-
dictable modes in our approach. The PNA-like mode
also appears to be weaker in the hindcasts than in obser-
vations, but the discrepancy in amplitude is much less
(factor ∼1.4) than for the NAO-like mode. This suggests
that the weaker response of the forecast system com-
pared with observations may not be global, but may
be more confined to specific processes or teleconnec-
tion pathways. This could suggest that specific processes
or teleconnection pathways may be muting the forc-
ing signal from the Indian Ocean. It is also possible
that processes governing the influence of atmospheric
initial conditions on the predictability of the NAO-like
mode are poorly represented in the model (Stockdale
et al. (2015); O’Reilly et al. (2018); Nie et al. (2019)).

However, the evidence for this problem arising from
errors in the initial conditions is weakened by recent
studies showing that uninitialized models also exhibit a
signal-to-noise problem (Klavans et al., 2019).

Our results, consistent with Hardiman et al. (2020),
suggest that an important source of predictability in the
NAO may be the Indian Ocean SSTs, but that key mech-
anisms, processes, or teleconnection pathways that com-
municate tropical variability to the NAO may be muted or
damped in models in comparison with the real world. This
suggests the need for focused attention on teleconnections
to the NAO to resolve the signal-to-noise problem.

The predictable modes we have examined in this study
are specific to the GloSea5 seasonal forecast model, so
our conclusion herein may not extend to other seasonal
forecast models. However, GloSea5 is not the only sys-
tem to exhibit the signal-to-noise problem (Athanasiadis
et al. (2017); Baker et al. (2018); Klavans et al. (2019)), and
so it would clearly be valuable to apply the same analysis
used here to other forecast systems to see whether similar
results are obtained. Furthermore, there is strong evidence
that the signal-to-noise problem is not limited to seasonal
predictions of the NAO (Athanasiadis et al. (2017); Klavans
et al. (2019)). Thus, the methods used in this study could
usefully be applied to other predictions.

We note that in DJ and DJF, for the 28-member ensem-
ble, a standard EOF analysis of the ensemble mean would
have been sufficient to extract the predictable modes. How-
ever, we only know this by comparison with the opti-
mal detection results. Is there a simpler method of judg-
ing whether an ensemble is large enough to confidently
recover the predictable modes from a standard EOF analy-
sis? This would certainly be a valuable area of future work.

A limitation of our method is it assumes that pre-
dictable signals can be separated into linearly independent
components. In reality, nonlinear interactions may well
exist; for example, the impact of the quasi-biennial oscil-
lation may be sensitive to the phase of ENSO or vice versa
(Garfinkel and Hartmann (2008); Hansen et al. (2016)).
Investigating the possibility of such nonlinear interactions
would be another valuable area for future work.
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APPENDIX A

A.1 Estimating the predictable response ratio 𝜸
In Section 2.5 we discuss evidence that the amplitudes
of observed predictable modes (or forced modes) have a
greater amplitude than predictable modes in the GloSea5
hindcasts. In this section we derive an estimate of the ratio
of these amplitudes, 𝛾 .

Consider a common predictable mode, XF that is the
(outer) product of a spatial pattern a

_
and the time variation

of that pattern x
_

F (a time series):

XF = a
_
x
_

F
, (A.1)

where x
_

F has unit length:

x
_

Fx
_

FT = 1. (A.2)

Here, bold symbols are matrices (dimensions of
space × time), and underscored symbols (e.g., a

_
) are vec-

tors (dimension of either space or time).
A hindcast model ensemble member

X𝑗 = XF + 𝝁
𝑗

(A.3)

is composed of the predictable mode (or forced response)
XF and a noise term (with a time mean of zero) 𝝁

𝑗

(N(0, 𝜎2
𝜇

)), where 𝑗 is an index for each ensemble mem-
ber. Here,𝝁

𝑗
represents all the atmospheric variability that

is not due to the external forcing. We assume XF has a
zero time mean and a variance 𝜎

2
F (XF ∼ N(0, 𝜎2

F)). The
ensemble mean is

X = 1
J

J∑

𝑗=1
X𝑗 . (A.4)

We define the true (observed) amplitude of this mode
as a factor of 𝛾 larger; hence, our single real-world
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ensemble member is given by Xo:

Xo = 𝛾XF + 𝝐, (A.5)

where 𝝐 is a noise term (N(0, 𝜎2
𝜖
)). If we regress each “spa-

tial point” of Xo onto the time evolution of XF (x
_

F), the

regression slope estimate 𝛽

_ o
is

𝛽

_ o
=

Xox
_

FT

x
_

Fx
_

FT = Xox
_

FT
, (A.6)

which follows from Equation (A.2).
Similarly, for the ensemble mean X:

𝛽

_ m
=

Xx
_

FT

x
_

Fx
_

FT = Xx
_

FT
. (A.7)

𝛽

_ o
and 𝛽

_ m
are vectors with a “spatial” dimension (i.e.,

labelled by the model spatial grid points). We can now
regress these vectors together to give an estimate of the
scaling �̂� :

�̂� =
𝛽

_ o
𝛽

_

T

m

𝛽

_ m
𝛽

_

T

m

=
(Xox

_
FT)(Xx

_
FT)T

(Xx
_

FT)(Xx
_

FT)T
. (A.8)

Using Equations A.4,A.3, and A.5, and that the expec-
tation value of the product of two uncorrelated noise terms
is zero, we arrive at

�̂� = 𝛾a2

a2 + 1
J
𝜎

2
𝜇

(A.9)

= 𝛾

1 + 𝛼

J

, (A.10)

where 𝛼 = 𝜎
2
𝜇
∕a2.

We now have a simple form for �̂� , our biased estimate
of 𝛾 , in terms of ensemble size J and two fitting parameters,
𝛼 and the true value of 𝛾 . We can now use this expres-
sion with multiple subsamples (of varying sizes, 1 … J) of
the full ensemble and fit, Equation (A.10), to obtain our
unbiased estimate of 𝛾 (Figure 8).

A.2 Relationship of 𝜸 to RPC
The scaling factor 𝛾 is directly related to the RPC discussed
by Eade et al. (2014) in their analysis of the GloSea5 NAO
hindcasts. We examine this relationship in this section.

If we consider two variables y and x, the least-squares
regression slope estimate 𝛽(y, x) between these two vari-
ables is related to their correlation r(y, x) by

𝛽(y, x) = r(y, x)
(
𝜎y

𝜎x

)
, (A.11)

where 𝜎
2
y is the variance of y, and similarly for x.

This is because

𝛽(y, x) =
yxT

xxT

r(y, x) =
yxT

(yyTxxT)1∕2 .

The RPC is defined as the ratio of the magnitude of
the signal in the observation to that in the model hindcast.
Eade et al. (2014) define the RPC as

RPC(xo
, x) = r(xo

, x)
√

𝜎
2
sig∕𝜎

2
tot

,

where xo are the observations and x is the model ensem-
ble mean. 𝜎2

sig is the variance of the ensemble mean (𝜎2
x
),

and 𝜎
2
tot is the mean of the (time) variance of each ensem-

ble member. Examining this relation, we can see that if
𝜎

2
tot = 𝜎

2
o (the mean variance over time of the ensemble was

equal to the variance over time of the observations), then
we would have Equation (A.11). This implies that, if the
model and observations are drawn from the same distribu-
tion (and hence have the same variance), the RPC is simply
the regression slope between the two.

The RPC is computed between the observations and
the model ensemble mean at every grid point s, and so
varies across the spatial domain. As discussed in Appendix
A.1, 𝛾 is a scaling factor that applies to a spatial pre-
dictable mode, and so 𝛾 is constant across the spatial
domain.

If, for the moment, we assume that both the model
and observations can be explained by a single predictable
mode, as in Equations A.1,A.3, and A.5, then the RPC at a
grid point s can be expressed as

RPC(Xo
s ,Xs) =

Xo
s Xs

T

(Xo
s XoT

s XsXs
T
)1∕2

(
𝜎tot

𝜎sig

)

=
Xo

s Xs
T

XsXs
T

(
𝜎tot

𝜎o

)
.
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Substituting in Equations A.5 and A.4:

RPCs =
(𝛾XF

s + 𝜖)(XF
s +

1
J

∑
𝑗
𝜇𝑗)T

(XF
s +

1
J

∑
𝑗
𝜇𝑗)(XF

s +
1
J

∑
𝑗
𝜇𝑗)T

(
𝜎tot

𝜎o

)

=
𝛾

a2
s

T−1

( a2
s

T−1
+ 1

J
𝜎

2
𝜇
)

(
𝜎tot

𝜎o

)

= 𝛾

1 +
(T−1)𝜎2

𝜇

Ja2
s

(
𝜎tot

𝜎o

)
,

where as is a
_

from Equation (A.1), at a particular grid point
s, and T are the number of time points.

This shows that the RPC at grid point s is proportional
to 𝛾 weighted by the magnitude of the predictable mode
pattern at that grid point. We can make a further simplifi-
cation if we assume that the variance of the observations
𝜎o is the same as the variance of each ensemble member
𝜎tot (which is likely, as models tend to be tuned so that this
is the case), in which case the RPC at s becomes

RPCs =
𝛾

1 +
(T−1)𝜎2

𝜇

Ja2
s

.

In practice, the model and observations will be the sum
over M predictable modes XF

m; hence, we can rewrite
Equations A.3 and A.5 as

X𝑗 =
∑

m
XF

m + 𝝁𝑗

Xo =
∑

m
𝛾mXF

m + 𝝐.

Alternatively, we can write this in a matrix for-
mat (a standard EOF or singular value decomposition
description):

X𝑗 = E𝜦PT + 𝝁
𝑗

Xo = E𝜞𝜦PT + 𝝐,

where E is a space ×M matrix, Λ an M ×M matrix, PT an
M × T matrix, such that

EET = I
PPT = I,

and𝚪 is an M ×M diagonal matrix containing the 𝛾m along
the diagonals.

Using this more general approach, RPCs becomes

RPCs =
Es𝜞𝜦

2ET
s

Es𝜦
2ET

s + 1
J
𝜎

2
𝜇

(if we again, assume that 𝜎o = 𝜎tot).
This means that the RPC is the sum of the 𝛾m for all

modes, weighted by the variance (𝚲2) of each mode, and
the value of the predictable mode at that spatial point,
all normalized by the equivalent in the model ensemble
mean. In other words, whereas the 𝛾m reflect the scalings
of each mode, the RPC is a weighted sum of these scalings.
In the case where the 𝛾m = 𝛾 (i.e., are identical – all pre-
dictable modes are scaled by the same factor), 𝚪 = 𝛾I and
in the limit of large J (ensemble size), RPC and 𝛾 would
be identical. We believe however, from the evidence pre-
sented in this article, that the scaling for predictable modes
of climate may not be identical and that this may warrant
examination of the different physical processes associated
with the different predictable modes.
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