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Abstract 
 

 

 

 

Ionic liquids (ILs) are a group of materials, composed solely of ions, which exist in their liquid state 

at functional temperatures i.e., ≤100 ℃. ILs are novel fluids which can exhibit unique combinations 

of desirable properties, compared to traditional molecular liquids. This ability means there is much 

interest in their use for a vast range of applications, from the most specialised to the most common, 

such as solvents, catalysis and energy storage or conversion. To employ a new material in any 

application, a thorough understanding of its nanoscopic and macroscopic behaviours is imperative. 

In ILs, the nanoscopic environment is far more complex than a molecular liquid. These materials 

consist of two different ions at minimum. To be liquid at low temperatures, the ions tend to be 

bulky or asymmetric. Furthermore, an extensive choice of ions produces an immense estimate of 106 

potential ILs. Together, these attributes make the fundamental study of ILs and their electronic 

behaviours more intriguing than that of a typical liquid. One prominent experimental method used 

to study these behaviours is X-ray photoelectron spectroscopy (XPS). The core levels can be 

investigated to examine binding energy (EB) shifts and peak widths to gather information on the 

system such as composition and chemical states. Further information, such as bonding, local 

geometric structures or oxidation states can only be hypothesised. In this thesis, a combined 

theoretical and experimental approach is used to investigate the nature of EB shifts of ILs. This 

combined approach allows a more comprehensive analysis than would be possible with either 

method alone. In particular, an approach employing density functional theory (DFT) enables 

effective electronic simulation to complement the experimental data. ILs are studied in the bulk 

form and at an interface with a titanium dioxide (TiO2) surface. It is first determined that the initial, 

ground state, of the IL system is the dominant influence in measured XPS peaks. The complex 

interplay of the various types of interactions in the IL system is carefully studied, to demonstrate 
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that when simulating these complicated systems, long-range interactions are critical to the electronic 

behaviour and a basic gas phase, lone ion pair approach is insufficient. The method developed to 

simulate EB is applied to a further four ILs to demonstrate its validity in predicting component EB 

separations. This method is also shown to reproduce peak EB shifts observed in experiments, 

establishing for the first time that these shifts originate in the initial state rather than the final state. 

New XPS and normal incidence X-ray standing wavefield (NIXSW) data is presented for an IL 

monolayer on a rutile (110) TiO2 surface. Excellent agreement is found between the experimental 

and the calculated geometric adsorption structure. Calculations on TiO2 are further evaluated at a 

range of scales, from lone ion pair to bulk models, to find that the ions have contrasting preferred 

adsorption geometries based on the local liquid (or lack thereof) environment. Calculated bond 

length differences are observed between geometry optimisation calculations at 0 K and ab initio 

molecular dynamics (AIMD) simulations at 298 K and 398 K. 
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1. Introduction 
 

 

 

 

1.1. Background 

 

Televisions, artificial muscles, yarn, diesel engines and renewable energy – what do these all have in 

common? Ionic liquids (ILs) are playing a valuable role in the improvement or development of the 

industrial processes related to each of these products.1-4 Today, there is a massive interest in ILs for a 

wide array of industrial applications due to their incredible versatility.5-7 The nature of ionic liquids, 

liquids created from oppositely charged ions, grants freedom to select from a vast range of ions to 

create a material with entirely unique and specific properties. With this capability, it becomes 

possible to find a novel material which improves upon the desirable properties of the traditional 

material, without sacrificing performance.  

Modern day use of the term ionic liquid (IL) is now broadly limited to discussing liquids, made 

exclusively of ions, which are liquid or have a melting point below 100 ℃.8, 9 The term ‘ionic liquid’  

is used to distinguish a substance that carries all the benefits of a molten salt, while remaining liquid, 

a more useful state, at less cumbersome temperatures. The melting point of fluids covered under the 

term ‘ionic liquid’ is important to note, as “molten salts” melt at temperatures far closer to 400 ℃ to 

800 ℃ yet could otherwise also be considered “ionic liquids”. The material incompatibilities and 

handling difficulties that accompany the temperatures of molten salts overshadow the potential uses 

that they have in their liquid state.10 ILs and molten salts share many of the same advantageous 

physical and chemical properties, including wide liquid ranges, low volatility, thermal stability and 



2 
 

tuneability. These desirable properties may have lent molten salts to applications that ILs are now 

considered for, but the practical limitations in their use meant they could not be explored as such. 

Ionic liquids were first discovered in 1888,11 but practical, air- and water-stable combinations 

appeared in 1992.12 This discovery triggered a breadth of research into ILs as novel materials for 

industrial applications. Most notably, these include catalysts, energy storage and solvents. ILs are so 

versatile that it should be of no surprise that they have also been discovered naturally occurring, but 

this only happened in 2014.13 It was recognised that when two species of ants compete, one gets 

sprayed with the other’s venom. The sprayed ant then secretes and washes itself with formic acid, its 

own venom to counteract the attack. As these two venoms mix, a mixed-cation IL is produced.   

The tuneability of ILs enables an estimated 106 to 1018 possible combinations.5, 14 Tuneability is not 

limited to the choice of the cation or anion, or even several of each, but the possibility of any other 

additives – both organic and inorganic substances are soluble in ILs. This feature is particularly 

desirable in solvent application and ILs have been termed ‘designer solvents’. As solvents, ILs provide 

unique capabilities: they can be hydrophobic or hydrophilic, slightly acidic or slightly basic, miscible 

or immiscible and have the ability to solvate and combine unusual reagent pairings.9 In other 

applications, ILs provide the option of developing an existing process, making it more efficient, 

“greener” or improving the product quality. 

One example of this development is in the application as anti-static materials - in liquid crystal 

displays (LCDs), methyl acrylate polymers have been the traditional material of choice, due to their 

high transparency.15 During production, it is difficult to avoid contamination with foreign particles 

and so additives, such as tin oxide, are combined with the material despite the loss of transparency 

that they produce.16, 17 ILs have been applied as anti-static agents successfully without loss of 

transparency in the polymer.18 Another example can be illustrated by the process of transforming 

wood pulp into various products, including paper, cellophane or fibres. The dissolution of cellulose 

has typically involved high temperatures, dangerous side reactions and toxic and explosive solvents.19-

21 Considerable progress has been made in the utilisation of ionic liquids as solvents for cellulosic 

materials, creating a more green and safe process.22, 23  
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Figure 1.1 A plot of the average annual price of crude oil, per barrel, from 1976 to 2022. 

 

Interest in ILs extends a great deal further; uses in liquid separation24, carbon capture, gas sensing 

and energy conversion, for example. Crude oil – the raw material of many materials used 

traditionally in this immense variety of industrial applications25 – is diminishing in supply and is 

famously volatile in price, particularly at the time of this writing (Figure 1.1). 26 The price stability 

of ionic liquids is potentially even more advantageous to large-scale processes in industry. A more 

comprehensive collection of the desirable properties that ILs can exhibit are illustrated in Figure 1.2. 
7, 27  

It should be noted that ILs do not always offer an improvement in safety, environmentally friendly 

or “green” metrics, compared to the traditional material used in any given application. ILs do exhibit 

their own disadvantages and challenges, which makes it necessary to consider all aspects of the 

process’ lifecycle to determine the real “benefit-cost” of employing these materials.28, 29  

 

1.2. Bulk ionic liquids  
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It is the uniquely broad range of environments and interactions in an IL that enables the 

extraordinary potential for many properties and uses in these materials.30 The short-range and long-

range interactions are highly influenced by geometric structure. Consisting of a minimum of two 

entities, which are charged and often asymmetrical, the complexity of the microenvironments in 

these liquids is far higher than that of molecular liquids, i.e. only a single entity.31 Due to the nature 

of ILs, polarisation and electron sharing behaviours between the ions can be expected. Partial charge 

transfer (CT) is a term used to characterise the complex nature of the anion-cation interactions.32 

This phenomenon describes charge movement or sharing between the cation and the anion in an IL. 

The phenomenon of CT has been discovered computationally33-35 in the form of non-integer ion 

charges, but it has also been observed experimentally.36 It has not been determined whether this 

effect is caused mostly by polarisation or orbital mixing.32, 37-39 It is clear, however, that the extent of 

CT is strongly influenced by the choice of cation and anion in an IL. CT behaviour has been related 

to ion qualities, such as anion Lewis basicity36, geometry or hydrogen bonding ability.40  

 

 

Figure 1.2 A scheme detailing many of the properties that ILs can exhibit, which make these materials so desirable 

in industrial applications.  
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In addition to the complexity of the intermolecular (or “interionic”, i.e. between the cation and the 

anion) interactions, the seemingly endless cation and anion designs make it very difficult to 

characterise ILs. Much of the research into these liquids is based on attempting to understand how 

these fundamental features relate to the bigger picture. This bigger picture involves directly relating 

the choice of the cation and the anion to their physical and chemical properties41, and the outcomes 

desired at application.  

An adjustment in geometric structure engages electrons in the system, causing “shifts” in their 

behaviours. Valence electrons take part in intramolecular bonding and interionic interactions 

described above, which dictate the macroscopic properties of the material. Valence electron 

behaviour is particularly important where electrons are added or removed: reactivity, 

electrochemistry, and photochemistry. Core and valence electrons and their effects on one another 

are intertwined. Core level energies are directly related to the valence electronic structure, and any 

shifts in these core energies indicate a change in the atomic environment. An overall picture 

consisting of both valence and core behaviours is ideal for developing robust methods of predictive 

selection of ILs for any given application. Thus, deconvolution of electronic behaviours can be seen 

as the first step in a collaborative sequence of prediction, synthesis, and engineering. Two means of 

investigation are implemented in research based on ILs – macroscopic, measurements of physical 

and chemical properties or microscopic, using spectroscopic techniques or computational 

calculations to learn electronic behaviour trends. 

This work focuses on the fundamental study of ILs in bulk and interfaces. X-ray photoelectron 

spectroscopy (XPS) is employed symbiotically with computational methods to investigate the origin 

of core level energy shifts and changes in response to cation choice, anion choice and the 

introduction of a surface. Validation of the XPS technique as an accurate method to probe ground 

state behaviours is demonstrated. Adsorption geometries and interactions are deconvoluted through 

calculation and normal incidence X-ray standing wavefield (NIXSW) experiments. A 

computational simulation method is developed and tested to be applied in future work on a wider 

selection of ILs.  
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1.3. Ionic liquids and surfaces 

 

At a surface, the molecules of a liquid face a whole new environment compared to their bulk form. 

They have contact with either air, vacuum, or another material, have far fewer ionic liquid 

‘neighbours’ and a different density. It is logical to expect these changes to directly impact the 

nanoscopic behaviours, physical and chemical properties of the liquid. One of the most common 

IL-surface systems are those of energy storage applications. The interest in ILs for various roles in 

different types of these systems is vast.42-57 They are explored as either pure electrolytes or as additives 

to organic electrolytes. ILs have been found to improve safety, energy density and lifetimes 

compared to traditional electrolytes.58-60  

Titanium dioxide (TiO2) is a semiconductor, and in its various polymorphs, it is one of the most 

commonly studied materials in surface science and it is the most studied metal oxide.61, 62  In 

particular, it has a range of functions in energy storage and conversion.63-71 A well-researched material 

offers a known foundation while investigating new phenomena. TiO2 has four common 

polymorphs: rutile, anatase, brookite and TiO2-B. Of these, rutile in bulk form is the most 

thermodynamically stable. Particularly in its rutile form (Figure 1.3), TiO2 is easily obtained and 

inexpensive. Of the rutile surfaces, the (110) surface is the most thermodynamically stable, and it has 

been calculated as having the lowest surface energy at 0 K.72  

The nature of ILs and the popularity of TiO2 together make a strong case for investigating their 

complex interface. In this thesis, the interface of TiO2 and the ILs 1-ethyl-3-methyl-imidazolium 

thiocyanate [C2C1Im][SCN] and 1-butyl-3-methyl-imidazolium thiocyanate [C4C1Im][SCN] was 

explored both computationally, using first principles methods, and experimentally, using X-ray 

photoelectron spectroscopy (XPS) and normal incidence X-ray standing wavefields (NIXSW).  
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Figure 1.3 A visual representation of the TiO2 rutile structure, cleaved at the (110) surface, from two viewpoints. 

Atoms are labelled by their coordination.  

 

1.4. Imidazolium-based ionic liquids 

 

The work presented in this thesis focuses exclusively on imidazolium-based ILs. This group of ionic 

liquids is defined by the presence of an imidazolium (Im) ring within the cation of an IL (Figure 

1.4a). The first of these ILs to be synthesised was 1-ethyl-3-methylimidazolium tetrafluoroborate 
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[C2C1Im][BF4] in 1992,12 and so Im-based ILs led the way for the “second generation” of these 

materials.5 Since their discovery, this group of ILs has become the most widely studied, both 

experimentally and theoretically.33, 41, 73, 74  

 

 

Figure 1.4 A scheme illustrating some synthesized Im-based cation designs. Blue denotes a nitrogen atom, grey a 

carbon atom, white a hydrogen atom and pink denotes an R-group, which could be any group consisting of 

carbon, nitrogen, or hydrogen. Charges are omitted for simplicity. Structures that are included are (a) imidazolium 

(b) disubstituted Im cation, in the notation [CnC1Im]+, where R is an alkyl chain of n carbons, ≥2, (c) [CnCnIm]+ 

where R is an alkyl chain of n carbons, ≥2, (d) fully substituted Im, (e) dicationic moiety, (f) tricationic moiety. 

 

These ILs are relatively cheap, easily prepared, easily modified and have convenient melting points.5 

They have been found to demonstrate superior properties, such as radiation and electrochemical 

stability.75, 76 The most common Im-based cation is the disubstituted 1-alkyl-3-methylimidazolium, 
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[CnC1Im]+, (Figure 1.4b), where typically n = 2, 4 or 8. Due to their versatility and universality 

among this area of research, ILs with these cations were chosen for investigation in the present work. 

The Im core of this cation allows for a vast variety of functionalisation. The Im ring can, for example, 

be substituted with alkyl groups where n ≥ 2 (Figure 1.4c) or, it may be fully substituted (Figure 

1.4d). Substitutions may be alkyl groups or functionalised groups. Fully substituted Im-based ILs 

have increased electrochemical and thermal stability.77  

Another route that has been investigated is joining Im-based cations via linkers to produce dicationic 

ILs (Figure 1.4e).78 This approach adds several dimensions to the tuneability of these cationic 

moieties; the same or different cations may be linked, and the choice of linker (alkyl chain length) 

also affects the result. These have been investigated in organic synthesis79, catalysis80 and as solvents. 

In tricationic moieties (Figure 1.4f), the central moiety can also vary.81, 82 These large molecules have 

found success as stabilisers for palladium nanoparticles.81 

 

1.5. Aims and objectives 

 

The main aim of this work is to contribute to the development of methods combining theoretical 

and experimental approaches to further understand the core-level electronic behaviours of ILs.  The 

popular and most commonly-studied IL [C4C1Im][SCN] is the focus throughout the thesis, with a 

brief venture into a selection of others (1-butyl-3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide, [C4C1Im][NTf2], 1-octyl-3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide, [C8C1Im][NTf2], 1-octyl-3-methylimidazolium thiocyanate, 

[C8C1Im][SCN] and 1-octyl-3-methylimidazolium chloride, [C8C1Im][Cl]) for further method 

validation in Chapter 5. The results presented throughout contain theoretical calculations validated 

and compared to experimental results, both original data and data published by the group 

previously.  

The work presented here is limited to fundamental research of these materials, to broaden the range 

of tools available to be applied where there is interest in proceeding with application-based research 

and materials engineering.  
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The specific aims of this thesis are; 

I. To elucidate the source(s) of binding energy fluctuations within a single IL system, a 

result of complex cation-anion interactions. 

II. To test the ability of ab initio methods in predicting core-level binding energies in ILs.  

III. To investigate the validity of a range of computational model scales in replicating 

experimental results of bulk ILs and ILs on a semiconductor surface, of both XPS and 

NIXSW. 

 

1.6. Thesis outline 

 

The thesis begins by exploring the background and the general insights into the topic. This is 

followed by an overview of the methods utilised in the research that follows. The results chapters in 

this thesis are organised based on the progression of the research. Chapter 4 reports the results of a 

series of investigative DFT calculations on the complex bulk system of [C4C1Im][SCN] to correlate 

the core-level binding energies with various aspects of the liquid. The method that is published83 is 

applied in the work reported in Chapters 5 and 6. Chapter 5 builds on the work of the previous 

chapter, demonstrating that the method is valid across a variety of ILs. Chapter 6 delves into some 

materials science, equally weighted between calculations and experiments of [C4C1Im][SCN] on a 

TiO2 surface. Finally, general conclusions of the work are discussed, supported by ideas for future 

work for the further development of this research.  
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2. Experimental methods 
 

 

 

 

2.1. X-ray Photoelectron Spectroscopy 

 

2.1.1. Introduction 

 

X-ray Photoelectron Spectroscopy (XPS) is an analytical technique developed based on the theory 

of the photoelectric effect, described by Einstein in 190584, which won him a Nobel Prize in 1921. The 

method, to measure binding energies (EB) of electrons from both core and valence levels of materials, 

was only pioneered almost half a century later, with the first high resolution spectrum recorded in 

in 1954, by Siegbahn et al.85 Commercial instruments took another 15 years to be produced and 

made widely available. Siegbahn received a Nobel Prize for his work in 1981. 

XPS continues to be a popular investigation method today due to the accessibility, low cost and ease 

of result analysis. XPS has traditionally been used on solid samples due to the ultra-high vacuum 

conditions that are usually required. In XPS, X-rays of a known energy (hv) are directed at the 

sample. An electron is excited, escapes the sample and has its kinetic energy (Ekin) measured by a 

detector (Figure 2.1). The binding energy, EB, is calculated using Eq. 1; 

 

 ℎ𝑣 =  𝐸𝐵 +  𝐸𝑘𝑖𝑛 +  𝜑 Eq. 2.1 
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Where hv is the photon energy, Ekin the kinetic energy and φ is the surface work function, defined as 

the energy required to remove an electron from the surface of a material into infinite space, or 

vacuum. When comparing across the same orbital, the higher the EB, the lower the electron density 

of the species. φ is difficult to determine for liquids86, 87 and some solids, hence only relative binding 

energies (ΔEB), with respect to a chosen reference, are considered. This reference could be the EB of 

any atom that is minimally interacting with its changing environment, usually adventitious carbon 

in insulating solids.   

 

 

Figure 2.1 The process of X-ray photoelectron spectroscopy (XPS). 

 

In core level XPS, the resultant EB, peak area and intensity fluctuations in XPS spectra can reveal 

information not only relating to composition, but also the chemical state of the species. 

Measurements can help to understand the local geometric structures, oxidation states, bonding and 

band structures. These results are based on a significant assumption in XPS; that the EB and peaks 

produce accurate and reliable information that can be interpreted and applied to the ground-state 

system, despite including some effects from the perturbed system.  
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 𝐸𝐵 = 𝐸𝐹𝑆(𝑛 − 1) −  𝐸𝐼𝑆(𝑛) Eq. 2.2 

 

EB is defined as the energy difference between the final state (the altered state once an X-ray has been 

applied and an electron removed, FS) and the initial state (or the ground state, IS), written in Eq. 2.2 

where EFS(n - 1) is the FS energy and EIS(n) is the IS energy. Despite an array of research based on this  

assumption, no work has been published to conclusively demonstrate that the EB obtained from 

XPS measurements of ionic liquids (ILs) are predominantly influenced by IS effects in the bulk 

phase. Attempts to assess influence of IS versus FS computationally has only been carried out on gas 

phase lone ion pairs.88 IS  effects include intramolecular bonding and intermolecular interactions. 

To continue reliably studying ILs using the XPS method, it is necessary to distinguish whether these 

ground state interactions are influencing the electronic behaviour represented in an XPS spectrum, 

or if ‘final state-induced interactions’ are dominating the peak characteristics.  

Typically, XPS is a surface-sensitive technique. The further the X-rays penetrate the sample, the 

higher the probability of the exiting electrons undergoing inelastic scattering and contributing to the 

background of the spectrum, instead of the resolved peak. Increased depth of probing not only 

increases the chance of influencing the electron’s kinetic energy, but also prevents some of these 

electrons from leaving the sample entirely. The average distance that an electron with a given Ekin can 

travel within the material can be described by the inelastic mean free path (λ). The general rule 

dictates that the higher the density of the material, the shorter the λ. Typically, probe depth is 

calculated as 3λ.89  

Despite this limit to the probe depth, XPS can also be used as a bulk technique. There are two main 

approaches to increasing the probe depth; changing the angle of the sample to the detector or 

modifying h. The probe depth usually varies by cos(θ), with θ as the detection angle. Increasing the 

sample-detector angle reduces the distance that the electron has to travel through to reach the surface 

of the material, reducing the chances of inelastic scattering of the escaping electrons. The total 

distance travelled (from atom to detector) remains the same. Increasing the h will increase the Ekin 

of the electrons, while decreasing h  increases the cross-section and therefore ionisation probability. 
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The minimum path is at around 50 eV to 100 eV Ekin, the highest surface sensitivity.90 This method 

of varying probe depth can only be employed when using a synchrotron source. For ILs, at Ekin 

between 800 eV to 1300 eV, probe depth at θ = 80 is around 1-1.5nm, θ = 70 ˚ between 2-3 nm and 

θ = 0 ˚ is between 7-9 nm.14 A simple check of measured stoichiometry at different depths and any 

intensity changes that occur can give an indication of any structure or composition change from 

bulk to surface. Throughout this thesis, the XPS results included have been confirmed as bulk 

measurements of the IL using this method.91  

The general characteristics of an XPS spectrum consist of a peak plotted on axes of EB versus 

intensity. In this thesis, elements characterised by XPS include C, N, S, O, F and Cl. A single peak is 

observed for a single state with s orbitals, while p, d, and f orbitals produce a doublet for a single 

state.  

 

2.1.2. Instrumentation 

 

XPS measurements are typically carried out under ultra-high vacuum (UHV) conditions (10-8 to 10-

10 mbar), although in recent years, near-ambient pressure XPS (NAP-XPS) has also been developed, 

typically for catalytic systems. The primary reason for the requirement of UHV conditions is to 

conserve the Ekin of escaping electrons by preventing any interactions with gaseous particles on their 

journey to the detector. Liquids are typically unsuitable for study in UHV conditions due to their 

volatility, as the load on the pumping system becomes quickly unsustainable. ILs are a part of a small 

selection of liquids, which also includes metals and a few hydrocarbons, that exhibit a sufficiently 

low vapour pressure to be studied by standard XPS UHV apparatus.92 The UHV conditions are also 

implemented to protect the sample from any interference that may alter its composition during 

measurement.  

Traditionally, XPS experiments were carried out using laboratory X-ray sources (Figure 2.2). 

Standard laboratory sources for XPS only produce ‘soft’ X-rays, those with h < 5 keV. X-rays in 

laboratory XPS are typically produced from Mg Kα or Al Kα sources with h = 1253.6 eV and h = 
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1486.6 eV respectively. The most common of these is the Al Kα source, with which the laboratory 

XPS included in this thesis was carried out.  

 

 

Figure 2.2 Scheme detailing the aspects of a laboratory XPS instrumental set up. Figure taken from literature.89  

 

The main aspects of an XPS machine include the X-ray source, the monochromator and the electron 

detector or analyser. In a laboratory setup, electrons are aimed at the Al anode, causing the emission 

of X-rays together with electrons. This emission is passed through a quartz crystal monochromator 

and Al foil in order to minimise interference from weaker, “satellite” fluorescence lines, protect the 

sample from residual heat and increase the resolution of XPS spectra. This focused beam hits the 

sample, and photoelectrons are released and travel to the hemispherical analyser through the lens 

before reaching the detector. The lens dampens Ekin of the incoming electrons to match the chosen 

pass energy of the analyser. Once the electrons travel from the lens through the analyser, the number 
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of electrons at each energy are counted by the detector, and the information is transferred digitally 

to a computer.  

The other most widely used type of X-ray source is synchrotron radiation. Synchrotron sources are 

created by electrons being accelerated by a series of magnets through a linear accelerator to a booster 

ring and into the storage ring, where they emit intense synchrotron light, from near infrared through 

to hard X-rays. Finally, the X-rays from the synchrotron light are directed through monochromators 

to beam lines, where the experiments are carried out (Figure 2.3). Synchrotron sources have the 

benefit of variable photon energy, high flux and high X-ray brightness. Though a flexible and high-

quality source of X-rays, there are not many synchrotrons in the world, and therefore access for 

researchers is limited.  

 

 

Figure 2.3 Schematic representation of the general synchrotron structure.  

 

An inherent challenge in all XPS measurements is the phenomenon of sample charging. As electrons 

are released from the sample, a positive charge grows in the irradiated area. Sample charging moves 

the peaks to higher EB and the non-uniform charge in the sample causes increased peak broadening. 
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The extent of the charging depends on the photon intensity (or flux) per sample area unit. Higher 

flux occurs in synchrotron sources (as the beam width is very focused, <500 μm) than in 

monochromated Al and Mg Kα sources. Smaller charging effects are experienced in standard Al or 

Mg Kα sources, and for ILs, the charging from these sources typically causes <0.5 eV EB shifts. For 

conducting samples, charging can be compensated for by earth connection of the sample stage. For 

insulating or semiconducting samples, an electron gun may be used as a charge neutraliser to aim 

low energy electrons at the sample. This method can reduce the broadening caused from charging 

but may introduce negative EB shifts. Another solution to sample charging is reducing the photon 

flux, but this approach requires increasing counts to compensate for the loss of spectral quality, thus 

increasing the risk of surface contamination from extended measurement times. Thus, especially in 

ILs, charge referencing is carried out during result analysis. EB is referenced, most commonly, to C 

1s of an alkyl carbon.91 This reference is most widely used due to the presence of carbon in most ILs, 

either in the structure of one of the ions or as adventitious carbon, from contamination of the 

sample.  

Another risk when irradiating a sample is beam damage. Beam damage is the decomposition of the 

sample caused or initiated by the X-ray radiation, resulting in bond breaking. Beam damage can be 

distinguished visually, as the sample may darken, or through the recorded spectra, where new states 

appear, such as in the C 1s region. In liquids, the decomposition products are able to diffuse away 

from the site of analysis and typically these effects on the spectrum are not observed in our work. It 

is considered that ILs may be safe from beam damage for 4 hours under a non-monochromated 

source.93 However, these times would be significantly shorter for monochromated and synchrotron 

sources. Overall, it is not possible to estimate the rate of beam damage before an experiment, and 

experimental parameters need to be tested before production spectra are recorded.  

A relatively novel XPS design that overcomes these challenges is liquid jet XPS. It varies from the 

traditional setup by replacing the sample on a substrate with a continuous jet of the liquid sample. 

This specialist apparatus avoids charging and beam damage, as the sample being investigated is 

continuously renewed. This method has its own limitations; the quantity of vapour, even in liquids 

with low volatility, can increase quickly and the required volume of sample can be expensive.  
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Finally, in any XPS setup, various processing chambers may be added for any pre-measurement 

sample processing. For the work presented in Chapter 6, sample preparation was carried out prior 

to analysis. For the deposition of [C4C1Im][SCN] onto the rutile surface, a custom evaporation 

chamber was built by Dr Roger A. Bennett.  

 

2.1.3. Measurements 

 

Appropriate preparation of the instrumentation and the sample is required to minimise the existing 

and potential contamination with impurities. The main impurities found in ILs are water, halides, 

silicon grease and excess organics. Water is absorbed by ILs over time during storage while halides 

and organics most likely remain from the synthetic process. The XPS instrumentation may have gas 

remaining on the chamber walls, following a previous experiment, for example. Baking, degassing 

and sputtering are the processes employed to counteract the contamination. Baking involves heating 

the chamber to ~150 ℃ from many hours to several days, which allows the system to reach and 

maintain UHV conditions. Sputtering is the process of targeting the surface with Ar+ ions to remove 

contaminants from the surface of the sample, under the conditions 500 eV, 5 μA for 10 mins.  

Recording an XPS spectrum successfully requires a balance of a variety of settings. These include 

h, resolution, counts, pass energy and sample-analyser angle. For a successful spectrum, the peaks 

should be well-defined with a high signal to noise ratio (S/N). The source of noise is from electrons 

that have undergone inelastic scattering, and these create the background. h  from a laboratory Al 

Kα source is 1486.6 eV, although when measuring at a synchrotron, photon energy may be chosen 

according to the core levels being measured and is dependent on the photoionisation cross-section 

of the orbital. The photoionisation cross-section (σij) is a measure of probability of an electron being 

ionised from orbital j of element i at a given h.  

Resolution is determined by measuring the full width half maxima (FWHM) of a peak. The higher 

the resolution, the more likely the peak may be resolved during analysis. Resolution, or the extent of 

broadening of an XPS peak, has two sources: sample and instrument. Instrumental broadening is 

caused by the energy range of the radiation source or the experimental settings such as pass energy. 
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The majority of broadening from the sample is determined by disorder of the sample, but it can also 

source from charging and core hole lifetime, which is the time taken to fill the core hole once an 

electron has been ejected. Generally, the closer the core level is to the nucleus, the faster it is likely to 

be filled and the higher the broadening. Lifetimes of C 1s, N 1s, S 2p and O 1s have been measured 

as 0.104 eV, 0.115 eV, 0.054 eV and 0.170 eV.94-96 

The pass energy of the analyser is set according to which Ekin should be allowed to pass through to 

the detector. Modern analysers are set to constant pass energy mode. The analysing system consists 

of a collection lens, the energy analyser, and the detector. The collection lens limits Ekin of the 

electrons that can pass through to the analyser. The pass energy is the centre potential of the analyser. 

For example, if the lens is set to 100 eV, and the pass energy is 50 eV, an electron with Ekin of 150 eV 

will be able to pass through to the detector. The lens reduces the Ekin by 100 eV, leaving the electron 

with 50 eV Ekin to successfully pass through the centre of the analyser without hitting the 

hemispheres. A higher pass energy reduces the resolution of the instrument and increases counts, 

hence a pass energy of 5 to 25 eV is usually applied for high resolution scans, for measuring EB, 

intensities and FWHM, and 50 to 200 eV for survey scans, where the aim is to determine the sample 

composition.  

The general process of gathering data from a sample via XPS begins by measurement of a survey 

spectrum, for both known and unknown samples. This spectrum is measured for a wide energy 

range at low resolution to include regions of all the core regions that could be present. For unknown 

samples, the purpose is to learn the elements in the composition and for known samples, to check 

for any present impurities. Following this check, a smaller region is measured with high-resolution 

in order to analyse specific features.   

 

2.1.4. Analysis 

 

2.1.4.1. Charge referencing 
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Mentioned briefly in Section 2.1.1., charge referencing in XPS analysis is necessary as the work 

function φ, required for the determination of absolute EB, is difficult to measure.86 Any reference 

may be chosen, as long as the reference is kept constant between any different spectra being 

compared during analysis. In ILs, the peak most commonly selected for charge referencing is the 

Calkyl 1s, to a value of 285 eV. Calkyl 1s is chosen due to its presence in most ILs, either by composition 

or contamination. If no Calkyl is present, Nanion 1s may be chosen as a reference.91  The value of Calkyl 

1s at 285 eV has been found to be a reference to the Fermi level of long alkyl chains – typically 8 

membered and above. Recently, researchers have refined referencing methods. Research 

developments have determined a new charge referencing value, referenced to vacuum level, of 

289.58 eV for adventitious carbon atoms on a metal surface.97-101 The first application of this 

referencing value to ILs was carried out by our research group.91 This referencing choice was used 

for the length of this work, and all of the experimental XPS data was referenced to the value of Calkyl 

1s at 289.58 eV. Calculated data was also referenced to this value when comparing the experimental 

and calculated survey spectra. 

It is worth noting that there is always likely to be an error in measurements, despite charge 

referencing for a range of reasons, such as charging, fluctuations in the equipment, etc. This error is 

estimated at ≤0.1 eV for the experimental data presented in this thesis. This error is a conservative 

estimate, mostly corresponding to comparison of spectra measured over multiple experiments.  
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2.1.4.2. Peak fitting model 
 

 

Figure 2.4 The cation [C4C1Im]+, labelled according to three different C 1s high resolution XPS peak fitting 

approaches. In this work, atoms of [CnC1Im]+ cation are labelled according to (c). 

 

Peak fitting can be quite complex, particularly for materials such as ILs. As they are liquid, and 

typically consist of asymmetric ions, they have a relatively wide range of atoms and environments, 

compared to materials traditionally studied by XPS – solids, typically metal oxides. Some XPS 

spectra are clear, and the peaks are easily assigned, such as the N 1s core level. In ILs, when both the 

cation and the anion contain a nitrogen atom, the peaks are often well-defined and separated. 

However, one of the most important core levels studied in ILs is the C 1s. In imidazolium-based ILs, 

studied in this thesis, this spectrum is difficult to resolve. The C 1s peaks in these ILs are close enough 
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to overlap, yet different enough to suggest separate environments, particularly with higher 

resolution instrumentation.  

 

 

Figure 2.5 (a) C 1s XP spectra of [CnC1Im][NTf2] where n = 2 to16. Peaks labelled 1 and 2 are the cation peaks, 

Calkyl and Chetero respectively. Figure taken from literature.102 (b) C 1s XP spectrum of [C4C1Im][BF4] with peak 

fittings, labelled according to Figure 2.4b. Figure taken from literature.103 

 

The ambiguity of the Ccation 1s peaks has led to a range of fitting interpretations, each grouping the 

carbons differently and fitting the experimental peaks with 2, 3 or 4 components. The labelling of 

the cation in each of these methods is presented in Figure 2.4. Non-monochromated sources 

produce low resolution, and so usually only 2 overlapping peaks can be distinguished. In one fitting 

method, these have been fitted with a peak for each, Calkyl at the lower EB peak and Chetero at the higher 

EB peak (Figures 2.4a, 2.5a). Here, Chetero classifies any carbon attached to a hetero atom, in this case 

nitrogen. A second fitting model for C 1s fits these with 4 separate peaks: C1, C2, C3, C4 (Figures 

2.4b, 2.5b). This distinguishes all the different carbon environments in the cation: alkyl chain, 

carbon bonded to 2 nitrogens, ring carbon bonded to 1 nitrogen and alkyl carbon bonded to 1 

nitrogen. The fitting model that is used in this thesis fits 3 peaks to this spectrum, defined as C2, 

Chetero and Calkyl, (Figure 2.4c, 2.6). In the IL 1-butyl-3-methyl-imidazolium thiocyanate 

[C4C1Im][SCN], these peak areas are constrained to a ratio of 1:5:3 for each carbon environment, 
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respectively. Table 2.1 contains the peak area constraint ratios for all of the ILs for which 

experimental data is included in this thesis.  

 

 

Figure 2.6  XPS peaks fitting of the C 1s high-resolution spectra of [C4C1Im][NTf2] (a) and [C8C1Im][SCN] (b), 

as approached in this work.  

 

While 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide, [C4C1Im][NTf2] has a 

distinct and separate Canion peak, there is no resolved Canion peak  in the spectra of the ILs containing 

an [SCN]- anion. Despite [C4C1Im][SCN] only having 4 Chetero atoms in the cation, the anion does 

not produce a distinct peak and the assumption is made that the anion peak is incorporated within 

the main C 1s peaks, and this is accounted for as an additional Chetero environment (see Table 2.1).  
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Table 2.1 Tabulated XPS fitting parameters for Ccation 1s core level, for each IL investigated in the present work. 

 

All XPS data was fitted using CASAXPS software. A Shirley background was employed:  

 

 
𝑆𝑆(𝐸) =  𝑘 ∙  ∫ 𝑃(𝐸′) 𝑑𝐸′

+∞

𝐸

 
Eq. 2.3 

 

where SS (E) is the Shirley background intensity, P(E’) is the peak as a function of the electron energy 

E and k is an arbitrary constant. The GL(30) line shape was used for all fittings: 

 

 
GLP (𝑥; 𝐹, 𝐸, 𝑚) = exp [−4 ln 2 (1 − 𝑚)

(𝑥 − 𝐸)2

𝐹2
] / [1 + 4𝑚 

(𝑥 − 𝐸)2

𝐹2
] 

Eq. 2.4 

 

 

Where F is the function width, E the core level energy and mixing parameter, m, was set to 0.3 to 

produce a a 70% Gaussian and 30% Lorentzian mix, as in experimental peak fitting. Values 0 and 1 

are pure Gaussian and pure Lorentzian respectively.  
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2.2. Normal Incidence X-ray Standing Wavefields 

 

The normal incidence X-ray standing wavefield (NIXSW) method is based on the interference 

caused by incoming and diffracted X-ray beams of the same incidence to produce a standing 

wavefield (Figure 2.7). The interaction of this standing wavefield with the atomic core levels enables 

investigation of the spacings between the surface and the adsorbate. NIXSW produces a periodic 

probability map of the investigated layers above the surface.  

 

 

Figure 2.7 Scheme depicting the basis of NIXSW. Formation of X-ray standing wavefield in and above a crystal 

by the interference of incident and reflected X-rays is depicted. Figure adapted from literature.104 Figure is not to 

scale. 
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The results from this method, which was used to study an IL-titanium dioxide (TiO2) interface, are 

reported in Chapter 6 of this thesis. Probability map cross-sections were extracted from the data 

(Figure 2.8) to determine the adsorption positions of the anions of the IL [C4C1Im][SCN] and to 

make predictions of adsorbed geometries. These experiments were carried out on a collaborative 

beamtime, with Dr. Roger Bennett (RAB), Dr Jake Seymour (JMS), Dr Kevin R. J. Lovelock 

(KRJL) and Dr David Duncan (DD). RAB analysed the results, using an analysis script from DD, 

and created  the figures with NIXSW results in Section 6.5.1. 

 

 

 

Figure 2.8 Visual representation of the probed area above the surface, in grey, using NIXSW. Two-dimensional 

cross sections of the probed area (beige) were extracted to determine adsorbate positioning above the surface. The 

solid surface represented here is TiO2.  

 

2.3. Limitations 
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The experimental X-ray based methods described above present some challenges when studying a 

system. One of these is the length of time that it can take to successfully collect high quality data. If 

specialised conditions or applications are being studied, between sample preparation and 

measurements, it can take several days, even a week, to collect data for a single IL with NIXSW or 

half a day with XPS. A great example of this is the experimental work presented in this thesis on 

TiO2, in Chapter 6. Particularly when carrying out experiments at synchrotrons, applications must 

be made at least 6 months in advance of the awarded beamtime. Meticulous planning is required for 

every beamtime; approach, which samples will be measured in order of priority and plans for best- 

and worst-case scenarios have to be made. When working with a new IL or an additional aspect such 

as a surface, the experiment is dictated by the unknown. The experiment could go very well, and an 

array of publishable results could be collected within a week, or the sample may prove itself to be 

particularly difficult and the whole week of beamtime is spent learning the sample’s behaviours, such 

as beam damage, charging, etc. This knowledge can only be applied to achieve publishable data after 

another application and beamtime award cycle.  

Finally, only limited information can be gleaned from the results, guesswork or assumptions have to 

be made. This is where a computational approach can maximise the result output of experiments. 

 

2.4. Facilities 

 

The laboratory XPS data presented in this work is from experiments that have been carried out at 

UCL and Imperial XPS facilities. The synchrotron XPS data presented has been collected from 

BESSY II synchrotron at the UG-49 beam line with the SOL3PES end-station and Diamond Light 

Source at the I09 beam line. The NIXSW experiments were carried out at Diamond at the I09 beam 

line.  
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3. Computational methods 
 

 

 

 

3.1. Introduction 

 

Computational simulation may be considered as the third branch of scientific investigation, after 

experiment and theory. Modelling and simulation have a long history of contributions to chemistry. 

Visualisation of atoms began in two dimensions, on paper, by Dalton as far back as 1808 (Figure 

3.1).105 Progress was slow to begin with, as 3D representations only appeared around 1952, with 

Newman projections.106 The development of the first computers with sufficient power for 

theoretical calculations occurred during the 1950s, and one of the first virtual atomistic models was 

produced in 1966 by Karplus et al. (Figure 3.2).107  

While the first science Nobel prizes were awarded in 1901 in chemistry and physics, it took another 

65 years for the recognition of computational work with a Nobel. The first Nobel prize in 

Theoretical Chemistry was awarded jointly to Kohn and Pople in 1998 for the “development of the 

Density Functional Theory” and “development of computational methods in Chemistry”, 

respectively. Almost 50 years after the first animations, Karplus, Levitt and Washel were awarded a 

joint Nobel prize for the development of multi-scale models for complex chemical systems in 2013. 
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Figure 3.1 An excerpt from A New System of Chemical Philosophy by John Dalton105, an example of some of 

the first atomic visual representations.  

 

With these developments and their applications, physicists, chemists and biologists have been 

granted the ability to observe atomic dynamics - translations, vibrations and rotations - on the sub-

nanoscale.  It became possible to simulate and visualise the transition states, atomic and electronic 

movements. The success of computational methods in chemical research is demonstrated by the 

exponential rise in research publications with the search terms “computational” and “chemistry” on 

Web of Science (Figure 3.3).  
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Figure 3.2 Stills from the first animation of a simple three-atom reactive collision by Karplus et al.107  

 

Typically combined with experimental results for benchmarking or validation, computational 

chemistry is used to clarify mechanisms and pathways of reactions and interactions. As an example, 

the correct interpretation of XPS spectra is not always clear – in the case of atomic oxygen on an 

aluminium (111) surface, the deconvolution of the experimentally measured XPS peaks was not 

supported by theoretical calculations. The calculated results guided the re-evaluation of the analysis 

and a new interpretation was developed, satisfying both experiment and calculation.108  

 

 

Figure 3.3 Graphical representation of the exponential rise in computational chemistry research publications 

from 1970 to 2020. Data from a search of the terms “computational” and “chemistry” on Web of Science.  
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Computational research methods can be broadly divided into classical and ab initio methods, all 

aiming to calculate the energy of a set of atoms in a given configuration. Classical (or empirical) 

methods use approximate potentials to describe the interactions between the atoms, called force 

fields (FF). These potentials have parameters that are often fitted to reproduce experimental data, 

and can be used, for example, in classical Molecular Dynamics. Ab initio – literally ‘from the 

beginning’ - methods are based on quantum mechanics and only require physical constants as inputs. 

These methods are more sophisticated, allowing predictions of properties, interpretation of 

experiments, testing and validation of less accurate methods and benchmarking for classical methods 

without the need for experimental data.109-113  

 

3.2. Classical Molecular Dynamics 

 

Classical methods do not explicitly describe electrons, but rather represent atoms as spheres 

connected by springs. Potentials are used to describe the dynamics and interactions of a system, 

called force fields (FF). The terms in a FF include internal bond dynamics, consisting of stretching, 

bending and torsion, and terms for the intermolecular interactions, such as van der Waals and 

electrostatic behaviours. For liquids, the Lennard-Jones type potentials are convenient.114 This 

approach is relatively economical in computational power and therefore the system sizes that can be 

computed are orders of magnitude larger than those that can be computed using ab initio methods. 

Despite this, it is considered that due to the static nature of non-covalent interactions with this 

method, this approach overlooks a range of important many-body effects. In ILs, these include 

partial charge transfer, hydrogen bonding and polarisation. Another known limitation of FFs is their 

tendency to be accurate only in modelling the specific system for which they are developed and 

under certain conditions. Developing FFs is a challenging and time-consuming task, as they require 

parameterisation against experimental or ab initio data, which might not be available for the material 

of interest. Therefore, the applicability of the FF may be significantly limited.  

The complex network of interactions in ILs proves difficult to model using universal FFs, and so 

many FFs have been developed and refined for ILs. These include all-atom FFs115-118, united-atom 
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FFs119-121 and virtual site FFs.122. Polarisable FFs have also been applied with the aim of improving the 

representation of many-body effects in ILs.38, 110, 123-129 These FFs enable simulation of electron 

movement within the ion in response to the external environment, however, they do not allow for 

polarisation or charge sharing between ions. These effects have been compensated for by the 

reduction of the formal charges of each ion (typically between ±0.7 and ±0.9).33, 39, 123, 130-133 This 

approach can also face transferability issues between different ILs. 

In classical molecular dynamics (MD) simulations, the trajectories of the atoms are calculated using 

Newton’s second law of motion. The FF, a function of the atomic coordinates, is used to calculate 

the potential energy, and from its gradient, the instantaneous force acting on each atom can be 

obtained. The equations of motion are discretised with respect to time, so that the positions, 

velocities, and forces are recalculated at time points separated by a timestep. The timestep should be 

short enough for the forces acting on the atoms to be almost constant during that time, but not too 

short, to avoid the simulation from proceeding too slowly.  

Depending on the properties being investigated, MD simulations may be carried out in the 

microcanonical, canonical or the isothermal-isobaric ensembles. The microcanonical ensemble 

keeps the number of particles (N), total volume (V) and total energy (E) constant and is abbreviated 

to NVE. The canonical ensemble replaces the constant energy with a constant temperature (T), and 

is therefore known as NVT, whereas the isothermal-isobaric ensemble additionally replaces the 

constant volume with a constant pressure (P) respectively and is abbreviated to NPT. 

Classical MD may be the method of choice for ILs when the study is based on geometric structure 

or transport properties, for example. However, it has been shown that minor adjustments to any 

aspect of the classical MD simulation can considerably affect the simulated structural and dynamic 

properties.37  

Classical MD was only applied in this work for pre-equilibration runs, using the Dreiding FF, before 

the ab initio molecular dynamics production runs. Dreiding is a generic FF which works well for 

organic and main group inorganic molecules.134 By pre-equilibrating with a FF, the ab initio 

molecular dynamics starts from a more reasonable distribution of coordinates and velocities, and 

equilibrates more rapidly, saving computing time. 
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3.3. Ab initio methods 

 

Ab initio methods are the gold standard for computational accuracy, as they are based on quantum 

mechanics and treat electrons explicitly. Accessing the electronic structure computationally is 

particularly useful for combining simulations with experimental techniques that probe electronic 

structure, like XPS. In ILs, charge re-distribution between ions is an important phenomenon, whose 

investigation requires the explicit treatment of electrons.   

In quantum mechanics, the Born-Oppenheimer approximation is applied, which leads to a separate 

treatment of electron and nuclear motion.135 This is a reasonable approximation, as the nuclei have 

a much larger mass and move much more slowly than the electrons. Thus, it is possible to calculate 

the lowest energy state of the electrons for a given system of nuclei in fixed positions. Ab initio 

computational methods are based on the Schrödinger equation, published by Erwin Schrödinger in 

1926. Most ab initio methods try to solve the time-independent, nonrelativistic Schrödinger 

equation: 

 Ĥψ =  𝐸𝜓 Eq. 3.1 

The Schrödinger equation determines the wavefunction ψ, which allows the prediction of all 

properties in a quantum mechanical system, and the energy states E of the system, from the 

Hamiltonian Ĥ. It can be solved exactly only for simple systems, such as a single-electron system. 

The Hamiltonian for systems of interacting electrons and nuclei, in the Born-Oppenheimer 

approximation135, can be written as: 
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ℏ2

2𝑚
∑ 𝛻𝑖

2

𝑁

𝑖 =1

+ ∑ 𝑉(𝒓𝑖) + 

𝑁

𝑖=1

∑  

𝑁

𝑖=1

∑ 𝑈(𝒓𝑖 , 𝒓𝑗

𝑗<𝑖

) 
Eq. 3.2 

 

where ℏ is the reduced Planck’s constant, m is mass of the electron, N the total number of electrons 

in the system, V(r) is the total electrostatic potential that an electron at position r experiences by 

interacting with all the nuclei in the system, and 𝑈(𝒓𝑖 , 𝒓𝑗)~ 1/|𝒓𝑖 − 𝒓𝑗| is electrostatic repulsion 



34 
 

between electrons i and j.   The first term defines the kinetic energy of the electrons, the second is 

the interaction between an electron and the nuclei and the third term is the interaction between 

different electrons.  

The wavefunction is a function of each coordinate of every electron in the system, i.e. 3N variables 

(or 4N if we include spin, see more in Section 3.5.1). For systems with more than one electron, the 

solution to the Schrödinger equation becomes impossible to calculate analytically. In order to solve 

the equation numerically, it is common to express the multielectron wavefunction in terms of one-

electron wavefunctions, for example via a Slater determinant in Hartree-Fock theory, and then 

obtain a one-electron Schrödinger equation. The solution of any of these requires knowledge of all 

of the other individual electron wavefunctions simultaneously. This makes solving the Schrödinger 

equation an iterative process, where one needs to start with a certain approximation for the one-

electron wavefunctions, and then use the calculated wavefunctions to solve the equation again, and 

repeat until self-consistency is obtained.  

Beyond the numerical difficulties in calculating a wavefunction, a more fundamental problem of 

this quantity is that it cannot be directly measured – in theory, only the positional probability of N 

electrons may be observed. The closely related electron density at a particular position, n(r), can be 

used instead of the wavefunction to characterise the electronic structure. The electron density may 

be expressed in terms of the individual electron wavefunctions as: 

 

 

 𝑛(𝐫) =  2 ∑ ψ
𝑖
∗

𝑖

(𝐫)ψ
𝑖
(𝐫) Eq. 3.4 
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3.4. Density Functional Theory 

 

Density functional theory (DFT) is a method that is based on the Hohenberg and Kohn (HK) 

theorems and Kohn and Sham’s derivations, in an attempt to solve the Schrödinger equation as 

accurately as possible. Theorem I by Hohenberg and Kohn136 states that: 

The full many-particle ground state is a unique functional of the electron density. 

Theorem II states that: 

The electron density that minimizes the energy of the overall functional is the true electron density 

corresponding to the full solution of the Schrödinger equation.  

Theorem I leads to the logical conclusion that the electron density contains all the information about 

the system, including the wavefunction Ψ. However, the electron density is a function of only three 

coordinates (plus spin), rather than 3N (or 4N) coordinates as in the full wavefunction solution to 

the Schrödinger equation.  

Theorem II states that the “true” functional from theorem I, once known, would allow the 

determination of the ground state energy and density through variation of the density to minimise 

this functional. Hence, the main challenge is to determine this true functional.  

Kohn and Sham (KS) developed a further approach to apply properties of a homogenous gas to 

inhomogenous systems in theoretical calculations.137 The KS energy functional is expressed by: 

 

 𝐸[𝑛(𝐫)] =  𝑇𝑒[𝑛(𝐫)] +  𝑉𝑛𝑒[𝑛(𝐫)] +  𝑉𝑒𝑒[𝑛(𝐫)] +  𝐸𝑋𝐶[𝑛(𝐫)] Eq. 3.5 

 

The first three terms, in order, include kinetic energy of electrons, nuclear-electron potential and 

electron-electron potential. The first three terms contain ~99% of the total energy. The other ~1% is 

attributed to the exchange-correlation functional, EXC. The kinetic energy term Te is expressed as a 

non-interacting system of electrons with the same density as the interacting system of electrons. The 
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density that minimises that energy is defined by one-electron KS wavefunctions, which satisfy the 

single electron equation: 

 
[−

ℏ2

2𝑚
∇2 + 𝑉(𝐫) + 𝑉𝐻(𝐫) +  𝑉𝑋𝐶] ψ𝑖(𝐫) =  𝜀𝑖ψ𝑖(𝐫) 

Eq. 3.5 

 

The terms, in order, include the kinetic energy of electrons, the potential of an electron and the 

nuclei, the Hartree potential and an exchange-correlation term. The Hartree potential describes the 

electron as interacting with the average of entire electron ‘cloud’ which also includes the electron 

being considered. This produces a self-interaction error, as an electron cannot interact with itself. 

3.4.1. Exchange-correlation functionals 

 

The exchange-correlation functional contains non-classical electronic effects. Spin of an electron is 

a principle that only exists in the quantum chemical approach. In classical mechanics, electrons are 

only capable of repelling one another. In quantum chemistry, electrons have an additional quality, 

spin, which allows electrons with opposite spins to also attract one another. This phenomenon is 

termed the “exchange” interaction.  

Correlation is a term defined by way of the Hartree Fock (HF) theory, which has been mentioned 

above. In HF, the multielectron wavefunction is written as a simple combination (the Slater 

determinant) of one-electron orbitals. The “correlation” interaction is defined as the difference 

between the true ground state energy and the energy calculated by HF using a complete basis set.  

The exact exchange-correlation functional in KS theory is unknown, but a range of approximations 

have been developed. One class of these functionals uses the generalised gradient approximation 

(GGA). It uses information from the local electron density and the local gradient of the electron 

density. One of the most widely used, also used in most of this thesis, is the Perdew-Burke-Ernzerhof 

(PBE) functional.138 A small number of calculations were carried out using the hybrid Becke, 3-

parameter, Lee-Yang-Parr (B3LYP) functional.139, 140 Hybrid functionals use a fraction of the exact 

exchange from HF, and the remaining exchange-correlation contribution from DFT. 
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3.5. Ab initio MD 

 

There are two main types of ab initio molecular dynamics (AIMD) approaches: Car-Parrinello 

(CPMD) and Born-Oppenheimer (BOMD). In CPMD, the electron density is only calculated at 

the beginning of the simulation and subsequently propagated with atomic positions. In BOMD, the 

KS equations (Section 3.4) are solved to calculate the electronic structure at each timestep. The 

energy is calculated based on the atomic positions. As a function of the atomic positions, the energy 

can then act as the interatomic potential to calculate the forces on the atoms and the coordinates are 

updated. This process is computationally intensive and therefore models have to be quite limited in 

size, for ILs this is anywhere from a single pair to 64 pairs, depending on the size of the ions making 

up the IL and the calculation type chosen.141 Only BOMD was employed in this thesis, and this is 

the method referred to as AIMD in the following results. 

 

3.6. Electronic calculations 

 

Solving the KS equations (Section 3.4) requires an iterative method, and this is called the self-

consistent field method (SCF). An initial electron density is guessed, and the KS equations are solved 

to find the single-particle wavefunctions. The new electron density is calculated using the single 

particle wavefunctions. The two electron densities are compared, and if they are the same, or within 

a determined convergence limit, then the electron density can be considered the ground-state 

density, or converged. If these criteria are not fulfilled, then the initial electron density requires 

updating. Electronic calculations include single point energy calculations or geometry 

optimisations. Both types of calculation employ the SCF method. In single-point energy 

calculations, the atoms are not moved. Geometry optimisations are carried out at a temperature of 

0 K, and the atoms are moved until convergence is reached, i.e. a geometry where the interatomic 

force is close to zero and the energy of the system is at a flat portion of the potential energy surface. 
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In this work, geometry optimisations were carried out with the CP2K code142 using the Broyden–

Fletcher–Goldfarb–Shanno (BFGS) optimiser143 and single point calculations to obtain core levels 

were carried out using VASP.144-147 

 

3.7. Pseudopotentials 

 

A pseudopotential is an approximation applied to describe the core of an atom and its relation to the 

valence electrons. The valence electrons of an atom take part in chemical bonding and are responsible 

for chemical and physical behaviours and properties, while the core electrons do not take part in 

bonding and are tightly bound to the nucleus. Thus, pseudopotentials split the description of atoms 

into a core potential, including frozen core electrons and the nucleus, and valence electrons, 

explicitly treated. This approach reduces the number of planewaves required, requiring less 

computational power, although it could be considered not to be truly ab initio. In this thesis, the 

Goedecker, Teter and Hutter (GTH) norm-conserving pseudopotentials148 are employed in the 

CP2K code. Another type of commonly used pseudopotentials are those from the projector 

augmented wave (PAW) method.146, 149 These match the pseudopotential to the all-electron 

wavefunction behaviour, so the core electrons are treated explicitly, albeit kept frozen. This method 

is implemented and used in this thesis with the VASP code. 

 

3.8. Dispersion corrections 

 

Dispersion forces, or van der Waals forces, are long-range electronic interactions related to non-local 

correlation terms. Because of the non-locality, these interactions are not described well by the local 

GGA functional. In liquids, these long-range forces are cumulative and become significant. The 

neglect of these forces by standard GGA functionals has been overcome by development of 

empirical corrections to the functional which provide an excellent representation of these forces.  

Grimme corrections are one of the most commonly employed correction schemes, namely Grimme-
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D2150 and Grimme-D3.151 In this work, the bulk IL and the IL-TiO2 simulations employed the DFT-

D2 and the DFT-D3 methods respectively.  

 

3.9. Basis sets 

 

To solve KS equations, we need a basis set to expand the KS wavefunctions. Basis sets are formed of 

a collection of basis functions, used to describe the electron density around a nucleus. Generally, 

basis sets are chosen differently depending on which type of system the DFT method is being used 

for. The two main types of system studied using DFT are molecular (finite) and extended (periodic) 

systems. In molecular systems, a linear collection of localised all-electron basis functions, or atomic 

orbitals, are typically used. In periodic systems, linear collections of plane wave basis functions are 

usually employed due to their simplicity in describing the single particle wavefunction.  

In molecular systems, the two most common atomic orbital types are Slater-type orbitals (STOs) 

and Gaussian-type orbitals (GTOs). STOs represent hydrogen-like atoms and exhibit exponential 

electron decay away from the nucleus. These describe electrons close to the nucleus well, but do not 

represent many-electron interactions as accurately. GTOs are far more commonly used, as it is much 

cheaper computationally to calculate molecular orbitals or overlapping functions than with STOs. 

Basis sets come in a hierarchy, dependent on their size. The larger the basis set, the more accurately 

the electrons are described, though also the larger the computational cost. Single zeta (SZ) basis sets 

use a single basis function to describe each valence orbital. Split-valence basis sets represent the 

valence orbitals using more than one basis function. Different functions have different ranges and 

describe interactions at a larger spatial extent from the nucleus. There are double (DZ), triple (TZ) 

and quadruple zeta, etc. basis sets. Additional functions, namely diffuse and polarisation functions, 

can be added to a basis set to further increase accuracy. Diffuse functions are important for 

describing anions, as they allow description of the electrons further away from the nucleus. 

Polarisation functions allow orbitals to adapt in the presence of other electrons.   

In this work, DZ basis sets were used in combination with the pseudopotential (Section 3.8) in the 

CP2K code. In Gaussian 16, the 6-31G (d,p) basis set was employed. This basis set comprises of 6 
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primitive Gaussians for each core atomic basis function, 3 primitive Gaussians to describe the inner 

valence basis function and 1 primitive Gaussian to describe the outer valence basis function, with 

diffuse and polarisation functions.  

 

3.10. Codes 

 

3.10.1. CP2K 
 

CP2K is a free software package that can be used for all types of systems, but is especially utilised for 

computationally efficient AIMD calculations. One of the methods implemented in CP2K that 

allows for fast DFT calculations is the Gaussian and plane wave (GPW) method. This method 

involves combining localised basis functions with plane waves to reduce the computational resource 

that would be required for plane wave only approaches. CP2K employs multiple grids for different 

plane wave energies. In this thesis, five multigrids with a cutoff of 1100 Ry and a relative cutoff of 

70 Ry was employed. The DZVP-MOLOPT-SR-GTH basis set was used for all production runs. 

This is a DZ (Section 3.10) valence description with polarisation functions. MOLOPT refers to the 

basis sets being optimised for systems with localised electron density, and GTH signifies the 

pseudopotential (Section 3.8). Further details are described in the appropriate chapters.   

 

3.10.2. VASP 
 

The Vienna ab initio simulation package (VASP) specialises in the simulation of periodic systems 

with plane wave methods. In this thesis, VASP was employed for core-level calculations, in the 

initial state (IS) and the final state (FS) approximations. In VASP, these electronic level calculations 

are carried out by first calculating the valence structure using the PAW potentials, then freezing the 

valence electrons while the core electrons are unfrozen for the core level calculation. For the FS 

method, the valence electrons are unfrozen following the simulated ejection of the core electron. In 

the IS approximation, core level binding energies (EB) are calculated in the given geometry which 
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then require conversion into EB. In the FS approximation, an electron is simulated as leaving the 

specified core level into vacuum, by keeping the number of valence electrons fixed. VASP version 

6.1.1 was also used to calculate the site potentials, which is the average of the electrostatic potential 

at the atom core. 

  

3.10.3. Gaussian 16 
 

Gaussian 16 is a program best suited for molecular calculations when using limited computational 

power. It is very easy to use as it is developed with GaussView 6 to visualise and extract data in an 

intuitive manner. Gaussian 16 employs localised basis functions and it was used in this thesis for gas 

phase lone ion calculations in Chapter 4. 

 

3.11. Facilities 

 

The computational facilities used in this work include local and national computing resources. 

Locally, a high-performance computing tower consisting of an 8 core Intel Core i9-9900K Processor 

with 32 Gb RAM was utilised.  

National resources used were YOUNG, ARCHER and ARCHER2. YOUNG is part of the UK 

Materials and Molecular Modelling Hub for computational resources, which is partially funded by 

EPSRC. It consists of Xeon Cascade Lake hardware with 40 core nodes. ARCHER consisted of 

Cray XC30 hardware composed of 24 core nodes. ARCHER2 is composed of HPE Cray EX 

hardware with 128 core nodes. 

YOUNG, ARCHER and ARCHER2 were used equally as the primary computing resources for 

the theoretical portion of the work presented in this thesis. 
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4. Understanding X-ray photoelectron 
spectra of ionic liquids: experiments and 
simulations of 1-butyl-3-
methylimidazolium thiocyanate 

 

 

 

 

4.1. Abstract 

 

We demonstrate a combined experimental and computational approach to probe the electronic 

structure and atomic environment of an ionic liquid, based on core level binding energies. The 1-

butyl-3-methylimidazolium thiocyanate [C4C1Im][SCN] ionic liquid was studied using ab initio 

molecular dynamics and results were compared against previously published and new experimental 

X-ray photoelectron spectroscopy (XPS) data. The long-held assumption that initial-state effects in 

XPS dominate the measured binding energies is proven correct, which validates the established 

premise that the ground state electronic structure of the ionic liquid can be inferred directly from 

XPS measurements. A regression model based upon site electrostatic potentials and intramolecular 

bond lengths is shown to account accurately for variations in core-level binding energies within the 

ionic liquid, demonstrating the important effect of long-range interactions on the core-levels, and 

throwing into question the validity of traditional single ion pair ionic liquid calculations for 

interpreting XPS data. 

This chapter has been reprinted with permission from J. Phys. Chem. B 2022, 126, 49, 10500–10509. 

Copyright 2022 American Chemical Society (http://pubs.acs.org/articlesonrequest/AOR-

PWMIV76CJHGZWZWNMTFT) . KRJL and RGC conceptualised the study and supervised the 

http://pubs.acs.org/articlesonrequest/AOR-PWMIV76CJHGZWZWNMTFT
http://pubs.acs.org/articlesonrequest/AOR-PWMIV76CJHGZWZWNMTFT
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work. EG performed the computer simulations, with guidance from SDM and RGC. JMS, KRJL 

and RS contributed the experimental measurements and methods. EG wrote the original 

manuscript draft, with contributions from all authors.  

 

4.2. Introduction 

 

Ionic liquids (ILs) are liquids composed exclusively of ions. Their interesting potential properties, 

including large electrochemical windows, wide liquid ranges, tunability and low melting points,14, 152 

make them desirable for a range of applications, from catalysis to batteries.6, 27, 153-155 Macro and 

mesoscopic properties, unique to each IL, are determined by interactions between the cation and 

anions.156 A thorough study of molecular-level interactions in ILs could lead to a method to predict 

structure, properties and reactivity,157, 158 and eventually suitability for specific applications. The 

donation of electron density from anion to cation, often termed charge transfer, has been debated 

in the IL literature, along with the importance of ion polarisability.32, 37 The distance-dependence of 

electronic cation-anion inter-ion interactions for ILs, particularly important for understanding the 

dynamics of ILs, is currently unclear. Furthermore, the range of electronic environments present in 

the IL has been probed computationally, but not compared to experimental data.128, 159  

X-ray photoelectron spectroscopy (XPS) is a very useful tool to understand these interactions. XPS 

has traditionally been used on solid or gaseous samples, due to the required ultra-high vacuum 

conditions (UHV).89, 160 XPS can, however, be applied to ILs as they exhibit very low vapor pressure, 

and therefore are part of a limited group of liquids that can be studied using standard UHV XPS 

apparatus.103, 161, 162 XPS has been used for ILs to probe both surface geometric structure (e.g. by 

varying the IL surface-detector angle)163-165 and bulk electronic structure.14 The study of ILs via XPS 

offers many opportunities, but also faces several obstacles. 

Core-level binding energies, EB, can be used to understand the electronic structure of ILs as EB is the 

difference between the ground state and an excited state with a core hole.166, 167 EB shifts are caused 

by valence electron behaviour, which in turn is affected by the chemical environment around the 

ion. The position of the core level peak in the ground state, relative to the vacuum (or at times the 



44 
 

Fermi level for experimental data), determines what is called the initial-state (IS) in EB. The ground 

state electronic structure is related to the atomic environment, i.e. bonding and interactions. When 

an electron is photoemitted from the core level, the other core and valence electrons relax. The 

magnitude of this relaxation affects the EB value and is called the final-state (FS) effect.  

Inter-ion electronic effects of the anion on the cation have been demonstrated using XPS; however, 

whether this effect is due principally to IS or FS effects is unclear.36 It is usually assumed for XPS of 

ILs that IS effects dominate the measured EB. 36, 102, 168-206 It is an important assumption because, if 

correct, it means that experimental EB shifts give valuable clues to ground state electronic structure 

of ILs. Many studies have been carried out under this assumption, relating EB of core levels to atomic 

charge, oxidation state, or electronegativity, to understand and potentially make predictions on 

structure and reactivity.36, 102, 168-206 However, this assumption has so far proved impossible to 

establish exclusively using experimental methods; core-level EB values have been compared to shifts 

in near edge X-ray absorption fine structure (NEXAFS) spectroscopy edge energies and Auger 

parameter values to try to determine the relative influence of IS and FS effects in XPS for ILs.207, 208  

The combination of experimental EB and theoretical models to study ILs has had limited use to-date. 

It has been applied to study partial charges and models of a single ion or a pair (one anion with one 

cation).36, 88, 205, 206, 208 Two studies reported calculations on larger model systems (ion ‘clusters’, up to 

eight ion pairs), but comparisons were only made for valence levels, not for core levels.209, 210 

Comparisons of core EB to calculated atomic charges have also been made, which are based on the 

assumption that IS effects dominate EB shifts.36, 205, 207, 208 209 EB of core levels have been calculated for 

ILs, 206 but rarely are core holes explicitly included and only on small scale systems such as lone ions 

or ion pairs.88, 180  

The XPS signal from an IL arises from contributions from a distribution of EB values that reflects 

the range of chemical environments coexisting in the IL. Thus, the broadening of an experimental 

XPS core level peak has the potential to give information on the geometric structure of a sample.211 

The full width at half maximum (FWHM) of a measured core-level peak will contain contributions 

from a range of factors, including: X-ray source and analyser resolution from the apparatus212, 

charging97, core-hole lifetime213 and sample geometric structure effects214. For XPS of liquids, only 
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water FWHM have been widely published; the structural disorder contribution to the FWHM for 

liquid phase water and ions solvated in water is around 1.0 eV214, 215. The experimental FWHM was 

interpreted in relation to the liquid phase geometric structure, e.g. the hydrogen bonding in liquid 

water215. For ILs, no investigations of the structural disorder contribution to the FWHM have been 

made. Developments in ab initio molecular dynamics (AIMD) have seen improvements in speed 

and accuracy, 113 which has allowed its use in the simulation of ILs.109, 113, 141, 216-228 Despite this, no 

theoretical studies of core levels in bulk liquid phase with explicit ions have been carried out on ILs, 

to the best of our knowledge. A combined approach is required, including computer simulations 

validated by experimental data, such as peak positions and broadening.  

 

Figure 4.1 (a) Simulation cell used in this work, which is repeated under periodic boundary conditions. The cell 

consists of 32 pairs of [C4C1Im][SCN] to create a disordered liquid phase. (b) Potential energy of the system at 

each time step over the course of the AIMD calculation. A configuration for further core hole calculations was 

taken at a step with average energy to produce 32 conformers. 

 

In this work, we present a theoretical study of core-level EB values and distribution in a bulk IL 

system, [C4C1Im][SCN]. Experimental XPS data is available for [C4C1Im][SCN] in the literature.207, 

208 AIMD is used here to simulate a bulk model of this IL, which was chosen due to desirable 

properties of both the anion and the cation. [C4C1Im]+ is one of the most commonly studied cations 

and further understanding of its behaviours will be an asset in several areas of research. Its relatively 

small size is convenient for expensive AIMD calculations. The anion, [SCN]-, is also small. The 

negatively charged S and N atoms potentially allow for hydrogen bonds to be created in the bulk 
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system.207, 208 [SCN]- is particularly interesting as it is a pseudohalide, yet [C4C1Im][SCN] has one of 

the lowest viscosities among ILs,229 in contrast to [C4C1Im]+ [PF6]-, for example.230 Core EB values 

were calculated using density functional theory according to two approximations: i) including IS 

effects only (we call this the IS approximation),  and ii) including both IS and FS effects via explicit 

consideration of the core hole (we call this the FS approximation). We demonstrate an excellent 

match between experiment and calculations. We show that IS effects are the major contributor to 

experimental core level EB, a significant contribution to the sphere of researching ILs using XPS 

methods. Variation of EB(core) was assessed in relation to a range of interactions, only possible 

within a bulk calculation. A model that describes the variations of EB within the IL is presented. The 

structural disorder contribution to FWHM was compared between theory and experiment. 

 

4.3. Experimental Methods 

 

X-ray Photoelectron Spectroscopy 

 

Liquid jet XPS measurements for K[SCN] in water were carried out at the UG-49 (SOL3PES end-

station) at the BESSY II electron storage ring.231 The Sol3PES experimental setup is equipped with a 

Scienta Omicron R4000 HIPP-2 hemispherical electron analyser. K[SCN] (Sigma-Aldrich, purity 

≥99.0%) was dissolved in ultra-pure water. The mole fraction of K[SCN] in water was x = 0.01, i.e. 

0.5 M. Non-resonant XPS regions were recorded at h = 700.0 eV. The pass energy was 100 eV. The 

analyser angle was 54.7° (magic angle geometry). All non-resonant XP spectra were fitted using the 

CASAXPS software. Fitting was carried out using a Shirley background and GL30 line shapes (70% 

Gaussian, 30% Lorentzian). Photoelectron spectra EB for [C4C1Im][SCN] were effectively charge 

referenced to the literature value of EB(Calkyl 1s) = 289.58 eV (which corresponds to alignment with 

vacuum).91 Photoelectron spectra EB for K[SCN] in water were charge referenced to EB(Nanion 1s) = 

402.37 eV, as EB(Nanion 1s) = 402.37 eV for [C4C1Im][SCN] when charge referenced to EB(Calkyl 1s) = 

289.58 eV. Experimental data for all [C4C1Im][SCN] measurements was taken from an earlier 

publication by our group,109 where all the experimental details may be found.  
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4.4. Computational methods 

 

Ab initio Molecular Dynamics 

 

A 32 ion pair model of [C4C1Im][SCN] with a density of 1.07 g cm-3 232 was simulated using AIMD 

with the Quickstep code in CP2K, based on the Gaussian and plane waves method (GPW) and using 

the direct inversion in iterative subspace (DIIS) technique. After pre-equilibration using the classical 

force field DREIDING, the AIMD simulation was run for 30 ps with a timestep of 1 fs. The 

potential energy variations were equilibrated after less than 10 ps of AIMD. This simulation was 

carried out at 398 K controlled by Nosé thermostat in the NVT ensemble. The PBE functional138 

was employed, with D2 corrections by Grimme150, 233 to account for dispersion interactions. A 

configuration at the end of the simulation, with energy close to the average, was extracted to carry 

out core-level calculations. An increased temperature of 398 K reduces viscosity and allows for 

equilibrium to be achieved faster, thus reducing the computational cost of the calculation while 

remaining in a range safe from thermal decomposition. 

 

Core-Level Calculations 

 

Calculations of EB(core) were carried out in the Vienna Ab Initio Simulation Package (VASP).145 A 

snapshot configuration with an energy close to the AIMD average was chosen to calculate the 

distribution of EB values across the 32 ion pairs. The core-level calculations also used the PBE 

exchange correlation functional employed for the AIMD. The core-valence electron interactions 

were described using projector augmented wave (PAW) potentials.146, 149 The number of planewaves 

in the basis set expansion of the wavefunctions was chosen by setting the kinetic energy cutoff to 

400 eV. All core level energies of the system were calculated in this same configuration, for IS and 
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FS. Test calculations showed that the distribution of binding energies was not significantly affected 

by choosing or adding other configurations.  

The IS approximation to calculate EB(core), as defined in this work, is obtained from the Kohn-

Sham (KS) orbital energies. The KS orbital energies are calculated after a self-consistent calculation 

of the valence charge density. No core hole is produced, and therefore any core hole-related effects 

are omitted. Only IS effects influence EB and the orbital energies, or core levels (CL), are converted 

to EB simply, by: 

 𝐸B =  −𝐶𝐿 Eq. 4.1 

These values, as obtained from VASP, are aligned with an internal energy reference, so only relative 

values are meaningful. Here, we shifted the calculated core-level values to match experiment, as 

explained below.  

In contrast, for the FS approximation, the calculation involves creating a core hole explicitly. In the 

FS method used in VASP, it is assumed the nuclei are static, due to the timescale of the excitation of 

an electron. Additionally, the other core electrons in the atom are not allowed to relax once the core 

hole has been created. This may create a slight error, specifically in relation to a lack of lifetime 

broadening of the resultant peak. The energy extracted is the total energy of the system, including 

the core hole. This means that the calculated energy is again useless as an absolute energy, and only 

relative energies can be used. In this work, we have aligned the average FS energy with the average IS 

energy, to give FS values that are comparable with experiment. This method provides an internal 

comparison of values, i.e. the absolute value has no inherent meanings, other than its relation to 

other EB values. Absolute energies were not considered, but rather the difference between energies 

(ΔEB). 

Molecular Calculations 

 

Test calculations of isolated [SCN]- anions were performed using Gaussian16.234 These single point 

energy calculations were carried out with the 6-31g(d,p) basis set235, 236 and the B3LYP functional.139 

These tests were designed to separate intra-ion from inter-ion contributions to EB. Intra-ion 
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interactions were characterised by the lengths of S-C and N-C anion bonds. One bond was kept 

constant while the other was modified. The constant bond length was determined by taking an 

average of the 32 bond lengths in the configuration. For S-C, this was 1.65 Å and for N-C it was 1.20 

Å. The same method in Gaussian16, as above, was used to optimise the ions with the second bond 

length varied at an interval of 0.02 Å, and the EB was extracted from orbital energies. We studied 

short-range interactions by extracting radial distribution functions (RDFs) and visually assessing 

each anionic environment.  

Gaussian-Lorentzian Peaks  

 

A Gaussian Lorentzian Product (GLP) function is one of several types of functions used to fit peaks 

in experimental XPS measurements.237 XPS peaks are typically expected to be Lorentzian, but due 

to the various sources of broadening, this shape is distorted and compensated for by including 

Gaussian mixing in the function. To form a peak from the 32 data points for each core level, Eq. 4.2 

was applied to the values; where mixing parameter, m, was set to 0.3 as in experimental peak fitting. 

Values 0 and 1 are pure Gaussian and pure Lorentzian respectively. The function width, F, was set 

at either 0.7 eV or 1 eV for high resolution and survey scan peaks, respectively.   

 

 
GLP (𝑥; 𝐹, 𝐸, 𝑚) = exp [−4 ln 2 (1 − 𝑚)

(𝑥 − 𝐸)2

𝐹2
] / [1 + 4𝑚 

(𝑥 − 𝐸)2

𝐹2
] 

Eq. 4.2 

 

 

In the investigation of ILs using XPS, survey scans are typically used to determine the presence of 

impurities of the sample. They are measured to see what elements are present, and their abundance, 

using a high pass energy and low resolution. These settings result in greater apparatus broadening 

contributions to the peaks. High resolution scans are measured with low pass energy. These are used 

to identify chemical states and typically have lower broadening than survey scans. Calculated peaks 

were slightly shifted in position and normalised by intensity for improved comparison with 
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experiment. Values were shifted by +21.2 eV and +27.0 eV and intensities corrected by the height 

of the C 1s peak. 

 

4.5. Results and Discussion 

 

4.5.1. Initial-State vs Final-State Approximations to the Core-Level Binding Energies 

 

A comparison between calculated binding energies in the IS and FS approximations was carried out 

to identify the dominant effects. Since the calculation in the FS approximation includes both IS and 

FS effects, a strong positive linear correlation (Figure 4.2) is reasonable confirmation that FS effects 

are minor, and therefore IS effects are the primary influence on EB(core). EB(S 2p) values calculated 

in the FS approximation showed strong correlations with the corresponding values calculated in the 

IS approximation (R2 = 0.950). Correlation between results in the IS and FS approximations was 

also good for EB(N 1s) (R2 = 0.995), although the correlation is weaker if Nanion and Ncation are 

considered separately (R2 = 0.77 and R2 = 0.74, respectively). The reason why the EB(N 1s) were 

more affected by FS effects than EB(Sanion 2p) was investigated further, and it will be discussed below.  

 

 

Figure 4.2 Linear correlations between binding energies calculated in IS and FS approximations for (a) EB (S 2p) 

and (b) EB(N 1s). The y = x line is plotted as a guide. R2 = 0.95 (a), 0.77 (b, anion) and 0.74 (b, cation). 
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The deviations from the y=x line in these plots are due to final-state effects. However, these 

deviations are small in comparison with the spread of the values: in Figure 4.2a (for S2p core levels) 

the maximum absolute deviation is 0.19 eV and the mean absolute deviation is only 0.04 eV, in a 

range of 1.3 eV. In Figure 4.2b (for N 1s core levels), the maximum absolute deviation is 0.54 eV but 

the mean absolute deviation is only 0.09 eV, in a range of 5.0 eV.   

The conclusion about the absence of strong FS effects is important because it means that XPS EB 

can be related directly to the ground state electronic structure of the IL, which is the primary reason 

we turn to XPS to study these systems. Furthermore, it facilitates our theoretical study of the 

distribution of core-level binding energies in the IL bulk liquid, because calculations in the IS 

approximation are computationally cheaper and much simpler: in this case, one single-point 

calculation produces 32 to 64 data points, whereas in the FS approximation, individual calculations 

explicitly including a core hole at each atom in the liquid are required for each data point. In what 

follows, the reported binding energies were obtained in the IS approximation, unless otherwise 

stated.  

Having established the validity of the IS approximation, the accuracy of the calculated distribution 

of EB(core) was tested against experiment. The experimental survey XP spectrum was plotted and 

compared against our calculated survey spectrum (Figure 4.3). Quantitative and qualitative analysis 

of neighbouring peaks showed the overall accuracy of the computed results to be high, despite the 

omission of FS effects. Most EB separations are within a 3.5% deviation from experiment. In 

particular, a high-resolution scan comparison shows ΔEB = EB(Ncation 1s) - EB(Nanion 1s) are 4.1 eV in 

experiment and 4.0 eV in calculated peaks (Figure 4.3b), which is in excellent agreement. The only 

significant discrepancy in the survey scan plot is a calculated 55.2 eV separation between S 2s and S 

2p levels, whereas in experiment the separation was 64.2 eV; this is almost a 9 eV change between the 

two sets of results, or a 14% error. 
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Figure 4.3 Initial-state effect calculations. (a) Experimental survey scan (grey) overlayed with the calculated survey 

scan (red). Calculated scan was shifted by +21.2 eV and intensities were corrected using the C 1s peak. The 

calculated peaks were broadened with a width of 1 eV to mimic experimental broadening. (b) High resolution scan 

of N 1s peaks. The calculated peaks were broadened with a 0.7 eV width to mimic experimental broadening and  

shifted by +27.0 eV. Small experimental peaks at higher EB to main peaks are satellite peaks.  

 

A comparison of C 1s peaks further confirmed the success of the IS calculations in replicating 

experimental measurements. Our new experimental data has shown the position of the C 1s anion 

peak from [SCN]-, previously unidentified, alongside a fitting model used for the C 1s peak (Figure 

4.4a).238 This fitting model, as discussed in Section 2.1.4.2, was developed after measurement of high 

resolution experimental XPS C 1s spectra, which clearly shows a single wide peak with a shoulder. 

The width of the peak and the shoulder suggest multiple environments, which are fitted according 

to how many hetero atoms they are bonded to: Calkyl, Chetero and C2. Visual comparison of 

experimental and calculated peaks from this work (Figure 4.4b) of the same species shows very good 

agreement – each peak position is matched within 0.1 eV. The experimental FWHM of C bonded 

to a single N (blue, Chetero) is larger than the calculated, due to the unresolved [SCN]- contribution 

in the experimental fitting.  
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Figure 4.4 C 1s XPS. (a) Experimental C 1s peak fitting model for [C4C1Im][SCN] published in reference 93; 

fitted with peaks for Calkyl, Chetero and C2. Chetero is likely to contain contributions from the Canion peak, increasing 

its FWHM. Experimental peak of CSCN from K[SCN] in water. (b) Peaks calculated in this work, with a width 

function of 1 eV (see Section 2.5 for more details), separated into Calkyl, Chetero, C2 and Canion. Calculated CSCN 

extracted for comparison to experimental EB. Charge referencing for XP spectra is explained in Section 2.1.  

 

4.5.2. Peak Broadening 

 

In EB calculations, instrumental and lifetime broadening are not simulated. A comparison between 

measured and calculated data of Nanion 1s and Ncation 1s peaks shows a very good Nanion 1s broadening 

match and a good Ncation 1s match (Figure 4.3b). A visual assessment of the same plot, but with a 0.5 

eV width function, shows that the peaks do not match as well, and some asymmetry is present (ESI 

Figure A1). Experimental broadening for this data set is estimated as apparatus contributions of 

~0.45 to 0.65 eV and lifetime contributions of 0.054 eV and 0.115 eV for S 2p and N 1s respectively, 
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totalling ~0.5 eV;95, 239 charging contributions are negligible.238 Using an apparatus broadening value 

of 0.65 eV, the calculated structural broadening values were found to be in the range of 0.55 eV to 

0.82 eV.  

Testing increased sample sizes did not increase the Ncation 1s peak width to provide a better match to 

the experimental width, and only a slight improvement in peak symmetry was noted. There are two 

possible explanations for the slight peak width discrepancy in the spectrum; i) the AIMD calculation 

is lacking accuracy in the disorder description of the system, or ii) the experimental broadening value 

is underestimated. As the experimental broadening value is not an exact estimate and is likely to 

fluctuate between calibration and successive experiments, we believe the latter is the most likely 

source of the slight discrepancy.  

 

4.5.3. Effects of Intra-Ion and Inter-Ion Interactions on the Core-Level Binding Energies 

 

Intra-ion interactions were analysed through comparison of S-C bond length to the relevant EB(Sanion 

2p) and N-C bond length to EB(Nanion 1s).  Both plots produced a weak linear correlation (Appendix 

Figure A2). Visual assessment and the RDFs for the analysis of short-range interactions did not 

produce a clear pattern of short-range interactions in relation to EB, and this was not investigated 

further. Neither short-range or intra-ion effects were found to be the dominant influence over EB 

fluctuations. Longer-range interactions were characterised by calculating the site potential at each 

atom. The site potential is defined in VASP as the average of the electrostatic potential in the core 

region of a given atom.  This site potential is affected by both short-range and long-range 

interactions. Plots of site potentials against EB for each atom clearly demonstrated that EB(Sanion 2p) 

correlates almost perfectly with site potential, with very little deviation (Figure 4.5a). Although 

EB(Nanion 1s) also correlates very well with site potential, the deviation is slightly higher than for S 2p 

(Figure 4.5b). We successfully interpreted these patterns by further comparison with internal bond 

lengths in the form of a multiple regression model for EB, based on both site potential and bond 

length values. The multiple regression produced a new model for EB prediction (Figure 4.5c, 4.5d) 

which was compared against the actual calculated EB. The model was found to be highly accurate, 
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with a root mean square deviation (RMSD) of only 0.01 eV and 0.02 eV for Sanion 2p and Nanion 1s 

respectively. In comparison to the linear regressions, which have RMSD values of 0.03 eV and 0.10 

eV, respectively, accuracy is increased substantially, particularly for Nanion 1s. 

 

 

Figure 4.5 Correlation of IS EB with site potential (SP) for a) S 2p (yellow) and b) Nanion 1s (blue). Contour maps 

of bi-linear prediction models for c) S 2p (yellow) and d) Nanion 1s (blue) with EB being a function of both the site 

potential and the bond length. 

The strong correlation of EB(S 2p) with site potential was assumed to be the result of the large, highly 

polarisable nature of the atom.240 The electron cloud is understood to be more susceptible to the 

influence of collective electrons in a disordered bulk IL system than an atom like nitrogen, which is 

smaller and denser than sulfur. The valence and core electrons of a nitrogen atom were expected to 

be influenced more strongly by the N-C internal bond length than the sulfur atom is by the S-C 

internal bond length, due to the higher electron density in the N-C bond. Calculations found that 
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when the S-C or N-C bond was altered in turn, the EB(Nanion 1s) undergoes higher energy changes 

with the same % bond length variation (Figure 4.6).  

 

 

Figure 4.6. Plot of EB change with variation of internal bond length in the anion [SCN]-. Bond S-C for Sanion 2p 

and N-C for Nanion 1s. 

 

The finding that EB correlates very well with site potential shows that single ion pair studies are 

insufficient to describe the structure and interactions within a real IL system. Single ion or ion pair 

calculations are, by definition, based on the assumption that short-range or intramolecular 

interactions dominate EB broadening. Gas-phase models seem to overestimate the cation-anion 

interaction when the long-range structure is missing.241 A slight improvement to this is an implicit 

solvent model or ionic pair ‘clusters’; however, these models cannot explicitly simulate long-range 

disorder of the liquid system. Focusing on a single ion pair increases chances of error when 

calculating EB. This study found a ~1 eV range in EB fluctuations for a single atom type (Figure 4.2). 

A single ion pair, especially when optimised, could fall within the extremes of this range, rather than 

in the middle, or average of this range of EB. Particularly when resolving shifts of <0.5 eV, this value 

has been shown to be within our error margin and any findings related to a shift of this size may be 

entirely insignificant. This would likely result in inaccurate conclusions on the bulk system. 
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4.6. Conclusions 

 

This study found a strong correlation between experiment and DFT calculations, demonstrating for 

the first time that IS contributions were the primary contributor to EB values in the IL 

[C4C1Im][SCN]. This system is representative of a wide array of ILs, suggesting that IS effects would 

be the primary contributor to most ILs. This finding suggests that either FS effects are negligible or 

are similar across all atoms, so do not contribute to peak separations. Furthermore, we confirm that 

the effect of the anion on the cation, observed using XPS for many ILs, was driven by an IS effect; 

moreover, charge transfer can be confirmed as occurring in the ground state. We confirmed that EB 

was closely linked to site potential in the anion of [C4C1Im][SCN]. Site potential is influenced by 

all (both short- and long-range) interactions of the bulk system. We found no evidence to show that 

short-range, intermolecular interactions are sufficient on their own to describe the liquid phase EB 

variation. Site potential did not offer a perfect correlation with EB. The discrepancy was found to 

mostly correspond to intramolecular bond length fluctuations. With both site potentials and 

internal bond lengths, we produced a predictive model for EB, which was found to be highly accurate 

for this IL.   
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5. Effects of chain length, anion and 
temperature on X-ray photoelectron 
spectra of ionic liquids 

 

 

 

 

5.1. Abstract 
 

Following the development of a method for the theoretical prediction of core-level XP (X-ray 

photoelectron) spectra in ionic liquids (ILs) in the previous chapter, the work in this chapter explores 

the validity of this method across a range of four additional imidazolium-based, [CnC1Im]+ cation, 

ILs. This group of ILs was carefully selected for variation of cation alkyl chain length and anion 

choice. Investigation of the impact that the cation or anion choice has on IL electronic structure can 

be extrapolated to how these changes affect macroscopic behaviours, in theory. The effects of cation 

chain length, the choice of anion and the temperature at simulation on core binding energies (EB) 

were explored. The accuracy of this method is further established, as the agreement between 

experimental and calculated EB is found to be excellent. 

The conceptualisation of this work was by KRJL and EG. EG is the primary author and contributor 

to the computational procedures. Experimental XPS data taken from previous work of our research 

group. Analysis carried out by EG, with guidance from KRJL. Figures created by EG. 
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5.2. Introduction 

 

The first of the modern air- and water-stable ILs to be synthesised, 1-ethyl-3-methylimidazolium 

tetrafluoroborate, [C2C1Im][BF4]12, contains an imidazolium ring in the cation. Following this 

discovery, research into imidazolium-based ILs has grown and they have become the most 

commonly studied of these materials. These ILs have particularly practical melting points and 

electrochemical stability.242 Even this relatively specific cationic group offers incredible design 

freedom. Many variations of the organic component are easily synthesised, including variation in 

alkyl chain length or functional groups and anions provide a wide choice between organic and 

inorganic, in a range of sizes, etc. The tuneability that makes ILs so versatile also contributes to the 

difficulty of their characterisation; any adjustment to the cation or anion will affect the interionic 

interactions which contribute to the macroscopic properties of the liquid. 

The physical and chemical properties of ILs can be correlated with their structure: both geometric 

and electronic. Structure influences cation-anion (i.e. interionic) interactions within the system, 

contributing to macroscopic behaviours. Gathering a vast database of IL macroscopic properties 

could enable the selection or guide the synthesis of an IL based on desired characteristics for any 

given application. Behaviours of interest to industry include viscosity, surface tension, transport 

properties, ideal glass transition temperatures, conductivity, thermal stability etc. Access to data on 

the interionic interactions and reactions is granted through the elucidation of electronic structure 

and behaviours. Measuring, or even simulating, every IL combination to create a database of these 

properties is unfeasible in the real world.  One approach to achieve this aim is the development of a 

predictive system, which begins with the electronic study of a few carefully selected ILs. This method 

can produce results and patterns which can evolve into reasonable predictions, to be applied to 

structurally or electronically similar ILs.91 

Increasing cation chain length has shown decreasing conductivities in ILs, such as [CnC1Im][BF4]243, 

244 and [CnC1Im][NTf2]. The biggest difference in conductivity is between n = 2 and n = 4. 

Increasing chain length is considered to increase interionic interactions, reducing the mobility of the 

ions. Anion variation has also been found to influence conductivity. For example, from Cl- to [BF4]-
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, conductivity increases with size, but decreases again for larger anions.243 Anion effects on the 

physical properties of ILs also include changes to hydrogen bond donor and acceptor ability, with 

implications on solvation properties.245 Temperature variation, though not directly affecting the IL 

structure, affects energy in the system and electronic differences may be observed. Conductivity, 

surface tension and viscosity in particular have been shown to change with temperature. Briefly 

mentioned in Chapter 4, an increased temperature in molecular dynamics (MD) simulation of 

liquids achieves a faster equilibration of the system due to increased ion mobility. Particularly in 

systems with high viscosity, equilibration would otherwise not be possible.  

One way of measuring or defining the changes in interionic interactions is the phenomenon of 

partial charge transfer (CT). In ILs, due to the significant fluctuation in interactions between the 

ions, yet a large gap between the highest occupied molecular orbital (HOMO) and lowest 

unoccupied molecular orbital (LUMO) of the ions, the phrase CT denotes charge “sharing” rather 

than a formal donation. This effect has also been called “non-integer charge transfer”. Ultimately, 

CT is a term employed in fundamental IL research to describe the strength of the interactions 

between the anion and the cation in an IL. Another approach to indexing the interaction ability or 

probability is the use of Kamlet-Taft parameters, β, indicating the ability as an electron donor, which 

is an indirect measure of basicity. 245-247 

Core-level X-ray photoelectron spectroscopy (XPS) is an experimental method that is used to 

investigate electronic behaviour.160 The measured EB are related back to the interionic interactions 

and geometric structure. For this relationship to be valid, the initial, unperturbed state of the system 

must be the main influence in the measurements. This assumption has been held in IL XPS research 

for many years, until the publication, from which Chapter 4 was adapted, demonstrated that indeed, 

the IS was dominant in experimental EB measurements, using combined XPS experimental and 

computational methods.83 This work not only demonstrated that results from experimental XPS 

shifts apply to the ground state behaviour, but also developed a method for simulating the core 

electronic behaviour in ILs with good accuracy.  

Core XPS measurements for a range of ILs to determine the effects of the anion and cation have 

been carried out previously.36, 93, 102, 164, 168, 169, 199, 203 In [C8C1Im]+-based ILs, the choice of anion has 
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been found to affect the cation, causing EB shifts on the imidazolium ring atoms; the smaller and 

more basic the anion, the stronger the interionic interactions, hence more charge is shared from 

anion to cation.36 As the cation receives more negative charge, the imidazolium ring becomes less 

positively charged and more ready to surrender electrons in the XPS process, moving peaks to lower 

EB. It was determined, using ion pair gas phase calculations, that anion-cation charge sharing was 

mostly dependent on proximity between the ions, rather than the extent of hydrogen bonding. 

Though a significant finding, this work did not confirm the results are relatable to the initial state 

(IS) effects, rather than being caused by final state (FS) effects. The IS is the system in its ground 

state, which, once perturbed by an X-ray, becomes the FS. Furthermore, calculations on gas phase 

ion pairs were shown to be unreliable in the conclusions from the work of Chapter 4, as they 

inherently cannot account for bulk long-range interactions.83 These interactions were demonstrated 

to be the major contributing influence to EB fluctuations.  

 

 

Figure 5.1 Structural representation of the constituent ions of all the ionic liquids investigated in this chapter. 

Atoms by colour are carbon (grey), nitrogen (blue), sulfur (yellow), oxygen (red), fluorine (light green) and 

chlorine (dark green).  

 

The following chapter is an extension of the work presented in Chapter 4. The combined 

experimental and computational method using the IS approximation for the calculation of EB was 
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applied to a larger range of imidazolium-based ILs, with the cation [CnC1Im]+ where n = 4 or n = 8. 

EB shifts of the range of ILs were compared. The scope of this chapter covers effects on core EB shifts 

of cation alkyl chain length, anion variation and temperature effects.  

The chosen ILs for this area of the work were [C4C1Im][SCN] (from Chapter 4), 1-octyl-3-

methylimidazolium thiocyanate, [C8C1Im][SCN],  1-butyl-3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide, [C4C1Im][NTf2], 1-octyl-3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide [C8C1Im][NTf2] and 1-octyl-3-methylimidazolium chloride,  

[C8C1Im]Cl. The structures of the ions in these ILs are represented in Figure 5.1. These ILs were 

carefully selected to represent a wider array of ILs, based on the existing experimental XPS data and 

the liquid properties affected through changes to the anion. Investigation of cation chain length 

effects required a choice of ILs with the most contrasting alkyl chain lengths. The [C8C1Im]+ cation 

was selected for comparison to [C4C1Im]+ as n = 8 is the longest alkyl chain of the [CnC1Im]+ ILs 

that remains in the liquid state at room temperature, maintaining consistency with the XPS 

measurements of the other ILs. Furthermore, it has been suggested that EB(Calkyl 1s) remains at the 

same value in chain lengths of ≥8 carbons, important for experimental charge referencing in XPS.102 

The anion [NTf2]- is bulky, flexible and contains halogen atoms – the opposite of [SCN]-. Cl- is 

small, symmetrical, and the IL [C8C1Im]Cl has a low enough viscosity to be able to simulate it using 

ab initio molecular dynamics (AIMD), while being closely representative of [C4C1Im]Cl. 

[C8C1Im]Cl also has a melting point low enough to make XPS measurements in its liquid state at 

room temperature possible.  

Chapter 4 reported results that demonstrated the dominating influence of IS on the core level 

energies of the ionic liquid [C4C1Im][SCN]. Although the results showed very good agreement with 

experimental data and supported this assumption in the chosen IL, a larger dataset is desirable to 

apply this conclusion to a wider range of ILs. Analysing the data for this collection of ILs would 

produce a far more comprehensive conclusion regarding the influence of the IS on core EB shifts.  

 

5.3. Computational methods 
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The methods from Section 4.2 for AIMD and core-level calculations were applied in the work of 

this chapter. Other than the data for Figure 5.2, EB for all ILs studied in this chapter were calculated 

using the IS approximation. These methods were applied to the ILs [C8C1Im][SCN], 

[C4C1Im][NTf2], [C8C1Im][NTf2] and [C8C1Im]Cl. The data for 1-butyl-3-methylimidazolium 

thiocyanate, [C4C1Im][SCN], was taken from the previous chapter.  The densities were set as 1.01 g 

cm-3, 1.44 g cm-3,  1.32 g cm-3  and 0.97 g cm-3  for [C8C1Im][SCN], [C4C1Im][NTf2]248, 

[C8C1Im][NTf2]249 and [C8C1Im]Cl250 respectively. For consistency, the geometry at step 20,000 of 

the AIMD was extracted for the core level calculations for each IL.  

Calculated peaks for C 1s experimental versus computational data comparisons were referenced to 

the respective EB(Calkyl 1s) for each IL, which were in turn effectively referenced to vacuum, as in 

Chapter 4. For N 1s experimental versus computational data comparisons, calculated peaks were 

referenced to the experimental EB(Nanion 1s) peak of the respective IL. The results considering 

calculated data only were referenced to the calculated EB(Calkyl 1s) peak position of [C8C1Im][NTf2]. 

Intensities of the calculated peaks were only adjusted when plotting the calculated results against the 

experimental results, for practicality of comparison. 

  

5.4. Experimental methods 

 

The XPS data was taken from an earlier publication by our group.238 All data was effectively charge 

referenced to EB(Calkyl 1s) = 289.58 eV, which is in alignment to vacuum.91 

 

5.5. Results and discussion 

 

5.5.1. Initial state vs final state 
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Figure 5.2 Plot of S 2p EB calculated using the initial state (IS) approximation vs EB obtained using the final state 

(FS) approximation for the IL [C4C1Im][NTf2]. 

 

The IS approximation to calculate EB involves taking the inverse of the calculated core level energy, 

while in the FS approximation, the removal of an electron from the selected core level and into 

vacuum is simulated and the energy calculated (Chapter 4). The comparison of the IS to the FS 

approximation was carried out in Chapter 4 for both S 2p and N 1s for [C4C1Im][SCN]. Plots of 

both sets of data showed a great linear correlation, confirming that IS dominates in resultant EB. 

Although a breakthrough finding for the field of researching ILs using XPS, this was only 

demonstrated for a single IL. Further comparison of the IS approximation versus FS approximation 

in the [C4C1Im][NTf2] IL produced the same linear correlation observed for [C4C1Im][SCN] 

(Figure 5.2). For the S 2p core level, maximum deviation is 0.22 eV, average deviation of 0.05 eV over 

a 1.08 eV range. In comparison, in the data for [C4C1Im][SCN], the maximum absolute deviation 

is 0.19 eV and a mean absolute deviation of 0.04 eV, in a range of 1.3 eV. The difference is marginal 

between the two ILs, with the [C4C1Im][NTf2] showing a slightly higher deviation compared to the 

range of EB, though this difference is not considered to be noteworthy. The difference in range of EB 

is unexpected, as [NTf2]-  is a larger, more flexible anion, which may be expected to exhibit a higher 

range of environments for any of its atoms than the small, rigid [SCN]- anion. The range of EB(Cl 

2p) for Cl- is even larger than S 2p for the [SCN]- anion, at 1.44 eV, so a pattern is observed. An 

explanation for this trend may be that with such large cations, a smaller and more basic anion causes 

a greater variation in the extent of electronic or charge sharing, as a result of reduced steric 
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hinderance. These charge sharing effects may influence the core levels more strongly than a larger 

range of geometries from a larger anion like [NTf2]-. 

 

5.5.2. Temperature effects 

 

The temperature at simulation of [C8C1Im]Cl was 498 K, higher than all the other ILs at 398 K. 

This choice was necessary due to the high viscosity of [C8C1Im]Cl (~0.900 Pa•s230, 251 at 333 K 

compared to [C8C1Im][NTf2] at 0.023 Pa•s252, 253 and [C4C1Im][SCN]at 0.017 Pa•s229, 254),which 

prevented equilibration at a reasonable timescale at 398 K using AIMD. Additional simulations of 

the remaining ILs ([C4C1Im][NTf2], [C8C1Im][NTf2], [C4C1Im][SCN] and [C8C1Im][SCN]) 

were carried out at 298 K to assess the validity of EB comparison across different temperatures. The 

results showed no change in N 1s EB with respect to temperature for [C4C1Im][SCN] and only a 

small change  (0.10 eV) for [C8C1Im][NTf2], within the estimated error for this work (Figure 5.3). 

This result validates the comparisons of the ILs simulated at 398 K with [C8C1Im]Cl simulated at 

498 K in the following sections.  

 

 

 

Figure 5.3 (a) Plotted calculated high-resolution N 1s peaks of [C4C1Im][SCN] at 298 K and 398 K. (b) Plotted 

calculated high-resolution N 1s peaks of [C8C1Im][NTf2] at 298 K and 398 K. 
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5.5.3. Broadening and peak separations 

 

The N 1s and C 1s peak EB separations between experimental and calculated results were used to 

demonstrate the accuracy of the method applied in Chapter 4. Analysis of the same comparisons in 

the additional ILs studied in this chapter shows consistently high accuracy of the calculated XP 

spectra. (Figure 5.4). The calculated Ncation-Nanion 1s peak EB separation in [C8C1Im][SCN]  is shown 

to be 4.10 eV, a 0.0 eV deviation compared to experiment (also 4.10 eV). Results in Chapter 4 for 

[C4C1Im][SCN] showed a 4.00 eV EB separation, a deviation of 0.1 eV from experiment (4.10 eV). 

The [NTf2]--based ILs show a less ideal match, with a higher deviation of the calculated results from 

the experimental Ncation-Nanion peak EB separation, although these are still within a reasonable error. 

The calculated Ncation-Nanion peak separation is 2.56 eV for [C4C1Im][NTf2], compared to 2.70 eV 

experimentally (Figure 5.4c), and 2.42 eV for [C8C1Im][NTf2], compared to 2.60 eV experimentally 

(Figure 5.4d). These results produce a 0.14 eV and 0.18 eV deviation from the experimental peak 

separation, for [C4C1Im][NTf2] and [C8C1Im][NTf2] respectively.  
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Figure 5.4 Plots of N 1s experimental high-resolution XP spectra vs calculated XP spectra. N 1s anion and cation 

calculated peaks have been normalised separately. (a) [C8C1Im]Cl (b) [C8C1Im][SCN] (normalised by factor of 4 

(Ncat), 4 (Nan)) (c) [C4C1Im][NTf2] (normalised by factor of 111 (Ncat), 113 (Nan)) (d) [C8C1Im][NTf2] 

(normalised by factor of 9 (Ncat), 137 (Nan)).  

 

Peak asymmetry of the calculated Nanion 1s peaks is noticeably varied. In Figure 5.4c, 

[C4C1Im][NTf2] the Nanion 1s peak shows low peak asymmetry, comparable to that of 

[C4C1Im][SCN], found in the previous chapter. However, in the longer-chained variations 

[C8C1Im][SCN] and [C8C1Im][NTf2], the Nanion 1s peak, a slightly greater peak asymmetry can be 

observed (Figure 5.4b,d).  

The broadening in the calculated Nanion 1s peaks of [C8C1Im][SCN] and [C8C1Im][NTf2] is higher 

than their 4 carbon chain counterparts. In particular, the difference is notable between 

[C4C1Im][NTf2] and [C8C1Im][NTf2]. There is no broadening difference in the experimental peaks 
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between these ILs. In [C4C1Im][NTf2], the calculated Nanion 1s peak does not quite match the 

experimental as it is slightly less broad, while in [C8C1Im][NTf2] the calculated peak is slightly more 

broad than the experimental. Although a bulk simulation provides a range of data points to simulate 

the sample broadening, additional instrumental broadening must be compensated for in the 

calculated XPS peaks. An added instrumental width value of 0.7 eV was selected for 

[C4C1Im][SCN] in Chapter 4, and this value was found to be a perfect match for the Nanion 1s peak, 

but the resultant overall width was significantly lower than the experimental data in the Ncation 1s 

peak. Across the range of ILs studied here, the width value of 0.7 eV seems to be a good compromise, 

matching the experimental [C8C1Im]Cl Ncation 1s peak remarkably well. 

While it is possible that these broadening differences can be attributed to the ionic structures and 

electronic behaviours, the magnitude of these differences seems relatively insignificant. Added to the 

lack of noticeable peak broadening differences in experimental results, this rationale leads to the 

conclusion that these peak broadening inconsistencies between the different ILs are most likely 

resulting from calculations.   

The peak asymmetry could be simply due to an insufficient number of data points extracted from 

the calculation. In this case, adding data from more snapshots would produce a symmetrical peak 

over this range. Viscosity of the IL may also be an influence for the asymmetry in the calculated Nanion 

1s peaks of [C8C1Im][SCN] and [C8C1Im][NTf2]. At 333 K, the viscosities are ~0.015 Pa•s255, 256 and 

~0.023 Pa•s of [C4C1Im][NTf2] and [C8C1Im][NTf2] respectively. A higher viscosity also leads to 

diminished ion mobility and a less homogeneous liquid structure. In an AIMD simulation, a liquid 

requires sufficient potential energy or time to equilibrate and become representative of the real 

system. A higher viscosity may be overcome by increased temperature or longer simulation time. 

The former is the ideal choice as it does not affect the computational cost of the calculation and is 

more likely to achieve an equilibrated structure by speeding up the movement of the ions. Finally, 

the choice of geometry extracted from the AIMD calculation, from which the EB was calculated, 

may be the cause of the broadening and symmetry discrepancies between experiment and 

calculation. The same number step from the AIMD was extracted across all ILs, and the relative 

potential energy at that step was not considered. 
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 Figure 5.5 Plots of C 1s experimental high-resolution XP spectra vs calculated XP spectra. From highest EB to 

lowest EB, peaks are C2, Chetero and Calkyl. C 1s calculated anion and cation peaks have been normalised separately. 

(a) [C8C1Im]Cl (b) [C8C1Im][SCN] (normalised by factor of 273648 (C2), 294269 (Chetero), 301138 (Calkyl)) (c) 

[C4C1Im][NTf2] (normalised by factor of 133 (Can), 100 (C2), 68 (Chetero), 9 (Calkyl)) (d) [C8C1Im][NTf2] 

(normalised by factor of 145 (Can), 90 (C2), 62 (Chetero), 74 (Calkyl)) 

 

All C 1s calculated peaks (Calkyl, Chetero and C2) were predicted to be in the correct order, with only 

small differences in EB separations. For bulk liquid simulations of such complex systems, this is a 

great result. Comparison of the calculated C 1s peaks to the experimental data show reasonable fits, 

although across all of the ILs, EB separations in the calculated C 1s peaks of the cation are consistently 

overestimated. In particular, the C2 peak is calculated to be at higher EB than the experimental. The 

percentage increase in calculated EB separation relative to experimental separation of the peaks 
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EB(Calkyl 1s) and EB(C2 1s) ranges from 16 to 25%, the lowest for [C8C1Im][NTf2] (Figure 5.5d) and 

highest for [C8C1Im][SCN] (Figure 5.5b). This finding could suggest the calculated EB(Ccation 1s) 

should be scaled for an improved match to experiment, and this approach has been taken with 

valence XPS.206 Increasing the accuracy of the exchange-correlation functional in the calculations 

may also improve reproduction of the experimental peak separations.  

The calculated Canion peaks in ILs with the [NTf2]- anion is at a lower EB than experiment, resulting 

in a reduced separation between EB(Canion 1s) and EB(Ccation 1s). It is difficult to deduce the possible 

cause for this slight discrepancy. Overall, the match from the initial, unperturbed core level energies 

to the experimental measurements is very good for both N 1s and C 1s high resolution spectra.  

 

5.5.4. Anion effects 

 

Once the accuracy of the calculated XPS results was validated against experiment, the calculated N 

1s and C 1s core XPS spectra were assessed for EB shifts with respect to changing anions. As there 

was only data for all three anions (Cl-, [SCN]- and [NTf2]-), for the [C8C1Im]+ ILs, only these were 

considered. All [C8C1Im]+ ILs were referenced to the calculated Calkyl 1s of [C8C1Im][NTf2], which 

was at 264.54 eV. The calculated data replicates the EB pattern observed in experiment for both N 

1s and C 1s core levels. The total shift from Cl- to [NTf2]- is 0.42 eV for Ncation 1s and 0.45 (±0.03) 

eV for C 1s. This is in excellent agreement with the experimental data, which exhibits a 0.40 (±0.04) 

eV shift (Figure 5.6).  
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Figure 5.6 (a) Experimental high-resolution N 1s spectra, EB scale cut for clarity. (b) Experimental high-resolution 

C 1s spectra, only showing the cation peak for clarity. From highest EB to lowest EB, components include C2, Chetero 

and Calkyl. All peaks effectively referenced to vacuum, Calkyl 1s at 289.58 eV. 

 

Across the [C8C1Im]+-based ILs, the Ncation 1s peak of the Cl- is at the lowest EB, followed by [SCN]- 

and [NTf2]- anions at progressively higher  EB, respectively (Figure 5.7). This ordering of the EB is 

consistent with experimental measurements. The smaller, more basic the anion, the lower the EB 

peak. The stepwise EB shifts from Cl- to [SCN]- to [NTf2] are 0.021 (±0.05) eV . The largest anion-

induced EB shifts between the ILs are observed in the C2 peaks. Overall, these results are very positive, 

confirming that these anion-dependent shifts in EB are caused by IS effects, and thus validating 

previous literature which attributes this EB shift to the ground state chemical behaviour.36  
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Figure 5.7 (a) Calculated high-resolution N 1s spectra, only showing the cation peak for clarity. Peaks broadened 

with a width of 1 eV to mimic experimental broadening. All peaks referenced to calculated Calkyl 1s of 

[C8C1Im][NTf2], at 265.54 eV. (b) Calculated high-resolution C 1s spectra, only showing the cation peak for 

clarity. Peaks broadened with a width of 1 eV to mimic experimental broadening. All peaks referenced to calculated 

Calkyl 1s of [C8C1Im][NTf2], at 265.54 eV. From highest EB to lowest EB, peaks are C2, Chetero and Calkyl. 

 

 

5.5.5. Cation chain length effects 
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As with temperature, discussed in Section 5.5.2, the change in the chain length of the alkyl 

functional group in the imidazolium-based cation ([CnC1Im]+), from n = 4 to n = 8, was found to 

have no effect on the EB peaks. Figure 5.7 demonstrates that there is no change in the Ncation 1s and 

Nanion 1s peak EB separation between the experimental datasets of [C4C1Im][SCN] versus 

[C8C1Im][SCN] (Figure 5.8a) and [C4C1Im][NTf2] versus [C8C1Im][NTf2] (Figure 5.8b). The 

calculated data exhibits a small EB shift in both comparisons of these ILs, but this shift is not 

considered to be significant.  

 

 

Figure 5.8 (a) Plotted experimental and calculated high-resolution N 1s peaks of [C4C1Im][SCN] and 

[C8C1Im][SCN]. [C4C1Im][SCN] intensity adjusted to match [C8C1Im][SCN] intensity. (b) Plotted 

experimental and calculated high-resolution N 1s peaks of [C4C1Im][NTf2] and [C8C1Im][NTf2]. 

 

5.6. Conclusions 
 

This work has further applied and evaluated the accuracy of a method developed to predict core XPS 

spectra in ILs using bulk phase simulations, first demonstrated in Chapter 4. This approach 

established that IS contributions are dominant in measured EB for a total of 5 ILs: [C4C1Im][SCN] 

(from Chapter 4), [C8C1Im][SCN], [C4C1Im][NTf2], [C8C1Im][NTf2] and [C8C1Im]Cl. Research 

in the field XPS of ILs has been carried out under this assumption for many years, and these results 

validate the conclusions of a vast number of publications.  
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Experimental peak EB and relative peak positions were replicated excellently by the calculations, even 

in atomic environments with very similar EB, as with Ccation 1s. The C2, Chetero and Calkyl peaks were 

calculated to be in the correct relative positions for all ILs investigated, with only small deviations in 

comparison to experimental EB values. Ncation 1s and Nanion 1s peak EB separations showed no 

difference between calculation and experiment for [C8C1Im][SCN], and only minor differences in 

the other ILs, [C4C1Im][NTf2] and [C8C1Im][NTf2]. High agreement was found between 

calculation and experiment in terms of peak broadness and symmetry.  

The spread of EB across the S 2p and Cl 2p core levels showed dependence on the anion of the IL. 

The IL [C8C1Im]Cl, with the small, basic anion Cl-, had the largest range of EB
 while 

[C8C1Im][NTf2] with the large [NTf2]- anion has the narrowest range of EB. Anion dependence of 

the core levels N 1s and C 1s was observed in the calculated data, following the experimental trend. 

The EB shift from the lowest to the highest peak EB ([C8C1Im]Cl and [C8C1Im] [NTf2], respectively) 

aligned remarkably well with the experimental EB shift. The alkyl chain length in the cation 

[CnC1Im] (where n = 4 and n = 8) was found to have no effect on EB. 

Temperature effects cannot be investigated experimentally. In simulations, a temperature difference 

of 100 K in the AIMD was found to have no effect on calculated EB in any of the ILs studied. This 

result is favourable for the future of IL simulation using AIMD, as it enables the simulation of ILs 

with high viscosities at no additional computational power.  

Some refinement of the method applied to predict core level XP spectra of ILs may be required in 

future work. The extraction of a larger set of data points to determine the calculation error would 

be a good first step to take before considering investigation of effects of the theory level. 
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6. Elucidating Geometric and Electronic 
Features of TiO2-Ionic Liquid Interface  

 

 

 

 

6.1. Abstract 

 

The previous chapters have explored the fundamental behaviour of ionic liquids (ILs) using 

experimental and calculated core-level X-ray photoelectron spectroscopy (XPS) data. Moving one 

step closer towards application-based research, the following chapter investigates the IL-titanium 

dioxide (TiO2) interface.  

This work was conceptualised by EG, RGC, KRJL and RAB. The custom-built evaporator used in 

the experiments presented in this chapter was built by RAB and commissioned by RAB, EG and 

JMS. Experimental measurements were carried out on a collaborative beamtime with RAB, KRJL, 

DD, EG and JMS. The normal incidence X-ray standing wave (NIXSW) results presented in this 

chapter have been analysed and the related figures created by RAB. These results have been included 

in this chapter alongside the computational work to compare accuracy of the calculations and to 

build a complete picture of the geometric structure of the ionic liquids on the rutile (110) TiO2 

surface. The discussion related to this data and these figures was written by EG with guidance from 

RAB. All other figures created and data analysis carried out by EG. All calculations carried out by 

EG, with guidance in procedure from RGC. 
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6.2. Introduction 

 

ILs have shown incredible potential in the field of electrochemistry and energy applications.76, 257-266 

A search in Web of Science using the terms “energy” and “ionic liquid” demonstrates the vast interest 

on this topic, with over 1,000 related publications annually since 2014. The characteristics that ILs 

exhibit which make them well-suited in this area include wide electrochemical windows, chemical 

and thermodynamic stability, and low vapour pressure. Implementation of ILs as a replacement for 

organic solvents can improve safety and stability in these devices.267, 268 In energy applications, ILs 

form an interface with a material, often a semiconductor. ILs have been investigated at interfaces 

with an extensive list of surfaces, including lithium oxide49, aluminium56, graphene54, 263, as a few 

examples. The semiconductor TiO2 is the most widely studied metal oxide due to its diverse range 

of properties. TiO2 is cheap, readily available, environmentally friendly and has high stability and 

safety.269 Efficient photocatalytic behaviour and excellent electronic properties have led to TiO2 

being widely applied in energy conversion and storage research efforts.270-273 Of the TiO2 crystal 

structures, rutile (Figure 6.1) is the most thermodynamically stable and commonly studied, 

particularly the 110 surface.61, 274 

 

 

Figure 6.1 Visualisation of the rutile bulk unit cell.  
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Fundamental study of the electronic and geometric behaviours of the IL in the presence of a surface 

is necessary to guide further semiconductor-electrolyte design for improvements in electron transfer 

rates and overall device stability, longevity, and safety. X-ray photoelectron spectroscopy is a widely 

used technique to measure the binding energies (EB) of core and valence levels. The core level XPS 

technique works particularly well with ILs, due to the negligible vapour pressure and their well-

defined core level peaks. Core level EB shifts are caused by changes to the valence electron structure, 

which reacts to the atom’s surrounding environment. Normal incidence X-ray standing wavefields 

(NIXSW) allow access to buried interfaces, producing spatial probabilities of atoms above the 

surface. The density functional theory (DFT) computational approach models electrons explicitly, 

thus being the natural choice for simulating core levels and attaining geometry predictions with good 

accuracy.  

Despite the interest of ILs in energy-based applications, fundamental experimental, computational, 

or combined studies of ILs on a TiO2 surface are limited to-date. The IL 1-ethyl-3-methyl-

imidazolium bromide, [C2C1Im]Br, has been studied on the rutile (110, 001) and anatase (100, 001) 

surfaces.275 The IL 1-ethyl-3-methyl-imidazolium thiocyanate, [C2C1Im][SCN], has been studied in 

bulk form using AIMD216, on graphene276 and on the anatase (101) surface with DFT methods.277 1-

butyl-3-methyl-imidazolium thiocyanate, [C4C1Im][SCN], has been studied using AIMD and DFT 

in bulk form (Chapter 4).83 As far as we are aware, neither [C2C1Im][SCN] nor [C4C1Im][SCN] 

have been studied theoretically on the rutile (110) surface. To the best of our knowledge, the 

NIXSW technique has never been applied to the investigation of ILs. Only one study has carried out 

a monolayer-scale characterisation of an IL-semiconductor interface.278 The IL 1-ethyl-3-

methylimidazolium bis(trifluoromethylsulfonyl)imide, [C2C1Im][NTf2], was applied monolayer by 

monolayer to a selection of semiconductors and explored systematically using XPS and ultraviolet 

photoelectron spectroscopy (UPS). TiO2 was not one of the semiconductors investigated.  

In this chapter, [C4C1Im][SCN] and rutile (110) interface is characterised by vacuum deposition of 

an IL monolayer and a combination of XPS, NIXSW and theoretical techniques. Computationally, 

interfaces were modelled at multiple scales to complement the experimental data. Two ILs, 

[C2C1Im][SCN] and [C4C1Im][SCN] were modelled to further compare the effect of the cation in 



78 
 

qualitative analysis. Investigation of the geometric features demonstrates excellent agreement 

between NIXSW and calculated results.   

 

6.3. Computational methods 

 

Structural models 

Four ‘scales’ of IL on the TiO2 surface were investigated: single ions, ion pair, monolayer and bulk. 

The IL [C2C1Im][SCN] was modelled as single ions ([C2C1Im]+, [SCN]-) and as bulk IL (34 pairs) 

on the rutile surface. [C4C1Im][SCN] was modelled as a single ion pair, a monolayer (four cations, 

four anions) and as bulk IL (32 ion pairs) (Table 6.1). 

The bulk [C2C1Im][SCN] was packed at a density of 1.18 g cm-3 279 before combining with a TiO2 

slab to form a model sized 20.7 Å × 19.5 Å × 36.5 Å. The geometry of [C4C1Im][SCN] was taken 

from the AIMD calculation presented in Chapter 4, before combining with the TiO2 slab to create 

a box sized 20.7 Å × 19.5 Å × 40 Å. Both models created a structure where the IL is situated between 

two rutile (110) surfaces, producing a total of six interfaces: four of [C4C1Im][SCN] and two of 

[C2C1Im][SCN]. The approximate thickness of the IL layers was 25.5 Å and 23.5 Å respectively. 

 

 

 

 

 

 

 

Table 6.1 Tabulated representation of calculations carried out, including the number of configurations calculated 

and type of calculation carried out for each 'scale’ of calculation. 
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Model 
No. of 

configurations 
Geometry 

Optimisation AIMD 

 Single [SCN]- 3 ✓  
[C2C1Im][SCN] Single [C2C1Im]+ 4 ✓  

 Bulk (34 pairs) 1  ✓ 
     

 Ion pair 6 ✓ ✓ 

[C4C1Im][SCN] Monolayer (4 pairs) 1  ✓ 

 Bulk (32 pairs) 2  ✓ 
 

 

Geometry optimisations 

Cell optimisation was carried out on a supercell of 4 × 4 × 6 of bulk TiO2 rutile. Optimised bulk 

unit cell parameters a = b = 4.67 Å and c = 2.97 Å were in good agreement with experimental 

parameters, a = b= 4.58 Å and c = 2.95 Å.61, 280 The TiO2 slab model was constructed as a 7 × 3 × 1 

supercell of the unit cell resulting from cleaving the rutile bulk unit cell at the 110 surface. For AIMD 

calculations, the zero-Kelvin-optimised cell parameters were expanded according to the reported 

experimental thermal expansion of rutile TiO2 from 0 K to 300 K.281  

Geometry optimisations of the single ion, single ion pair and bulk scale models were carried out in 

the CP2K code, using the QuickStep method. The FULL-ALL preconditioner was chosen with the 

conjugate gradients (CG) minimiser and the Broyden, Fletcher, Goldfarb, and Shanno (BFGS) 

optimiser. The PBE functional with Grimme-D3 dispersion corrections was employed with 5 multi-

grids, a planewave cut-off of 1100 Ry and relative cut-off of 70 Ry.  

For single ions, optimisations were carried out on single ion only (with charge compensation) and 

single ion with proton at a minimum distance of 13.00 Å (for charge neutralisation).  

 

Molecular dynamics 

Bulk [C2C1Im][SCN] and [C4C1Im][SCN] models were optimised for 25 steps in CP2K, using the 

same settings mentioned in geometry optimisation section. After a further pre-equilibration run 
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with the classical Dreiding force field in the canonical ensemble, a 20 ps production AIMD run was 

carried out in CP2K, using the Quickstep code and Gaussian and plane waves method (GPW), with 

the direct inversion in iterative subspace (DIIS) technique. The simulations were run at 298 K using 

the Nosé thermostat in the NVT ensemble. The PBE functional was used with DFT-D3 corrections 

by Grimme. A single run was carried out for [C2C1Im][SCN] and two runs from different starting 

geometries were calculated for [C4C1Im][SCN].  

 

6.4. Experimental methods 

 

Sample preparation 

Approximately a monolayer of [C4C1Im][SCN] was applied to the TiO2 surface by vapour 

deposition at 140 °C using a custom-built organic evaporator.  

X-ray Photoelectron Spectroscopy 

Hard XPS was carried out at Diamond Light Source (UK) at the I09 beam line. A VG Scienta 

EW4000 HAXPES analyser was used, which had an angular acceptance of ±30°. The analyser was 

mounted with its centre approximately 80° (incident soft X-ray light) and 85° (incident hard X-ray 

light) away from the direction of the incident X-ray light (with respect to the sample) in the plane of 

the photon polarisation (linear horizontal); the analyser slits (and thus the angular acceptance 

direction) were also in the plane of the photon polarisation. The pass energy was 70 eV for the survey 

scan and 50 eV for the core level spectra.  

Normal incidence X-ray Standing Waves 

Normal incidence X-ray standing wave (NIXSW) data were collected at Diamond Light Source I09 

beam line.282 NIXSW was employed through five Bragg reflections from the rutile substrate to image 

the adsorbate positions. The crystal was aligned so that the X-ray beam was near normal incidence 

to a (hkl) Bragg reflection of the crystal. The beam energy was tuned through the Bragg energy and 

photoemission recorded, with multiple repeats in different spots across the crystal. As the beam 
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passes through the Bragg condition the phase of the standing wavefield changes allowing the high 

field regions to move spatially in a controlled manner. Thus the X-ray standing wavefield was swept 

through the adsorbates, selectively illuminating atoms depending on position. The X-ray reflectivity 

and photoemission response was fitted to give both the coherent position, Phkl, and the coherent 

fraction fhkl, for each scattering plane, element (or species if resolvable in photoelectron spectra). 

NIXSW was performed at the (220), (200), (11̅1), (101) and (121) Bragg planes to allow the atomic 

positions to be triangulated. By consideration of symmetrically equivalent planes (13 for most 

species, 9 for S), a volume probability density for a species could be defined. XPS core level shifts 

were utilised to discriminate between anionic and cationic species for the same element. e.g. Ncation 1s 

and Nanion 1s. The (101) reflection is at too low an energy to excite the S1s, so this species has 

significantly fewer reflections in the triangulation. 

 

6.5. Results and discussion 

 

6.5.1. Normal Incidence X-ray Standing Waves 
 

 

Figure 6.2 Labelling of all components of the ionic liquids, (a) [C2C1Im]+, (b) [C4C1Im]+, (c) [SCN]-, and (d) 

rutile (110) surface, that are included in discussion. Hydrogens of the cations are named according to the carbon 

they are bonded to, i.e. H2, H4, H5, etc.. 
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The NIXSW results were analysed to determine the most probable positions of Nanion and Sanion atoms 

on the rutile surface.283 The labelling of the IL and TiO2 atoms can be found in Figure 6.2. The initial 

finding was that the certainty of the Nanion positioning on the surface is much higher than that of 

Sanion atoms. The probability scale of the Nanion ranges from 0 to 22 (Figure 6.3), while the scale for 

the Sanion positioning ranges from 0 to 6 (Figure 6.4), indicating that the certainty of the Nanion 

positions is ~5 times higher than that of the Sanion positions. The Nanion positioning was found to be 

significantly more ordered than the Sanion atoms. The Sanion atom maps (Figure 6.4) depict far larger 

areas with similar probabilities, while the areas of high probability on the Nanion map are localised 

(Figure 6.3). This finding may be indicative of disorder or translational vibrations of the Sanion atoms, 

while the Nanion remain adsorbed in one position. 

 

 

Figure 6.3 Heat maps of likely positions of the Nanion at fixed Z. Left is the highest probability arrangement, at a 

distance of 2.33 Å from the TiO2 surface, with the highest probability of ~22. Right is the next most likely 

arrangement of Nanion at a height of 3.96 Å from the surface, although this probability is much lower, only reaching 

a value of ~11. 

 

In terms of positioning on the surface, the Nanion atoms were found to predominantly lie directly 

above the Ti5c centres, with a lower probability of interacting above Ti6c positions (Figure 6.5). 

Figure 6.3 indicates that the Ti5c - Nanion bond lengths can be estimated to be ~2.33 Å in length. The 

second most likely arrangement, at 3.96 Å from the surface, is too far removed from the surface to 
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be considered a bond, but some interaction is likely happening between the Nanion and the surface, as 

the order remains high, especially in comparison to Sanion, despite the overall lower probability of 

finding Nanion in these positions at this distance. 

 

Figure 6.4 Heat maps of likely positions of Sanion atoms at fixed Z. Left is the highest probability arrangement, at 

a distance of 2.92 Å from the rutile (110) surface, with the highest probability of ~6. Right is the next most likely 

arrangement of Sanion at a distance of 4.35 Å from the surface. This probability is only slightly lower, with a value 

of ~5. 

 

The highest probability distribution of Sanion atoms indicates that the atoms may also be adsorbed at 

the Ti5c sites, with a probability of ~6, or interacting with the O2c, with a probability closer to ~3 

(Figure 6.5). The Ti5c - Sanion bond length is estimated at ~2.92 Å. This arrangement (Figure 6.4, left) 

is only slightly more likely than the second arrangement extracted from analysis (Figure 6.4, right) at 

4.35 Å. Due to adsorption on a terrace, this latter geometry also has an equivalent one surface step 

up or down, which is ½(110) in height or 1.1 Å, not included here. Together, the probability maps 

in Figures 6.3 and 6.4 suggest the Sanion atoms interact with the surface in a more fluid manner, at 

various heights and positions, while the Nanion atoms seem to be adsorbed more strongly on the 

surface, in an ordered manner, the majority above the Ti5c centres. These results could be interpreted 

as an indication of the anion [SCN]- preferentially adsorbing on the surface in N-down or flat 

orientation (similar to geometries A1 and A3 respectively, illustrated in Figure 6.6). The map at a 1.1 

Å distance from the surface may be indicative of a flat or possibly S-down orientation. The N-down 
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geometry seems likely to be the dominant adsorption geometry of the IL monolayer, as this would 

account for the localised nature of the Nanion positioning and also provide the Sanion atoms the freedom 

for translational vibration at the distances of the higher probability maps, 2.92 Å and 4.35 Å.  

 

 

Figure 6.5 Highest probability heat maps of Nanion (left) and S (right) atoms from Figure 6.2 and 6.3 overlayed 

with the rutile slab geometry.  

 

6.5.2. Geometry Optimisations 
 

In all the geometry optimisations, the anion [SCN]- adsorbed onto the surface directly above Ti5c 

sites. In the anion-only models, all three starting configurations optimised to the N-down 

orientation with a Nanion -Ti5c bond length of 1.90 Å. In ion pair calculations, three of six (P2a, P2b, 

P3a, illustrated in Figure 6.7) starting geometries optimised with the anion [SCN]- in the N-down 

configuration.  In these, the Nanion -Ti5c bond lengths were slightly longer, from 1.92 Å to 1.94 Å.  

The remaining three starting configurations optimised with the anion in the S-down orientation, 

P1a, P1b and P3b (Figure 6.7). Inspection of the ion pair optimised geometries shows that these S-

down orientated anions exhibit a strong interaction with the cation, seemingly by hydrogen bonds 

with the Nanion. These interactions occur from the Nanion to the H2 and H6 (P1b and P3b, Figure 6.8, 
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labelling of hydrogens explained in Figure 6.2) or the H4 (P1a). Hydrogen bonds between the cation 

and the anion in imidazolium ILs have been well studied and characterised in existing literature, and 

ion-pair computational models have confirmed their formation.34, 241, 284-290 The optimised S-down 

orientated models also exhibit a flatter orientation of the SCN anion than in the N-down orientated 

models, in which the Sanion is only interacting weakly (≥ 3.36 Å distance between anion and cation), 

or not at all, with the cation. Energetically, the three optimised N-down models are degenerate, and 

the three optimised S-down models are 0.53 to 0.63 eV higher in total potential energy of the system.  

 

 

Figure 6.6 Starting geometries, labelled with nomenclature used in this work, of the single ion geometry 

optimisation calculations. The TiO2 surface would be below the ion. Ions were set 3.5 Å away from the surface. 

An refers to anion and Cn refers to cation, where n is the configuration number. 

 

In all geometry optimisation calculations, it was found that the Ti5c protrudes between 0.53 to 0.63 

Å from the rutile (110) surface, in comparison to the non-interacting or non-coordinating Ti5c. The 

lower end of this range is seen in the ion pair models, while the higher end in the anion only models. 

This finding may suggest that the extent of Ti protrusion from the surface is indicative of the 

strength of the ion-surface interaction, in response to the cation-anion interaction or lack thereof. 

In the ion pair models, a stronger cation-anion interaction may cause a reduced coordination 

strength of the Nanion – Ti5c interactions, and the Ti5c atom is not ‘pulled’ out of the surface to the 

same extent.  
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Figure 6.7 Starting geometries of the ion pair geometry optimisation calculations, assuming the surface is below 

the ion pairs. Ions were set 3.5 Å away from the surface. Pink circles highlight the Chetero ring atoms facing the anion 

(Pna), yellow circles denote C2 facing the anion (Pnb). P denotes ion pair. 

 

The influence of the cation-anion interaction strength on the coordination strength of the anion to 

the Ti5c is also supported by the starting geometry P3b optimising in the S-down orientation. It 

seems that the inter-ion interaction Nanion–H2 is sufficiently strong to prevent the anion from 

flipping, as it does from starting configuration P3a, and this overrides orientation to the preferred 

N-down coordination geometry. Configuration P1b, where the anion is interacting with the C2 

carbon of the cation, has the least protruding Ti5c atom of all the models.  

These geometry optimisation results align with the existing literature of calculated single-ion models 

on the anatase (101) surface, which has shown both N-down and flat orientations as the lowest-

energy or preferred geometries in both classical and ab initio calculations277, 291. In this existing 

literature, anions in the S-down orientation were also observed in classical MD simulations, but these 

were far less abundant.291 These classical simulations also further demonstrated that the Ti5c is the 

preferred interaction site for both Nanion and S atoms in the [SCN]- anion and upon coordination 

with the anion atoms, the Ti5c atom is found to rise away from the surface. 
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Figure 6.8 Geometries of all S-down anion optimised ion pair models. Potential hydrogen bonds are highlighted in green and 

lengths are labelled in grey. 

 

In the optimised models with the anion in the N-down configuration, Nanion - Ti5c bond lengths 

ranged from 1.90 to 1.94 Å, far shorter than the 2.33 Å estimated from the NIXSW experiments. 

The S-Ti5c bonds are 2.44 to 2.47 Å, also shorter than the 2.92 Å estimate from experiment. 

Although these bond lengths are shorter than the measurement from NIXSW results, the prediction 

of Nanion - Ti5c bonds being much shorter than the S - Ti5c bonds is accurate, with a calculated 

difference of 0.54 to 0.57 Å between the two bond types, and a 0.59 Å difference in experiment.  

Cation-only models relaxed into a range of orientations, from flat to perpendicular, with respect to 

surface. Orientation in relation to the surface was measured by maximum surface-ring angle θ 

(Figure 6.9), where θ = 180˚ is perpendicular to surface and θ = 90˚ is flat above surface. Energies were 

compared between all optimised configurations, and it was found that three of the four optimised 

geometries had angles θ = 104˚ to 131˚, all these were within an energy difference of 0.04 eV. Non-

flat configurations were both arranged with the C2 (and respective H) atom down. It is expected that 

H-C2 would preferentially interact with the surface at O2c sites, as the interactions would be 

characteristic of hydrogen bonds. The fourth and highest energy optimised configuration (from 

starting configuration C3) displayed θ = 169˚, almost perpendicular to the surface. This geometry is 

0.23 eV higher in energy than the lowest energy configuration. Optimised cation only models did 

not show any surface distortion.  
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Figure 6.9 Optimised geometry of starting configuration C4 (Figure 6.6). Labelled angle θ, measured from 1 

surface atom – 2 ring atom (a) – 3 ring atom (b). Ring atom (a) is whichever atom of the imidazolium ring is 

directly above the surface atom and ring atom (b) is the atom across from ring atom (a).  This angle was measured 

in all optimised geometries and related to optimised energies.  In this optimised configuration, θ = 123˚. Lowest 

energy geometries, θ = 104˚ to 123˚. Highest energy geometry, θ = 169˚ 

 

6.5.3. Ab initio molecular dynamics 
 

The ‘flat’ cation conformation continues to be the dominant adsorption geometry in the AIMD 

simulated ion-pair and monolayer models. The largest cation-surface angle exhibited in these models 

is only θ = 120˚ (Figure 6.10), despite raised simulation temperatures of 398 K, which may have 

caused the ions to exhibit higher-energy orientations. In the bulk models (34 ion pairs of 

[C2C1Im][SCN] and 32 pairs of [C4C1Im][SCN]), however, the cation exhibits a larger range of 

geometries in relation to the surface. The ‘flat’ conformation is prevalent, but so are ‘perpendicular’ 

conformations.  

In both ion pair and monolayer models, all the anions adsorb in the N-down configuration. With 

the introduction of more ion pairs, the monolayer model creates an environment where longer-range 

dispersion forces become more present. This may remove the strong (and potentially exaggerated) 

cation-anion interaction of the ion pair only models, as the monolayer exhibits only a single anion 

adsorption geometry (Figure 6.10).  In bulk simulations, a variety of anion geometries appeared: the 
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majority in the N-down configuration, with a few in the S-down configuration and one anion in the 

flat configuration (Figure 6.11). The Nanion - Ti5c bonds in all the AIMD models also cause the Ti5c 

atoms to protrude from the surface, as seen in the geometry optimisations. Coordinating Nanion - Ti5c 

protrude at a magnitude of 0.15 to 0.50 Å from the bulk surface. 

 

 

Figure 6.10 A single geometry from the monolayer (4 cation and 4 anion) pair model. In green, cation ring angles 

with respect to the TiO2 surface are given.  

 

In the AIMD models, bond lengths seem to be far closer to those estimated from the NIXSW 

experiments than in the ion pair geometry optimisations. This is expected, as the experiment is 

carried out around 298 K, more similar to the temperature at which the AIMD was simulated, 

compared to the 0 K temperature of the geometry optimisations. The Nanion - Ti5c bond lengths range 

up to 2.15 Å, a lot closer to that of experimental predictions than seen in the geometry optimisations. 

Sanion - Ti5c interaction distances are found to be up to 2.99Å, slightly longer than that of experiment. 

On average, both bond lengths are slightly longer in the bulk models than the monolayer model.  
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Figure 6.11 The last geometries of the surfaces of all bulk AIMD models, orientated for the best view of the anion 

adsorptions and interactions with the surface. Configurations (a) and (b) are surface 1 and 2 of [C2C1Im][SCN] 

respectively, (c) and (d) show surface 1 and 2 of [C4C1Im][SCN] (run 1), (e) and (f) depict surface 1 and 2 of 

[C4C1Im][SCN] (run 2). 
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There are notable further differences in the surface composition between the monolayer and the 

bulk models of [C4C1Im][SCN]. In the monolayer models, all of the ions (4 cations, 4 anions) are 

adsorbed on the surface. Qualitative analysis shows only three anions are adsorbed per surface, on 

average (of four surfaces in total), in the bulk models. This creates a cation-rich environment in the 

interfacial layer of the IL. The [C2C1Im][SCN] IL has four and five anions adsorbed at the two 

surfaces, and it seems to be more balanced between cations and anions, although it is difficult to 

determine visually and would require further analysis to confirm.  

 

6.5.4. X-ray photoelectron spectroscopy 
 

Core-level high-resolution XPS N1s spectra of a monolayer of [C4C1Im][SCN] on the rutile (110) 

surface showed a substantial change in Nanion–Ncation peak separation compared to bulk liquid 

measurements. In the IL bulk, this separation is measured consistently as 4.10 eV, while on the TiO2 

surface, it was measured as 2.00 eV (Figure 6.12). 

 

 

Figure 6.12 N 1s high resolution XP spectra of a [C4C1Im][SCN] monolayer on the rutile (110) TiO2 surface. 

Experimental raw data is displayed in red and calculated data is displayed in yellow. Intensity of the calculated data 

has been corrected for a good visual fit to the experimental data.  
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Considering the major differences in the strength of interactions between cation-TiO2 compared to 

anion-TiO2, it would be most reasonable to expect the Nanion 1s peak to be experiencing the majority 

of the EB shift that contributes to this vast change in peak separations, rather than the Ncation 1s peak. 

As the SCN adsorbs to the electron deficient Ti5c, the bonds created consist of a formal sharing of 

electrons, compared to the ambiguous network of IL interactions in the bulk form. Thus, it is 

expected that the Nanion 1s EB would move to much higher values.  

Calculated EB in the initial state approximation (ground state effects only) on the monolayer model 

(4 cations, 4 anions) estimates the Nanion–Ncation peak separation as 3.34 eV. The discrepancy between 

experiment and the calculated IS approximation is very significant. Based on these results, the IS 

approximation may not describe the electronic behaviour as accurately at a semiconductor surface 

as it does in the bulk IL. Further calculations using the final state approximation (modelling of an 

electron being removed from the core level into vacuum) would clarify this. Another explanation 

for this deviation is limitations in the level of theory used to treat the TiO2, and the improved 

electronic description using the DFT+U method may reflect in the EB of the adsorbed ions. 

 

6.6. Conclusions 
 

This work has examined the interfacial behaviour of ILs with TiO2 and found that experiment and 

simulation lead to similar conclusions in terms of the interface geometry. The benchmarking of the 

calculation by experiment allows the further exploration of calculated models (including the IL’s 

bulk) that cannot be achieved in experiment. Calculated interaction distances were found in closer 

agreement with experiment in the AIMD method than in geometry optimisations at 0 K, which is 

not surprising as the former includes dynamic effects. This further demonstrates the accuracy (and 

the necessity) of AIMD in modelling ILs, presented in Chapters 4 and 5, on a very different type of 

system to the bulk liquid.  

Surface composition was found to vary even by a difference of two carbons in the alkyl chain length 

of the [CnC1Im]+ cation, from n = 2 to n = 4. A relatively cation-rich surface, when n = 4, would 
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have implications on the relative electronic behaviours of the materials, such as band structure of the 

TiO2. This would require further calculations to confirm and assess any relationship between alkyl 

chain length and macroscopic parameters related to energy applications. While the results in Chapter 

5 demonstrated that a changing cation with the same anion has no effect on EB separations in the 

bulk IL, the effects of geometry and sterics could reveal significant changes to the electronic 

behaviour in the presence of the surface. 

In core level XPS simulation, electronic behaviours were not replicated as successfully using the 

initial state approximation on the monolayer model, as they were in Chapters 4 and 5. N 1s peak 

separations deviated from the experiment by ~1.3 eV. This discrepancy could be attributed to final-

state effects that the initial-state approximation used here does not account for, or this could be due 

to insufficient accuracy in the description of TiO2 electronic behaviour. This method requires 

further refinement for interfacial structures, and the first steps to take would be to perform final-

state calculations and calculate core XPS peaks for more configurations of the monolayer model, 

separated by reasonable time increments in the AIMD.  

As the models grew in scale, from single ion models to ion pair to monolayer and to bulk, there were 

noticeable differences in preferred orientations, particularly of the anion, and the extent of 

disruption of the surface, by protrusion of the Ti5c site upon adsorption.  The adsorption strength 

between the IL and the surface was observed to depend on the strength of the cation-anion 

interactions, which were determined by the presence of other ions at the interface. Reduced cation-

anion interactions, in turn led to more displacement of the Ti5c. These subtle changes are likely to 

accumulate in real systems, and it would be interesting to build upon the experimental NIXSW 

study by increasing the number of monolayers and measuring the N 1s separation systematically to 

see if these results are significant in the real system.  
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7. Conclusions & Future work 
 
 

 

 

 

7.1. Reflection and conclusions 
 

In this thesis, a combined approach using experimental XPS and NIXSW techniques alongside 

computational simulations was developed and tested across a wide range of IL-based systems. This 

work presents a complete demonstration of a symbiotic relationship between experiment and 

theory; experimental data was used to benchmark calculation, and the validated calculation was 

further investigated to extract information otherwise unattainable through experiment alone. The 

selection of systems that were studied included five bulk ILs and two ILs on a rutile (110) TiO2 

surface.  

Core level XPS spectra were simulated from bulk computational models of ILs for the first time. 

This approach offered a range of conformational distributions of EB, a result of the complete range 

of interactions experienced by the bulk system. It is inherently impossible to describe these features 

to the same precision with gas phase ion pair calculations. The increased accuracy and detail of this 

approach has enabled us to meticulously compare the initial and the final states, and to assess 

broadening contributions from the sample versus the experiment.  The results from this analysis have 

proven the long-held assumption that the initial state is dominant in XPS measured spectra. 

Following on from the initial development of this method, the process was carried out on five ILs in 

total. These liquids were selected representatives of a much wider range of ILs. This combined 

experimental and computational method continued to produce accurate core EB calculations of 

these bulk systems across the range of core levels, anions, and cations. The component peaks were 
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consistently calculated to be in the correct relative positions and intensities.  We can more 

confidently conclude that this simulation method can be applied to many more types of ILs with 

the same quality of results. This outcome has validated a wide array of previous publications in 

literature whose conclusions rely on a direct relationship between EB shifts and the ground state 

system. Future work on bulk IL systems using the XPS method can be carried out with the 

confidence that EB shifts originate from the ground state of the system. However, it is unclear from 

the presented calculated initial state core EB data on the TiO2 surface whether this result applies to 

ILs at interfaces, and the investigation of core EB needs far more development to draw any reliable 

conclusions. 

It has been noted that the research area of interfaces with ILs is colossal, particularly within the area 

of electrochemistry. Pairing the most studied metal oxide in materials science with one of the most 

common ILs, to investigate EB shifts, was a step toward developing the area of fundamental research 

into this type of system. In the short-term, it may be considered more effective to directly measure 

properties such as conductivities or effects of the IL on the semiconductor band gap. It should be 

contemplated whether this approach may be a “shortcut” and offers a reduced payoff in the long 

term. Focusing on the fundamental electronic interactions, though a more tedious process, may have 

potential far exceeding the former approach. Combined with a computational atom-by-atom 

insight, continued work in this area would enable electronic measurements to be related to geometric 

and functional features of the ions. In time, a collection of this data can be related back to the 

macroscopic effects of these interacting materials and enable the evolution of a predictive technique 

for new ILs and surfaces. Though it was investigated in the context of electrochemistry for this work, 

the ability to make these predictions would benefit any application where solid meets IL.  

As far as we are aware, this is the first NIXSW experiment presented to investigate the absorbed 

geometric structure of an IL on a semiconductor. Using vacuum deposition to achieve a monolayer 

of IL on the TiO2 surface is a systematic technique and further experimental time would provide the 

opportunity to attempt building more monolayers on the surface. These measurements would 

produce a comprehensive representation of the IL order or disorder at the surface at different 

volumes. This deposition technique has been used once in combination with XPS to determine, 

monolayer by monolayer, the ordering or lack thereof as the quantity of IL grows on the surface. 
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Using XPS in this approach has the typical limitations of the breadth of information gleaned from 

the sample; the probe depth is limited and only average measurements of the top monolayer can be 

carried out while specific geometric information is lacking with this technique. This work has 

pioneered the use of the NIXSW technique with these IL-semiconductor systems which, combined 

with calculations, has enabled a thorough examination and conclusion of IL adsorption patterns. 

Hopefully the success of these first steps has validated the use of this method for these IL-

semiconductor interfaces, particularly for the field of electrochemistry.  

Overall, this thesis has presented work which has laid the foundation for new approaches to IL 

research methods. Experimentally, a method to probe ILs at interfaces, and computationally, 

simulating bulk and ILs at interfaces. These methods may require a higher investment of resources, 

but this investment is compensated with a high level of accuracy and a vast breadth of data.  

 

7.2. Future work 
 

Future work to develop on the results of this thesis should be based on improving the core level XPS 

simulation method and developing the experimental investigation of the IL-TiO2 interface.  

There is substantial potential for further analysis using the AIMD calculations carried out in this 

work for all the bulk ILs and the IL-TiO2 models. Extracting a larger number of geometries from 

these AIMD calculations would help to evaluate whether the data set size of EB chosen has any 

significant impact on the accuracy (evaluated by EB shifts, broadening, peak asymmetry) of the 

simulated core level XP spectra. Although the results presented in this thesis have established a good 

level of accuracy across a variety of ILs, this is only the first step in simulating core levels using a bulk 

liquid model. Water, for example, has seen much development in accuracy of computational 

simulations, after a lot of work in this area.292 The use of ILs is constantly increasing, so there is value 

in further improving and testing the accuracy of simulating these systems to, in the long-term,  

potentially avoid costly experimental work in the early stages of material research and development. 



97 
 

Calculated peak width or broadening has been particularly challenging to consolidate with 

experiment. It seems that in most ILs, the anion matches the experiment well in this area, but the 

cation peak is consistently simulated to be significantly less broad than experiment. In this work, a 

limited analysis of 2 further configurations added to the peak (3 configurations total, 192 data points 

for the cation, compared to 64 data points from a single configuration) did not make a significant 

difference to the broadening of the cation peak. If further analysis (10 configurations +) shows that 

there continues to be no difference, then computational settings would need to be tested. The first 

route to explore is the effect of inclusion of improved dispersion corrections (Grimme-D3 instead 

of Grimme-D2) in the bulk ILs and investigate any incurred computational costs across the various 

ILs. It has been has been shown including Grimme-D2 corrections does not increase the 

computational cost in the IL [C2C1Im][SCN]216, but “upgrading” the dispersion force correction 

remains to be tested.  

In the bulk ILs, it was found that site potentials, which are determined by both long-range 

interactions and short-range interactions, were the dominant influence in the EB shifts (Section 

4.5.3). It was also observed, in the IL-TiO2 models, that short-range interactions were significant 

between interfacial ions of the IL, which influenced the anion’s interaction with the surface, via 

bond lengths and adsorption geometries. Therefore, it would be prudent to further investigate the 

explicit interactions in all the ILs models presented and to what extent short-range interactions affect 

electronic behaviour compared to that of long-range interactions.  The presence and effects of 

hydrogen-type bonding is of particular interest in ILs and no definitive conclusion on their 

significance in imidazolium-based ILs has been determined.40 Further investigation of anion-Hcation 

interactions could be investigated further by extraction of RDFs across the latter, equilibrated halves 

of the AIMD calculations.  

Finally, it is of particular interest to progress the natural extension of the experimental NIXSW IL-

TiO2 work in Chapter 6. Probing the formation of additional monolayers in the surface using this 

technique could provide fascinating insights to the real concentration and geometry at the buried 

interface and how additional monolayers influence these features. Further XPS measurements 

would bring intriguing insight into core EB shifts as the IL volume is increased, and the transition 

into ‘bulk’ IL is made. To support this data, further core EB calculations would need to be carried 
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out on the AIMD models presented in this work to accompany these measurements, on many more 

configurations of the monolayer and on the bulk scale systems. A good place to begin would be to 

gather 32-64 data points at each scale, to equate to the bulk IL work in Chapters 4 and 5, from a 

range of configurations at different potential energies and assess any EB shifts exhibited. An extended 

investigation would also answer the question of initial state dominance in core EB on this 

semiconducting surface. By the progression of this work, a solid understanding of the IL interfacial 

behaviour with this ubiquitous metal oxide can be constructed. 
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Appendix 
 

 

 

 

Effects of chain length, anion and temperature on X-ray photoelectron spectra of 
ionic liquids: supplementary information 
 

 

 

Figure A1 High resolution scan of N 1s peaks. The calculated peaks were broadened with a 0.5 eV width. 
Computed peaks shifted +27.00 eV for charge referencing to EB(Calkyl 1s) = 289.58 eV 

 

 

Figure A2 Plot of IS EB with bond length for Nanion 1s (left, blue) and  S 2p (right, yellow) 
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Figure A3 Scheme marking the closest cation atom to Sanion in [C4C1Im][SCN], ordered from lowest EB (left) to 
highest EB (right) of Sanion 2p. Hydrogens labelled and coloured according to carbons in [C4C1Im]+, illustrated top 
left.  

 

 

 

Figure A4 Plot of calculated high resolution N 1s spectrum from [C4C1Im][SCN] using a data set of 3 
configurations (orange) and 1 configuration (grey, dotted). Each configuration offers 64 data points for the Ncation 
and 32 data points for the Nanion. Width reduced to 0.5 eV to increase clarity of peak asymmetry.  

 

 




