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abstract

Context-aware multimodal interactive systems aim to adapt to the needs and behavioural patterns of users and offer a way forward for enhancing the efficacy and quality of experience (QoE) in human-computer interaction.  The various modalities that constribute to such systems each provide a specific uni-modal response that is integratively presented as a multi-modal interface capable of interpretation of multi-modal user input and appropriately responding to it through dynamically adapted multi-modal interactive flow management , This paper presents an initial background study in the context of the first phase of a PhD research programme in the area of optimisation of data fusion techniques to serve multimodal interactivite systems, their applications and requirements. 
1. Introduction

The advent of widespread commercial availability of technology has tended to shift the human-computer interaction paradigm from a traditional PC (keyboard and mouse input) based usage to a more natural and  flexible manner in which users may interact with the system.  Such systems comprise of a number of modalities by which they may acquire user input to perform a function requested by the user.  The collection of input from various modalities enables the development of intelligent systems that are context-aware and aids in the shift from traditional systems to a more natural approach for interaction and usability [4]. For example a mix of gestures and speech can provide a more user-friendly manner in which users may interact with the system. 
2. Multi-modal Systems



Multimodal systems provide increased accuracy and precision (and in turn improved reliability) in terms of context-awareness and situation assessment by incorporating information from a number of input modalities.  This approach offers a kind of fault-tolerant way of managing modalities.  In the case that one of the modalities fails or contains noisy data, information from other modalities can be used to minimise ambiguity re situation assessment arising from a failed or noisy modality.  The improvement in more reliable context- sensing and thus more appropriately responsive behaviour by the interactive system is said to be a likely outcome of multimodal fusion [2].

Various application areas exist for such multimodal systems that can make use of feasible hardware devices to acquire input not only at a neuro-motor but also at a physiological level for instance: monitoring heart rate, perspiration, blood pressure etc. in a patient monitoring system.  Further examples of multimodal systems include anomaly detection, assisted living, PDA with pen-gestures, speech and graphics input capability etc. 

2.1. Situation Assessment


According to Lambert [9, 20, 21, 22, 23], situation assessment involves assessment of situations where situations are “fragments of the world represented by a set of assertions”.  This differs from object recognition in the sense that it requires a shift in the procedure from numeric to symbolic representations, a problem coined as the semantic challenge for information fusion in [23].   


Lambert [9] proposes an interesting approach to semantic fusion using a formal theory by following a development path that involves sequential construction of the problem in terms of philosophy, mathematics and computation.  This approach is illustrated using a formal theory for existence in Lambert’s work [9]. 

3. Input Fusion


There exist two main approaches in literature for integration and fusion of multimodal input according to Corradini et al  [2] namely: 
· Integration of signal at feature level, 
· Integration of information at semantic level.


The feature level signal fusion, also referred to lower level fusion is related to “closely coupled and synchronised” [2] modalities such as speech and lip movements.  This does not scale with ease, requires extensive training data sets and incurs high computational costs [2].


Higher level symbolic or semantic fusion on the other hand, is related to modalities that “differ in time scale characteristics of their features” [2].  This entails time stamping of all modalities to aid the fusion process.  Semantic fusion involves a number of benefits such as off-the-shelf usage, reusability, simplicity etc. [2].

Semantic fusion is a process that unifies input at a “meaning level” from various modalities that are part of a multimodal system [3].  It is said to occur in two steps: a) input events for a user’s command are taken from various modalities and fused at a low level to form a single multimodal input event that signifies the user’s command; b) this multimodal input event is then semantically interpreted at a higher level to deduce the intended meaning of the user’s action by “extracting and combining information chunks” [3]. 

4. Multi-modal Fusion



The main aim of multimodal semantic input fusion is to make sense of the user’s intended meaning by fusing the partial streams of input that constitute a user’s command from various input modalities of the system. 

Hurtig and Jokinen [4] cite a “classical example of coordinated multimodal input” as the Put-that-there system proposed by Bolt [13].  This system presented a scenario where the user of a system specified input commands in a natural manner by way of speech and hand gestures. 

According to [4], multimodal input fusion can be categorised as a process that occurs over three levels: i) signal-level, ii) feature-level and iii) semantic, where semantic fusion integrates the understanding acquired from inputs of various individual modalities into a single comprehension set that signifies the intended meaning of the user’s input.


Hurtig and Jokinen [4] propose a three level semantic fusion component which involves temporal fusion that creates combinations of input data, statistically motivated weighting of these combinations, and, a discourse level phase that selects the best candidate.  The weighting process uses three parameters namely overlap, proximity and concept type of the multimodal input events [4].  Overlapping and proximity are related to temporal placement of the input events where proximity is said to play a very important role especially in modalities such as speech and tactile data [4].  Concept type refers to user commands which would be incomplete if the system were to consider only one input modality e.g. a user pointing to a location and speaking a phrase that only incompletely describes the location [4].  Once the weighted ranking has been performed, a list of these candidates is passed on to the discourse level phase that selects the best ranked final candidate for system response construction.  If no candidate fits, the system requests the user to repeat his/her command [4].

Multimodal fusion encapsulates the union of a number of data from a number of input channels in a multimodal interactive system [12] where each channel may represent a distinct modality whereby a user may interact actively or passively with the system.  Active input can be categorised as a direct usage of the system on the part of the user by way of speech or gestures etc. whereas passive input may be understood as input acquired from the user as a result of a monitoring activity on the part of the system.


According to Landragin [12], multimodal fusion is distinguished in terms of several sub-processes namely: a) multimodal coordination, b) content fusion and c) event fusion.  Multimodal coordination associates two activities acquired by different modalities for the formation of a “complete utterance” [12].  The output of this sub-process contains a set of paired “hypotheses”,  with an associated confidence level, which are ingested by the multimodal content fusion sub-process to develop an improved comprehension of otherwise partial information [12].  The last sub-process, multimodal event fusion, then unifies the “pragmatic forces of mono-modal acts” to create a complete understanding of the user’s input.  Landragin [12] uses the general communication categories as considered in the study of classical natural language, and lists them as being the following: 1) inform, 2) demand, 3) question and 4) act. Inform, demand and question are fairly easy to understand as scenarios where the user may be providing information to the system, requiring the system to do something and querying the system to provide him/her with some information.  Act is the general category which comes into play when the system is not able to label the user’s input act into any of the aforementioned three categories. [12]
5. Relevant work in Multi-modal Systems


Corradini et al. [2] list a number of approaches and architectures for multimodal fusion in multimodal systems such as carrying out multimodal fusion in a maximum likelihood estimation framework, using distributed agent architectures (e.g. Open Agent Architecture OAA [16]) with intra-agent communication taking place through a blackboard, identification of individuals via “physiological and/or behavioural characteristics” e.g. biometric security systems using fingerprints, iris, face, voice, hand shape etc. [2].  It is stated by Corradini et al [2] that modality fusion in such systems involve less complicated processing as they fall largely under a “pattern recognition framework” [2] and that this process may use techniques for integrating “biometric traits” [2] such as the weighted sum rule as in [19], Fisher discriminant analysis [19], decision trees [18], decision fusion scheme [17] etc. [2]

Corradini et al [2] also list a number of systems fusing speech and lip movements such as using histograms [25], multivariate Gaussians [25], artificial neural networks [24, 26] and hidden Markov models [25]. 

According to [2], some systems use independent individual modality processing modules such as speech recognition modules, gesture recognition module, gaze localisation etc. Each module carries out mono-modal processing and presents the output to the multimodal processing module which handles the semantic fusion.  These systems are ideal for introducing a shelf framework where various showcases may be developed for different application domains applying re-usable off-the-shelf components each handling a single modality in full.

Some other systems listed by Corradini et al` [2] include “quick set” [12] which offers the user the freedom to interact with a map-based application using a pen-and-speech cross-modal input capability. The system presented in [27] enables the user to specify a command by way of speech, pointing gesture and the input from a graphical user interface into a “pipelined architecture” [2].  The system put forward by Wahlster et al [28] is a multimodal dialogue system which fuses speech, facial expression and gesture for “both input and output via an anthropomorphic and affective user interface”, as Embodied Conversational Agent (ECA) or Avatar [2].   In all such systems, input events are assigned a weight or “confidence score” that is considered during high level fusion for creating a set of situation interpretations that are ranked by their combined score [2].
6. Conclusion

The study of the research literature including technical reports on various systems devised to offer multimodal interactivity indicate that further research is required in optimisation of multimodal human behaviour interpretation and responsive multi-modal interactivity support.   Hurtig and Jokinen [4] found that multimodal systems performance improves only for spatial domains and it would be interesting to see how such systems could be enhanced and scaled up for various domains e.g. information-based domains etc.  Both low-level and high  level fusion techniques could be more effective  and efficient than offered by present technology.  There exists scope for improvement in the way various modalities are merged, including room for new modalities to be introduced for enhancing semantic fusion and interpretation.    
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