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abstract

The Classical computer vision methods can only weakly emulate some of the multi-level parallelisms in signal processing and information sharing that takes place in different parts of the primates’ visual system thus enabling it to accomplish many diverse functions of visual perception. One of the main functions of the primates’ vision is to detect and recognise objects in natural scenes despite all the linear and non-linear variations of the objects and their environment.  The superior performance of the primates’ visual system compared to what machine vision systems have been able to achieve to-date, motivates scientists and researchers to further explore this area in pursuit of more efficient vision systems inspired by natural models.  In this paper building blocks for a hierarchical efficient object recognition model are proposed. Incorporating the attention-based processing would lead to a system that will process the visual data in a non-linear way focusing only on the regions of interest and hence reducing the time to achieve real-time performance.  Further, it is suggested to modify the visual cortex model for recognizing objects by adding non-linearities in the ventral path consistent with earlier discoveries as reported by researchers in the neuro-physiology of vision.
1. Introduction
Detection and identification of objects in real-world scenes is still an open topic of research in computer vision [1, 2, 3]. The currently available systems for object detection and identification are often limited to a single object recognition and are generally famous in literature as target oriented recognition techniques e.g template matching, MACH (Maximum Average Correlation Height) filters [4] etc. In these models to change the target or objects to be recognised requires training again for the new object before identification tasks can be reliably performed. Classical digital image processing techniques rely mostly on a priori information and perform very well when the real-life stimulus is quite close to the a priori training set in the pattern space.  On the other hand biological systems in nature are more versatile and can accommodate many variations and changes in objects such as position, scale, orientation, occlusion and rotation in different scenarios. Therefore, we present here the building block for biologically inspired object detection and identification model theoretically explaining the advantages of each stage involved in the process.
2. 
Biologically Motivated Model 

To contribute to and extend the existing biologically-inspired recognition, our work will draw on previously established models supported by strong evidence of success.  These models will be integrated to build the target system to be subjected to optimisation experimentation. The selection of suggested building blocks for the model are briefly explained below.

2.1. Scene Enhancement

To account for the sensor (camera) noise and poor quality of visual scenes such as low light “non-linear rule based convolution” and “contrast gain control” methods will be used and analysed for comparative performance. Yuguo Yu [5] has recently established the effect of contrast gain control over transfer function and coding properties of the neuron. Moreover, the phenomena of the contrast adaptation observed in real visual neurons will be used for scene enhancement.

2.2. Rapid Scene Analysis

For rapid analysis of the scene, saliency maps will be generated as described by Lauren Itte [6] as these are computed at sufficiently high speed to identify areas of interest within 150 to 200 milliseconds as proved by his work.  The purpose of the saliency maps is to represent the “saliency” at every location in the visual field by a scalar quantity and to guide the selection of attended locations, based on the spatial distribution of saliency.  A combination of the feature maps provides bottom-up input to the saliency maps. The saliency maps will be generated for center-surround differences, colour channels and orientation features. Center-surround differences between a “center” fine scale C and a “surround” coarser scale S yield the feature maps. The first set of feature maps is concerned with intensity contrast, which, in mammals, is detected by neurons sensitive either to dark centers on bright surrounds or to bright centers on dark surrounds [7]. Colour channels, which, in the cortex, are represented using a so-called “colour double-opponent” system: In the center of their receptive fields, neurons are excited by one colour (e.g., red) and inhibited by another (e.g., green), while the converse is true in the surround. Such spatial and chromatic opponency exists for the red/green, green/red, blue/yellow, and yellow/blue colour pairs in human primary visual cortex [8]. Orientation features will be extracted by using the Gabor filter for different orientations. These feature maps would then point to the regions of interest and also gives the order in which attention will be focused on different objects in a natural scene.

2.3. Hierarchical model of the Ventral Stream 

This relates to the quantitative analysis of the ventral stream to modify the existing layered structure of state-of-the-art model given by Serre, Pogio and Riesenhuber      [1, 2, 10] by adding the non-linearities in different stages of the visual pathway recently discovered by the neuro-biologist [9].  In the simplest form Serre and Pogio’s model is based on alternating four layers of simple and complex cells with MAX pooling at each stage. They have not studied the effects of adding non-linearities into the model.  The main functions and characteristics of each sub-unit including their mathematical models of the ventral pathway are recorded in table 1 from various sources that define the linear and non-linear stages of the ventral pathway. 

Neurons along the ventral stream show an increase in the size of receptive field (RF: The area of the visual field to which a neuron responds). Therefore, size of the RF is also another important parameter that varies from very small, of the order of 0.5o to 20o as we move across the ventral stream from V1 to V4 (see table 1).  For instance the size of the RF in V1 is very small and therefore V1 cells contain more precise information re the position of the stimuli. Moreover, V1 cells are sensitive to orientation; particularly they respond to vertical bars/edges and are responsible for first order linear information processing based upon the average change in the luminance of the stimuli.  However, the higher cortex areas are tasked to perform not only non-linear second order processing based on average contrast and texture in different spatial locations but also conduct even more complex processing to form shapes and objects based on the low level information received.

As EEG-studies have shown that object detection can be accomplished in as few as 150ms [11], a step by step implementation of the mathematical models of the successive areas as shown in the table 1 will result in an efficient object recognition model.  The ultimate goal will be to extract features that will be used for detection and classification while keeping the selectivity and invariance at the same time.
Table 1 sets out the functions and characteristics of the various elements in the visual pathway (The Ventral Stream).

	Element
	Function
	Role in Object Recognition
	Response Time
	RF Size

	Rods
	Monochrome perception, perform well in dark environment
	Not sensitive to colour stimulus Perception in grey scale images
	 
	 

	Element
	Function
	Role in Object Recognition
	Response Time
	RF Size

	Horizontal

 Cell
	 Lateral Inhibition
	Control the way neighbouring cells respond e.g. to reduce the firing response to forbid the saturation
	 
	 

	Cones
	Colour perception, daylight and bright vision
	Sensitive to wavelength i.e. colour can be modelled for coloured object perception.
	
	

	P-Type Ganglion
	Perception of form and colour


	Acts as a DOG which replicates the interaction
Centre Surround RF
	
	

	V1
	Sensitive to object orientation
	Object Detection through first order information i.e. variation in luminance. Behave like simple linear filters. Refs(9)
	(40~60msec) depends on contrast

Ref.  12
	0.5o~1.5o

	V2
	
	Computes differences in contrast and texture through second order information. Performs non-linear operation to detect differences in contrast and texture between regions that have the same luminance level. Refs (9)
	V2

(50~70msec)

Ref.  12
	0.5o~4.0o

	V4


	
	
	60~80 msec

Ref.  12
	1.0o~20.0o


Table 1: Functions and characteristics of the various elements in the visual pathway (The Ventral Stream)
2.4.  Learning for Recognition

The last step would investigate learning in the model. This will depend on the outcome of the previous step. Two types of investigations will be done in the following order:

Firstly the optimality of the features used by the model to achieve its primary recognition task will be examined in terms of their efficacy in enabling the model itself to distinguish and accordingly classify the detected objects correctly; for example classifying similar type of vehicles into one bin and similar trees into another based on the features extracted. Then the next step of recognition will be symbolic reasoning based on previous learning to allow image labelling; as an autonmous learning process.  There are proven learning algorithms such as Adaboost and Gentleboost that could be used as potential learning algorithms to achieve the last step.

3. Future Work

We propose the future work as follows.
1. To simulate the models for each component in the visual ventral stream and verify each of the respective models against the physiological and psychophysical primates’ vision system behaviour as expounded per published research to-date.

2. To adopt the concepts of receptive fields that divide the processing load into smaller parallel units as the receptive field grows as we move across the higher cortex region see table 1.

3. To further study and look into the non-linear image processing techniques that are believed to be the case with the biological systems.
4. Finally to establish the optimisation results for a visual perception-based model for efficient object recognition by integrating the simulated model of the sub-systems conformant with the working of the biological systems and test the resulting system in some application areas such as surveillance, industrial machine vision etc.

4. Conclusions
It is still nearly impossible to completely model the biological vision system performing all the tasks of perception for two major reasons.  One is that still the complete understanding for the visual cortex has not been established as this is very difficult, time consuming and technologically limited to decode the brain functionality completely.  Secondly, the most efficient computing elements that we have today are not only sufficient to mimic the complete neural circuitry but also different in architecture as in biological neural systems. The number of neurons and interconnections are very high as compared to the possible density of chips available today.  Therefore, rather than trying to achieve a whole system it is more realistic to validate the subsets of the visual cortex functions.
Although the interaction of attention and object recognition has already been studied this model will be novel in the sense that it will incorporate the rapid scene enhancement for better performance and a model that also adopts the non-linearities present in the visual pathway which will essentially result in computationally less extensive model.

The resulting real-time vision system will offer two novel features as follows:

a) Incorporating the non-linear models of the visual pathway for the first time for the higher level perception-cognition task in object recognition. 
b) Exploiting the state-of-the-art embedded-systems for real-time performance. 

The adaptation of concepts from the manifestly efficient biological systems is the way forward in the development of future smart systems. However, achieving a system that seeks to emulate the modus operandi of the primates’ visual system is constrained not only by an as yet inadequate knowledge of all aspects of the functions of the biological vision systems but also by the technological limitations that inhibit the full study of these systems. Therefore, the practically realise-able models being explored in computational neuroscience will be pursued as the best available pathway to research in this area.  This approach will seek to adopt the latest available knowledge on the behavioural and functional knowledge of the biological systems and model them in computationally non-prohibitive ways.  This will lead to hybrid systems with better performance in supporting man-machine interaction but also in the better understanding of the biological systems. 
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