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Abstract
We formulate a new conceptual model, named “MT2”, to describe global ocean heat uptake, as simulated by atmosphere–
ocean general circulation models (AOGCMs) forced by increasing atmospheric CO

2
 , as a function of global-mean surface 

temperature change T and the strength of the Atlantic meridional overturning circulation (AMOC, M). MT2 has two routes 
whereby heat reaches the deep ocean. On the basis of circumstantial evidence, we hypothetically identify these routes as 
low- and high-latitude. In low latitudes, which dominate the global-mean energy balance, heat uptake is temperature-driven 
and described by the two-layer model, with global-mean T as the temperature change of the upper layer. In high latitudes, 
a proportion p (about 14%) of the forcing is taken up along isopycnals, mostly in the Southern Ocean, nearly like a passive 
tracer, and unrelated to T. Because the proportion p depends linearly on the AMOC strength in the unperturbed climate, we 
hypothesise that high-latitude heat uptake and the AMOC are both affected by some characteristic of the unperturbed global 
ocean state, possibly related to stratification. MT2 can explain several relationships among AOGCM projections, some found 
in this work, others previously reported: ∙ Ocean heat uptake efficiency correlates strongly with the AMOC. ∙ Global ocean 
heat uptake is not correlated with the AMOC. ∙ Transient climate response (TCR) is anticorrelated with the AMOC. ∙ T 
projected for the late twenty-first century under high-forcing scenarios correlates more strongly with the effective climate 
sensitivity than with the TCR.

Keywords Ocean heat uptake · Atlantic meridional overturning circulation · Effective climate sensitivity · Transient 
climate response

1 Introduction

1.1  Global‑mean energy balance

The global-mean energy balance of the climate system, often 
called the “Earth energy balance”, has proved to be a use-
ful framework for quantitative comparison among climate 
models, and between models and observations, regarding 
the rate and magnitude of global climate change. The energy 
balance may be written

where N is the rate of energy storage in the Earth system 
(W m−2 ), F is the effective radiative forcing (ERF, W m−2 , 
the perturbation caused by agents such as greenhouse gases), 
T is the surface air temperature change (K), and � is the 
climate feedback parameter (W m−2 K−1 ). F, N and T are 
all global means over the Earth surface area. (Appendix E 

(1)N = F − �T ,
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repeats key equations for reference, and Appendix F tabu-
lates the definitions of the symbols and abbreviations that 
we use repeatedly throughout this paper.)

F, N and T are defined as differences from an assumed 
unperturbed steady state in which they are all zero. When a 
positive F is imposed, T increases, and the perturbed climate 
system radiates an energy flux �T to space, which opposes F. 
For the system to be stable to small perturbations, � must be 
positive. In some other papers, � is a negative number, with 
+�T in Eq. (1).

In a steady state, the energy content of the system is not 
changing, whence N = 0 . Therefore, if F2× is the ERF due 
to doubling atmospheric CO2 concentration, the steady state 
for 2 × CO2 has T = F2×∕� from Eq. (1). This quantity is the 
equilibrium climate sensitivity. When � is determined from 
F, T and N through Eq. (1) from any transient state, in which 
N ≠ 0 , the quantity F2×∕� is the effective climate sensitivity. 
The effective and equilibrium climate sensitivity differ, in any 
AOGCM, because � is not a constant, due to the dependence 
of climate feedbacks on several factors, including global-mean 
and geographical patterns of surface temperature change, the 
magnitude of F and the nature of the forcing agents (Andrews 
et al. 2015; Marvel et al. 2016; Gregory et al. 2020; Bloch-
Johnson et al. 2021; Andrews et al. 2022; Salvi et al. 2022). 
Moreover, � has a wide spread among AOGCMs, and there is 
a large uncertainty in its real-world value (Andrews et al. 2012; 
Zelinka et al. 2020; Sherwood et al. 2020).

1.2  The zero‑layer model of transient climate 
change and ocean heat uptake

Studies of climate change simulated by atmosphere-ocean 
general circulation models (AOGCMs) have found that, for 
timescales longer than about a year, energy storage can be 
disregarded other than the heat content (strictly, the enthalpy) 
of the ocean (Palmer and McNeall 2014). In that case, N is 
entirely absorbed by the ocean.

In many scenarios of future change, F increases continu-
ously in time. After the first decade under such a regime, heat 
storage in the upper ocean layer (a few tens of metres) is unim-
portant, and T can be regarded as though it were the tempera-
ture of a surface skin with zero heat capacity. Practically all 
of N is then stored in the deep ocean, whose heat capacity is 
vast, and whose temperature change is consequently negligible 
for many decades.

This being so, T can be modelled by the “zero-layer model” 
for times longer than about a decade and shorter than about a 
century (Bouttes et al. 2013):

(2)T =

F

� + �
and N = �T =

�F

� + �
.

In the zero-layer model, F is always balanced by the sum 
of increased heat loss, �T  , to space and downward transfer, 
�T  , into the deep ocean. The quantity � is the AOGCM-
specific thermal coupling coefficient between the upper and 
deep ocean, called the ocean heat uptake efficiency (OHUE), 
whose units are the same as for � (W per m 2 of world area 
per K; we choose the positive-stable convention for � so that 
it has the same sign as � ). F = �T + �T  gives the diagnostic 
relationships for T and N (Eq. 2). Because no heat capacity is 
involved (hence the name “zero-layer” for the model), T and 
N respond instantaneously, both increasing like F.

The standard metric for global warming under increasing 
CO2 is the transient climate response (TCR), defined as T at 
the time of 2 × CO2 in the idealised “1pctCO2” scenario, 
with atmospheric CO2 concentration increasing at 1% yr−1 . 
From Eq. (2) it follows that TCR = F2×∕(� + �) , and hence 
that TCR is anticorrelated with both � and � , considering 
the variation in these quantities across a set of AOGCMs.

Although not formally required by the zero-layer model, 
it is often implicitly assumed that � and � are independent 
variables, which respectively quantify the atmosphere and 
ocean response to forcing. Gregory and Forster (2008) found 
� and � to be uncorrelated across AOGCMs of CMIP3, the 
third phase of the Coupled Model Intercomparison Project 
(CMIP), and Kuhlbrodt and Gregory (2012) the same for 
CMIP5 (the fifth phase; note that no “CMIP4” exists), after 
excluding two outlying AOGCMs. Absence of correlation 
suggests that climate feedback and ocean heat uptake are 
independent phenomena that together determine the TCR 
in the zero-layer model.

OHUE, defined as � ≡ N∕T  , is a constant in the zero-
layer model. The zero-layer model is a special approximate 
solution of the two-layer ocean model, which we describe 
later (Sect. 3.1.2). OHUE is not constant in the two-layer 
model or in AOGCMs (Sect. 4; Gregory et al. 2015).

OHUE is conventionally evaluated as N/T at the time 
of 2 × CO2 in the 1pctCO2 scenario (viz. after 70 years). 
Its large spread, spanning a factor of two among AOGCMs 
(Kuhlbrodt and Gregory 2012), implies uncertainty in pro-
jections of T under any given forcing scenario. The uncer-
tainty motivates the need to understand and to constrain the 
spread in OHUE.

In the 1pctCO2 scenario, F rises linearly in time, since the 
CO2 concentration rises exponentially, if CO2 ERF depends 
logarithmically on concentration, as is usually assumed. 
[Small deviations from this behaviour are found in atmos-
phere radiative transfer calculations and GCMs e.g. Byrne 
and Goldblatt (2014), Bloch-Johnson et al. (2021).] Accord-
ing to Eq. (2), we expect T(t) ∝ F(t) ∝ t and N(t) ∝ F(t) ∝ t 
in 1pctCO2 for any given AOGCM, where t is time. These 
proportionalities are found to hold quite accurately for the 
first 70 years, up to the time of 2 × CO2 (Gregory et al. 
2015).
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In the zero-layer model, the deep ocean accumulates all 
the heat added to the climate system

where A = 5.101 × 1014 m2 is the global surface area and H is 
the global ocean heat uptake (OHU, in ZJ ≡ 1021J), which is 
a function of time. In 1pctCO2, N(t) ∝ t ⇒ N(t�) = N(t)t�∕t , 
whence

(see also Appendix B.1).
Making the assumption that � and � are unrelated, we 

can consider a set of hypothetical AOGCMs with the same 
� and a range of � , which produces a range of T for given t 
by Eq. (2). Hence H =

1

2
At�T ∝ T  from Eq. (4). Further-

more, a set of AOGCMs with the same � and a range of 
� will have H =

1

2
AtF�∕(� + �) ∝ �∕(� + �) for given t, 

which indicates a correlation between H and � . The cor-
relation is positive because � is about half the size of � in 
AOGCMs, so � has less importance in the denominator than 
in the numerator (Kuhlbrodt and Gregory 2012). Thus the 
zero-layer model predicts that larger ocean heat uptake effi-
ciency � and larger global warming T should both give larger 
ocean heat uptake H.

1.3  Plan and purpose of this paper

We proceed in Sect. 2 by examining relationships across 
AOGCMs among OHUE, OHU, T and other quantities in 
the 2 × CO2 state of 1pctCO2 experiments from CMIP5 and 
CMIP6 (Phases 5 and 6 of CMIP, which henceforth we will 
refer to as “CMIP5&6”). We show that � and � are positively 
correlated across AOGCMs, contradicting the assumption 
often made in connection with the zero-layer model (Sect. 2.2). 
We show that OHU and OHUE are not correlated across 
AOGCMs, unlike in the zero-layer model (Sect. 2.3). We find 
moreover that, although OHU is correlated with T as predicted 
by the zero-layer model, some part of the OHU is unrelated 
to T i.e. OHU is substantial even for small T (Sect. 2.4). Fur-
thermore, the zero-layer model does not incorporate the strong 
correlation of OHUE with the Atlantic meridional overturn-
ing circulation (AMOC) (Kostov et al. 2014; Winton et al. 
2014), which is evident in AOGCM data (Sect. 2.6) but has not 
been explained. From the above evidence, it appears that the 
zero-layer model is inadequate for modelling AOGCM OHU, 
despite its successful use in modelling T.

On the basis of these and other findings (summarised in 
Sect. 2.12), in Sect. 3 we propose a new conceptual model 
of OHU, called “MT2”. In the MT2 model, part of the 
OHU is linearly related to the strength of the AMOC in 

(3)H(t) = A∫
t

0

N(t�) dt�,

(4)H(t) =
1

2
A t N(t) =

1

2
A t � T(t) =

A t �

2(� + �)
F(t)

the unperturbed state, although the AMOC itself is not the 
dominant physical mechanism of the OHU, which mostly 
takes place in the Southern Ocean. We offer a physical inter-
pretation of the MT2 model, and show that it gives an accu-
rate reproduction of OHU as a function of time in individ-
ual AOGCMs and the AOGCM mean in both the 1pctCO2 
and the abrupt4xCO2 scenario (constant quadrupled CO2 
concentration).

In the two subsequent sections, we use the MT2 model to 
explain how OHUE (Sect. 4) and T (Sect. 5) depend on time, 
on the climate feedback parameter (which is itself time-
dependent and AOGCM-specific) and on the unperturbed 
AMOC strength (AOGCM-specific), but not involving the 
time-dependence of AMOC during climate change.

Section 6 is a summary and discussion. In Sect. 6, we 
summarise the MT2 model (Sect. 6.1) and our new findings 
and explanations (Sect. 6.2). We finish with some unan-
swered questions and concluding remarks (Sect. 6.3).

The purpose of this work is to describe and explain the 
time-dependent behaviour of global ocean heat uptake 
given the time-dependent global-mean surface temperature 
change. We do not investigate the behaviour of the forcing 
or the climate feedback parameter, which are the subjects 
of a great deal of research, and which together with OHU 
determine T through Eq. (1). However, the MT2 model could 
be combined with these other elements to construct a global-
mean energy-balance model.

2  Ocean heat uptake efficiency in AOGCMs 
in the transient 2 × CO

2
 state

In this section we analyse data from the piControl and 
2 × CO2 state of 1pctCO2 experiments of CMIP5& 
AOGCMs (Table 1). Our aim is to test the zero-layer model 
(Sect. 1.2) as a description of the relationships across the 
CMIP5&6 AOGCMs between quantities relevant to global 
ocean heat uptake (OHU), and to discover any relationships 
that the zero-layer model does not account for, by evaluat-
ing correlation coefficients and other statistics. Correlations 
expected on the basis of the zero-layer model are depicted 
in Fig. 1a. Although correlations are no proof of a causal 
connection, a satisfactory physical interpretation of the 
AOGCM data must account for their presence. Furthermore, 
the absence of an expected correlation can falsify a physical 
hypothesis.

In Sect. 2.12 we summarise our findings about the sta-
tistical relationships among AOGCM quantities, depicted 
in Fig. 1b. These findings provide the starting-point for 
the development of a new conceptual model of ocean heat 
uptake, which we present in Sect. 3.
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2.1  AOGCM diagnostics

For the strength of the Atlantic meridional overturning cir-
culation (AMOC, M) we use the maximum of the piControl 
time-mean depth–meridional overturning streamfunction in 
the Atlantic north of 30◦ N and within 500–2000 m depth. 
See Appendix A.1 for comparison with the AMOC at 26◦N.

Ocean heat uptake efficiency (OHUE) is usually evalu-
ated from the top-of-atmosphere net downward radiative flux 
N and OHU usually as the global and time-integral of N. 
We instead use the 3D ocean temperature change for OHU, 
because about 10% of the added heat is stored outside the 
ocean, and because a few atmosphere GCMs do not con-
serve energy accurately enough for our purposes (Hobbs 
et al. 2016). We calculate N from the global-mean time-
derivative of OHU as per Eq. (3). In Appendix A3–A4, we 
show that our OHU and OHUE for most AOGCMs agree 
well with other definitions.

In this section, because we are concentrating on ocean 
quantities, we use global-mean sea-surface temperature 
change ΔSST at the time of 2 × CO2 to estimate the transient 
climate response (TCR), which is defined as global-mean 
surface air temperature change T in the same state. TCR 
and ΔSST are highly correlated ( r = 0.98 for 24 AOGCMs). 
They are almost proportional with TCR ≃ 1.5 × ΔSST 
(Appendix A.2; Toda et al. 2021). Consequently OHUE 
( = N∕T  ) is very similar for the two estimates of T (compare 
the black letters and red crosses in Fig. 2d).

Except where otherwise stated, reported values for the 
product-moment correlation coefficient, r, are statistically 
significant at the 5% level. This assertion means that the 
probability is only 5% of the correlation between the two 
variables equalling or exceeding our estimated r if the two 
variables are actually independent (in accordance with the 
null hypothesis).

2.2  TCR, EffCS and OHUE are all correlated

In the 2 × CO2 state of 1pctCO2, AOGCMs with larger 
� (equivalent to smaller effective climate sensitivity 
EffCS ∝ 1∕� ) have smaller ΔSST ( r = −0.72 , or r = −0.82 
excluding the outliers CNRM-ESM2-1 and NorESM2-
LM, marked “f” and “n” respectively, in Fig. 2a). Like-
wise, AOGCMs with larger OHUE � have smaller ΔSST 
( r = −0.79 , Fig. 2b). These correlations are consistent with 
the zero-layer model T = TCR = F2×∕(� + �) (Eq. 2).

Moreover, � and � are correlated too ( r = 0.53 , or 
r = 0.67 excluding CNRM-ESM2-1 and NorESM2-LM, 
in Fig. 2c). This correlation means that climate feedback 
and ocean heat uptake are not entirely independent in their 
effects on TCR, despite the frequent tacit assumption to 
the contrary, and it demands a physical explanation, to 
which we will return later.

Previous work (Gregory and Forster 2008; Kuhlbrodt 
and Gregory 2012) found no correlation between � and 
� . Our analysis differs in revealing a relationship mainly 
for two reasons, relating to methodology. First, we have 
a larger set of AOGCMs, with the inclusion of CMIP6. 
Second, we evaluate � from years 1–20 of abrupt4xCO2 
and � from years 61–80 of 1pctCO2. During these 20-year 
periods � and � have nearly constant values in any given 
AOGCM, whereas the previous works used regression 
slopes to fit d(F − N)∕dT  and dN∕dT  respectively for � and 
� from years 1–70 of 1pctCO2, during which they decrease 
in all AOGCMs (Sect. 4.3; Gregory et al. 2015). Since the 
rate of change differs among AOGCMs, it increases the 
scatter in the relationships.

2.3  OHU is not correlated with OHUE

The zero-layer model predicts a correlation between 
OHU and OHUE � across AOGCMs at any given time 
in 1pctCO2 (Sect. 1.2). The idea is that AOGCMs which 
transport heat more efficiently from the upper to the deeper 
layer will store a greater fraction of the forcing F, for a 
given � . However, the CMIP5&6 1pctCO2 experiments do 
not follow this prediction (Fig. 3a); they show insignificant 
correlation between OHU and OHUE.

� �

Fig. 1  Correlations across AOGCMs among piControl AMOC 
strength M, ocean heat uptake efficiency (OHUE) � , climate feed-
back parameter � ( ∝ 1∕EffCS ), transient climate response (TCR) T, 
and global ocean heat uptake H in the 2 × CO2 state of 1pctCO2. H 
is proportional across AOGCMs to the rate N of ocean heat uptake. 
Red lines join quantities whose correlation is positive, blue nega-
tive. Thick lines indicate correlation coefficients of magnitude > 0.7 , 
thin lines weaker but significant correlations, and grey lines mean 
no significant correlation. a Correlations expected from the zero-
layer model, calculated from synthetic data for the same number 
of AOGCMs as in our CMIP5&6 set, and with the same mean and 
standard deviation as CMIP5&6 � and � . For the synthetic data, � 
and � were generated by selection from independent random nor-
mal distributions, then T and H calculated assuming the formulae of 
the zero-layer model (Eqs. 2 and 4). b Correlations diagnosed from 
CMIP5&6 AOGCMs and accounted for by the MT2 model
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Table 1  Various quantities 
evaluated in 1pctCO2 and 
piControl experiments with 
CMIP5&6 AOGCMs and the 
CMIP3 AOGCM HadCM3

The letters in the first column are used as identification in Figs. 2 and 3, and * indicates FAFMIP models. 
In the second column, “1” indicates that 1pctCO2 is analysed and “4” indicates abrupt4xCO2 is analysed. 
The other columns are the strength of the Atlantic meridional overturning circulation in piControl (AMOC, 
M, time-mean of years 1–70), global-mean surface air temperature change (TCR), global-mean sea sur-
face temperature change ( ΔSST), global ocean heat uptake (OHU), ocean heat uptake efficiency (OHUE), 
climate feedback parameter ( � , from years 1–20 of abrupt4xCO2). TCR, ΔSST, OHU and OHUE are all 
for the 2 × CO

2
 state of 1pctCO2. OHUE is calculated using TCR. See Appendix A for further details of 

calculations. CMIP6 values for TCR and � were evaluated by Mark Ringer (available at https:// github. com/ 
mark- ringer/ cmip6 under the Creative Commons Attribution-ShareAlike 4.0 International Public License). 
Unspecified values arise from unavailability of diagnostics or other technical difficulties

AOGCM M TCR ΔSST OHU OHUE �

Sv K K ZJ W m−2 K−1

CMIP5
A 14 ACCESS1-0 17.9 1.98 1.22 861 0.822 1.08
B bcc-csm1-1 1.76 1.17 682 0.654 1.36
C 14 CNRM-CM5 15.0 2.08 1.40 661 0.521 1.05
D 14 CSIRO-Mk3-6-0 20.5 1.78 1.20 733 0.732 1.09
E* 14 CanESM2 17.1 2.41 1.57 828 0.578 1.19
F 14 GFDL-CM3 27.2 1.95 1.32 860 0.696 1.13
G GFDL-ESM2G 1.05 0.71 631 0.912 1.58
H* 4 GFDL-ESM2M 27.7 1.34 0.90 720 0.870 1.36
J* 14 HadGEM2-ES 14.8 2.50 1.64 861 0.514 0.79
K inmcm4 20.5 1.29 1.67
L 14 IPSL-CM5A-LR 11.5 2.04 1.40 678 0.538 0.86
M 14 IPSL-CM5A-MR 12.5 2.03 1.47 0.88
Q* 14 MPI-ESM-LR 23.5 2.06 1.32 869 0.783 1.33
R 14 MPI-ESM-MR 19.1 2.04 1.32 850 0.708 1.40
S 1 MRI-CGCM3 15.3 1.56 1.03 631 0.641 1.54
T 14 NorESM1-M 32.3 1.39 0.85 733 1.008 1.63
V 1 NorESM1-ME 32.0 0.93 721 0.908
Y 14 ACCESS1-3 19.2 1.65 1.15 785 0.793 1.17
Z 14 MPI-ESM-P 22.5 2.06 1.34 846 0.723 1.50
CMIP6
a 14 ACCESS-CM2 20.8 2.11 1.35 905 0.737
b 14 ACCESS-ESM1-5 22.1 1.95 1.34 838 0.677
d 1 CESM2 24.6 2.07 1.44 970 0.753 1.15
e 14 CNRM-CM6-1 17.0 2.13 1.49 828 0.600 0.90
f 14 CNRM-ESM2-1 19.1 1.84 1.25 754 0.697 0.48
g 1 GFDL-CM4 19.5 2.06 1.33 771 0.678 1.48
h* 1 HadGEM3-GC31-LL 16.9 2.55 1.69 1016 0.620 0.83
i 1 IPSL-CM6A-LR 13.2 2.29 1.63 795 0.516 0.99
k* 14 MPI-ESM1-2-HR 19.7 1.66 1.06 765 0.819 1.53
m* MIROC6 18.7 1.55 1.01 656 0.716 1.63
n 14 NorESM2-LM 23.6 1.48 1.00 601 0.677 2.07
q* 14 CanESM5 13.1 2.74 1.74 880 0.546 0.68
t* 14 MRI-ESM2-0 21.5 1.64 1.12 773 0.780 1.33
u 14 UKESM1-0-LL 16.2 2.79 1.87 1024 0.609 0.82
CMIP3
x* HadCM3 19.0 1.97 1.26 729 0.614 1.25

https://github.com/mark-ringer/cmip6
https://github.com/mark-ringer/cmip6
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Fig. 2  Relationships across 
CMIP5&6 AOGCMs among 
various quantities: global-
mean sea-surface temperature 
change ΔSST and ocean heat 
uptake efficiency (OHUE) in 
the 2 × CO2 state of 1pctCO2, 
the climate feedback parameter 
� from the first 20 years of 
abrupt4xCO2, and the strength 
of the Atlantic meridional over-
turning circulation (AMOC) 
in piControl. All panels use 
the letters shown in Table 1 to 
identify the AOGCMs, CMIP5 
with upper-case letters, CMIP6 
lower-case. The lines in d show 
ordinary least-squares regres-
sions
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Fig. 3  Scatter plots showing no significant relationship across 
CMIP5&6 AOGCMs between global ocean heat uptake (OHU) in 
the 2 × CO2 state of 1pctCO2 experiments and a ocean heat uptake 
efficiency (OHUE) in the same state, b the strength of the Atlantic 

meridional overturning circulation (AMOC) in piControl. Both pan-
els use the letters shown in Table 1 to identify the AOGCMs, CMIP5 
with upper-case letters, CMIP6 lower-case
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2.4  OHU is correlated with T, but part of OHU 
is unrelated to T

The zero-layer model predicts that OHU ∝ ΔSST 
(Sect. 1.2), because larger T produces a greater heat flux 
N = �T  from the upper to the deep layer, for a given � . This 
prediction is only partially supported by CMIP5&6 experi-
ments. There is a strong and significant correlation between 
OHU and ΔSST (Fig. 4a, r = 0.72 ; recall from Sect. 2 that 
T = 1.5 × ΔSST to an excellent approximation). OHU also 
correlates with � ( r = −0.53 , not shown) and hence with 
effective climate sensitivity EffCS ∝ 1∕� , consistent with 
� being the main influence on the spread of ΔSST (Fig. 2a; 
Sect. 5.1).

Linear regression of OHU against ΔSST gives a good fit, 
but the relationship has a non-zero intercept of 430 ± 63 ZJ, 
which is 55% of the multi-model mean OHU. This quan-
tity of heat reaches the deep ocean without involving any 
substantial global-mean warming. That is, OHU is larger 
in models with greater T, but OHU is not proportional to 
T. The intercept in Fig. 4a suggests a hypothetical AOGCM 
with non-zero OHU but T = 0 at the time of 2 × CO2.

2.5  OHU is proportional to the rate of OHU

The zero-layer model predicts that the OHU H(t) that has 
been accumulated by time t in 1pctCO2 is proportional to 
the rate of OHU N(t) at that time i.e. H ∝ N  (Eq. 4). We 
find that the prediction H ∝ N  holds for the CMIP5&6 
AOGCMs (Fig. 4b, r = 0.93 ). The ordinary least-squares 
regression slope of H(N) is 600 ± 40 ZJW−1 m2 , where 
1ZJW−1 m2

= 1021m2 s , which is statistically indistinguish-
able from the zero-layer slope of 1

2
A t = 560 ZJW−1 m2 for 

t = 70 years. (We make this inference with only medium 
confidence because the H versus N slope is underestimated 

by a probably small but unknown amount, due to unforced 
variability in N affecting the regression.)

In the zero-layer model, H ∝ N  is a consequence of 
N ∝ F (Eq. 2) and F ∝ t (due to CO2 increasing exponen-
tially), where F(t) is the CO2 ERF. Hence N increases lin-
early in time in all AOGCMs, differing among them only in 
its rate of increase, and H = ∫ N dt increases quadratically 
in time, so the ratio H/N depends only on t. Thus H/N is the 
same in all AOGCMs at any given t. Although this predic-
tion is correct, we cannot rely on the zero-layer model to 
explain the AOGCM behaviour, in view of its inadequacies 
(Sects. 2.3–2.4). In Appendix C.5 we derive H ∝ N using 
the conceptual model of Sect. 3.

2.6  OHUE is correlated with piControl AMOC

We find that OHUE in the 2 × CO2 state of 1pctCO2 experi-
ments with our set of CMIP5&6 AOGCMs is strongly corre-
lated with the strength of the AMOC in the unperturbed cli-
mate of the corresponding piControl experiments (Fig. 2d). 
The product-moment correlation coefficient is r = 0.83 and 
the rank correlation coefficient 0.80. That is, OHUE is gen-
erally large in AOGCMs where AMOC in the piControl is 
strong, and OHUE is small in AOGCMs with weak piCon-
trol AMOC. Accounting for the relationship of OHUE and 
AMOC is one of the purposes of this work.

Winton et al. (2014) demonstrated a similar correlation 
between OHUE and AMOC in a set of ten AOGCMs devel-
oped by the Geophysical Fluid Dynamics Laboratory. For 
eight CMIP AOGCMs, Kostov et al. (2014) showed that 
the thermal coupling � between the layers of the two-layer 
model (described in Sect. 3.1.2) is highly correlated with M. 
Our correlation is the same phenomenon as they discovered, 
because � is the same as OHUE � in the zero-layer model for 
1pctCO2 (Appendix B.1).
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Fig. 4  Relationships of global ocean heat uptake (OHU) to a global-
mean sea-surface temperature change ΔSST and the strength M of the 
Atlantic meridional overturning circulation in piControl, and b rate of 
ocean heat uptake, across CMIP5&6 AOGCMs in the 2 × CO2 state 

of 1pctCO2. Both panels use the letters shown in Table 1 to identify 
the AOGCMs, CMIP5 with upper-case letters, CMIP6 lower-case. 
The solid lines show ordinary least-squares regressions, the dashed 
line in a shows multiple linear regression
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2.7  OHU is not correlated with piControl AMOC

One hypothesis for the correlation between OHUE and 
AMOC is that the AMOC itself is the mechanism for a large 
part of OHU so that, if the AMOC is stronger, substantially 
more heat is conveyed by the AMOC from the surface into 
the deeper ocean (Kostov et al. 2014). This suggestion is 
reinforced by zonal-mean cross-sections of ocean tempera-
ture change (e.g. Fig. 2 of Kostov et al. 2014), in which the 
largest and deepest warming is apparent at high northern 
latitudes. However, that picture is somewhat misleading, 
because the area of the ocean is relatively small at the lati-
tudes of the North Atlantic, where the AMOC has its strong-
est influence. The entire Atlantic (north of 30◦ S) accounts 
for about 30% of global ocean OHU below 200 m (Saenko 
et al. 2021). The largest OHU occurs in the Southern Ocean 
(e.g. Kuhlbrodt and Gregory 2012; Frölicher et al. 2015), 
which has much greater area. This fact makes it less likely 
that the correlation of the AMOC with OHUE is due to an 
effect of AMOC itself as a dominant mechanism of global 
OHU.

We find insignificant correlation of OHU with the AMOC 
across CMIP5&6 AOGCMs in 1pctCO2 (Fig. 3b), which is 
further evidence against AMOC influence on OHU. Fur-
thermore, the fractional spread across AOGCMs (the ratio 
of the standard deviation to the mean) is smaller for OHU 
(15%) than for AMOC (22%). The small spread of OHU 
across AOGCMs was noted also by Newsom et al. (2020) 
and Saenko et al. (2021), and the small sensitivity of OHU 
to AMOC was shown by Smith et al. (2014) with perturbed 
versions of a single AOGCM.

2.8  TCR is anticorrelated with piControl AMOC

Given that H is proportional to N (Sect. 2.5), and seeing that 
H is not correlated with the AMOC (Sect. 2.7), it follows 
that N is not correlated with the AMOC. Hence we infer 
that the correlation of OHUE ( � = N∕T  ) with the AMOC 
must come via surface temperature change T, not N. That 
is, OHUE is larger in an AOGCM with a greater piControl 
AMOC strength, with other things being equal, if a stronger 
AMOC correlates with a smaller surface warming T.

Considering the 2 × CO2 state of 1pctCO2, when 
T = TCR by definition, we infer that TCR and AMOC 
must be anticorrelated. This inference is corroborated by 
the AOGCM results ( r = −0.65 , Fig. 2e). As far as we know, 
the anticorrelation of TCR and piControl AMOC in CMIP 
AOGCMs has not previously been reported. (Winton et al. 
(2014) found an anticorrelation between AMOC and the 
ratio of TCR to EffCS in a set of AOGCMs developed at the 
Geophysical Fluid Dynamics Laboratory.)

Moreover, local sea-surface temperature (SST) change 
in 1pctCO2 is anticorrelated with the AMOC almost 

everywhere in the world (the stronger the piControl AMOC, 
the smaller the local warming, Fig. 5). The anticorrelation is 
strongest within 45◦ S–45◦ N, just as strong in the Indian and 
eastern Pacific Oceans as it is in the Atlantic, and relatively 
weak in the North Atlantic. These features suggest that the 
anticorrelation is not due to a causal connection between 
SST change and AMOC.

2.9  EffCS is anticorrelated with piControl AMOC

One explanation for stronger AMOC being associated with 
smaller ΔSST relates to the climate feedback parameter � , 
which we find to be larger i.e. effective climate sensitivity 
( EffCS ∝ 1∕� ) is smaller in models with stronger AMOC 
( r = 0.53 , Fig. 2f). We do not know the reason for this cor-
relation, assuming it is not random. As far as we are aware, it 
has not been noticed before, but substantial effects on � con-
nected with patterns of low-latitude SST change have been 
shown in other contexts (e.g. Winton et al. 2010; Andrews 
et al. 2015; Gregory and Andrews 2016; Ceppi and Gregory 
2019), and can involve the AMOC (Lin et al. 2019). What-
ever the physical explanation, if strong AMOC gives large � , 
and since large � gives small T, strong AMOC gives small T.

2.10  OHUE is related to the depth of warming

Another explanation for the anticorrelation of AMOC and 
ΔSST is that a larger fraction of the heat added at the ocean 
surface is removed from the upper ocean and transported 
to the deeper ocean in AOGCMs with stronger AMOC. 
This mechanism is the essential idea of “ocean heat uptake 
efficiency” in the zero-layer model, where larger � gives 
smaller T (Eq. 2). It is also consistent with stronger AMOC 
being associated with penetration of warming to greater 
ocean depth. Kostov et al. (2014) quantified this effect by 
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Fig. 5  Correlation coefficient across CMIP5&6 AOGCMs of the 
AMOC strength in piControl with the SST change in the 2 × CO2 
state of 1pctCO2
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evaluating the depth above which a certain fraction of the 
OHU was contained.

We demonstrate this penetration mechanism by evaluat-
ing the correlation of piControl AMOC with global area-
mean ocean temperature warming � in 1pctCO2 as a func-
tion of depth below the ocean surface (dashed black line in 
Fig. 6a). Note that at the surface this correlation is the same 
quantity as for Fig. 2e, since Δ SST is identical with � at the 
surface. Because the ocean volume-mean of � (proportional 
to the OHU) is similar in all cases, smaller � at the surface 
is balanced by larger � beneath. This relation explains why 
the correlation coefficient between � and AMOC changes 
sign at around 500 m depth. It has its negative minimum at 
the surface ( r = −0.66 ), and its positive maximum within 
1100–1400 m. At greater depth the correlation declines but 
it remains significant down to around 3000 m.

The correlation of � with the AMOC is affected by the 
AOGCM spread in OHU, which is small but not zero, and 
which is not correlated with the AMOC (Sect. 2.7). We 
remove the OHU spread by dividing � in each AOGCM 
by its ocean volume-mean � . The correlation coefficient 
with the AMOC of �∕� as a function of latitude and depth 
(Fig. 7a) indicates that the fraction of the OHU that is 
retained near the surface is smaller at all latitudes in 
AOGCMs with a stronger piControl AMOC, and the frac-
tion stored below a few 100 m is larger at most latitudes. 
At the surface, the relationship between Δ SST ∕�  and 
AMOC ( r = −0.87 , solid black line in Fig. 6a) is stronger 
than between ΔSST and AMOC (dashed black line). (This 
difference in r is marginally statistically significant, having 
probability 0.053, obtained by applying the Fisher trans-
formation to the r values, and assuming that the trans-
formed values have a Gaussian distribution.)
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Fig. 6  (a, left-hand scale, in black and blue) Correlation coefficient 
as a function of depth across CMIP5&6 AOGCMs of the AMOC 
strength in piControl with the ocean area-mean � and �∕� in the 
2 × CO2 state of 1pctCO2, and �p∕�p in FAFMIP faf-passiveheat, 
where � and �p are respectively the ocean temperature change and the 
passive heat tracer, whose means over the ocean volume are � and �p . 
(a, right-hand scale, in red) Difference in the passive heat tracer �p 
as a function of depth between the AOGCM variants of Saenko et al. 

(2018) with strongest and weakest AMOC, and similarly for faf-pas-
siveheat. Note that the zeroes on the right and left are not at the same 
position on the axes. b Relationship across CMIP5&6 AOGCMs 
of the AMOC strength in piControl with �∕ΔSST in 1pctCO2 and 
�p∕Δ SSTp in FAFMIP faf-passiveheat. The two latter quantities are 
proportional respectively to ocean heat uptake efficiency and passive 
heat uptake efficiency. Letters identify the AOGCMs according to 
Table 1, CMIP5 with upper-case letters, CMIP6 lower-case
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We expect the quantity Δ SST ∕�  to be proportional 
to T/N, since � ∝ OHU , OHU ∝ N  (Sect.  2.5) and 
Δ SST ∝ T  . Therefore its reciprocal �∕ΔSST should be 
proportional to N/T, which is the OHUE. This predic-
tion is correct: the intercept of regression of �∕ΔSST 
against OHUE is consistent with zero, and their corre-
lation coefficient is large ( r = 0.81 , not shown), hence 
�∕ΔSST ∝ OHUE as expected. The strong correlation 
between �∕ΔSST and AMOC ( r = 0.87 , letters in Fig. 6b 
with red and black regression line) is therefore consistent 
with the strong correlation of OHUE and AMOC (Fig. 2d).

We deduce that the relationship of OHUE and AMOC 
could be physically explained by some property of the 
ocean which gives both a strong AMOC in the piControl 
state and more efficient transport of heat from the surface 
into the deeper ocean under increasing CO2.

2.11  OHUE is related to passive tracer uptake 
efficiency

To obtain insight concerning the efficiency of transport 
of heat from the surface to the deep ocean, we use results 
from the faf-passiveheat experiment, carried out with ten 
AOGCMs (indicated in Table  1) which participated in 
the flux-anomaly-forced model intercomparison project 
(FAFMIP) (Gregory et al. 2016; Couldrey et al. 2021, 2023). 
This group is a typical subset of the CMIP5&6 AOGCMs. 
They show similar relationships to the full set of AOGCMs, 
between piControl AMOC strength and global-mean �∕� 
as a function of depth (black dotted line in Fig. 6a), and 
between piControl AMOC strength and �∕ΔSST (which is 
proportional to OHUE, as described in the penultimate para-
graph of Sect. 2.10, black letters in Fig. 6b).

In the FAFMIP faf-passiveheat experiment, no surface 
heat flux or any other climate forcing is applied. The cli-
mate is therefore the same as in piControl. The experiment 
is 70 years long, and may be an exact rerun of piControl. 
The ocean contains a passive tracer, denoted �p , initial-
ised to zero, whose surface flux is prescribed as a function 
of location and time of year, the same in all years and all 
AOGCMs. The surface flux is equal to the CMIP5 ensemble-
mean time-mean of the change in surface heat flux at the 
time of 2 × CO2 in 1pctCO2, and is thus typical in magni-
tude and pattern of ocean heat uptake in response to CO2 in 
AOGCMs. The passive tracer is described as “passive heat”, 
and expressed in units of temperature change. It tracks where 
the “added heat” would go if there were no effect of climate 
change on ocean transports.

Zonal-mean �p is largest in the upper ocean because it 
enters through the surface, and it penetrates deeply in the 
regions around 45◦ N and 45◦ S (colours in Fig. 7b). Hence, 
we suggest that the main processes of passive heat uptake 

are the AMOC in the North Atlantic, eddy transport down 
sloping isoneutral surfaces in the Southern Ocean, and 
wind-driven subduction in the gyres and in the Southern 
Ocean to the north of the Antarctic Circumpolar Current 
(Marshall et al. 2015; Morrison et al. 2016; Bronselaer and 
Zanna 2020; Clément et al. 2022; Wu and Gregory 2022). 
In other work, the latitude of maximum heat uptake due to 
the latter process has been found to depend on the location 
of the line of zero windstress curl (Stewart and Hogg 2019; 
Lyu et al. 2020), and it is likely that the same applies also to 
passive heat uptake.

We divide the FAFMIP AOGCMs into groups with 
stronger and weaker piControl AMOC ( ≷ 18.8 Sv, half of 
them in each group), and consider the difference between 
the AOGCM-mean �p distributions of the groups. Stronger 
piControl AMOC is associated with deeper tracer uptake 
and smaller surface concentration at all latitudes (Fig. 7b). 
Global-mean �p∕�p is smaller above 500 m and larger below 
in AOGCMs with greater AMOC (Fig. 6a, solid red line), 
where �p is the ocean volume-mean of �p . ( �p is very similar 
in all AOGCMs, because they have the same prescribed field 
as its surface source.)

A similar result was obtained by Saenko et al. (2018) for 
variants of an ocean GCM with different piControl AMOC. The 
vertical profile of the difference in �p between their cases with 
maximum and minimum AMOC (dotted red line in Fig. 6a) is 
qualitatively similar to faf-passiveheat (solid red line), in having 
a pronounced minimum at the surface, crossing zero at around 
700 m, and small positive values in the deep ocean. With each 
variant they also carried out a climate-change experiment. With 
larger AMOC the warming spread more deeply at all latitudes 
and OHUE was consequently larger.

As we did for temperature � (described in the penulti-
mate paragraph of Sect. 2.10), we calculate the ratio of �p 
to Δ SSTp , the sea surface area-mean of �p . This quantity 
�p∕Δ SSTp is analogous to �∕ΔSST for heat. It measures 
the efficiency of processes that remove the added passive 
tracer from the surface into the deep ocean. We call this 
“passive heat uptake efficiency”, by analogy with ocean heat 
uptake efficiency. Like �∕ΔSST , �p∕Δ SSTp is strongly cor-
related with piControl AMOC ( r = 0.87 , blue line at z = 0 
in Fig. 6a, blue diamonds in Fig. 6b). Furthermore, �∕ΔSST 
and �p∕Δ SSTp are strongly correlated ( r = 0.85 ), but 
�p∕Δ SSTp is larger (blue diamonds lie above black letters 
in Fig. 6b). From experiments with two OGCMs, Romanou 
et al. (2017) also found passive tracer uptake efficiency to 
be greater than OHUE, but by a much larger ratio (a factor 
of five) than we find in FAFMIP AOGCMs.

Further analysis shows that �p∕Δ SSTp is larger than 
�∕ΔSST because of the weakening of the AMOC, which 
occurs in 1pctCO2 but not faf-passiveheat (see Appendix D). 
However, the relationship between �p∕Δ SSTp and piControl 



A new conceptual model of global ocean heat uptake  

1 3

AMOC cannot be due to the weakening of the AMOC or to 
any other climate-change effect on heat uptake processes, 
because there is no climate change in faf-passiveheat. OHUE 
anticorrelates significantly with the change of the AMOC 
in 1pctCO2 (Winton et al. 2014, their Figure 4), but this 
could arise because the weakening of the AMOC is cor-
related with its piControl strength ( r = −0.79 in CMIP5&6 
excluding three outliers), as found in successive generations 
of AOGCMs (see Appendix D for discussion).

Since it cannot be due to climate change, the relation-
ship between the AMOC and passive tracer uptake efficiency 
must arise from some property of the piControl state. Given 
also the similarity of �∕ΔSST and �p∕Δ SSTp , we can take 
a step beyond the conclusion of Sect. 2.10, in deducing 
that the relationship between OHUE and AMOC could be 
explained by a property of the piControl state which gives 
both a strong AMOC and efficient passive tracer uptake. 
Later (Sect. 3.3.2) we suggest how this might happen.

2.12  Summary of analysis of the transient 2 × CO
2
 

state

In this section, we summarise our findings so far. During 
the analysis, we used global-mean sea-surface temperature 
change ΔSST at the time of 2 × CO2 in 1pctCO2 as a sub-
stitute for the transient climate response (TCR, defined as 
global-mean surface air temperature change T at that time) 
because T and ΔSST are highly correlated (as explained at 
the start of Sect. 2 and in Appendix A.2). Here for simplicity 
and clarity we mention TCR only, not ΔSST or T. Note that 
when we mention “correlation” in this summary, it refers 
to the relationship between two quantities across our set of 
CMIP5&6 AOGCMs. The summary is as follows: 

(1) We have confirmed the finding by Kostov et al. (2014) 
of a strong correlation between the strength of 
the Atlantic meridional overturning circulation 
(AMOC) in piControl experiments and ocean heat 
uptake efficiency (OHUE) in W m−2 K−1.

(2) However, the ocean heat uptake (OHU) is not signifi-
cantly correlated with piControl AMOC, nor with 
OHUE, where OHU in ZJ is the integral A ∫ N dt up 
to the time of 2 × CO2 , and N is the global-mean rate 
of ocean heat uptake in W m−2.

(3) TCR is anticorrelated with piControl AMOC.
(4) Across AOGCMs, OHU is proportional to the rate 

of OHU ∫ t

0
N(t�) dt� ∝ N(t) , which means they all have 

a similar time-profile of N(t).
(5) AOGCMs with larger TCR have greater OHU, but
(6) about half of the AOGCM-mean OHU is unrelated 

to TCR .
(7) OHUE is anticorrelated with effective climate sen-

sitivity (EffCS).
(8) EffCS is anticorrelated with piControl AMOC.
(9) In an AOGCM with stronger piControl AMOC, 

heat is removed more efficiently from the upper 
ocean (the top few 100 m) and penetrates more deeply. 
This relationship arises from the AOGCM spread in 
some property of the piControl state affecting both the 
AMOC strength and passive tracer uptake processes.

3  A new conceptual model of global ocean 
heat uptake

In this section, we present a new conceptual model, called 
“MT2”, for OHU in AOGCM experiments forced by CO2 
increase. The formulation of the model was guided by the 
empirical results that we have described (Sect. 2.12). The 
choices made in its construction and the evaluation of its 
coefficients and consequences involve some rather detailed 
analysis and arguments, which are given in Appendix C. In 
this section we set out the formulation of the MT2 model 
without describing its derivation (Sect. 3.1), use it to reex-
press the global energy balance (Sect. 3.2), offer a physical 
interpretation for it (Sect. 3.3), and assess its accuracy in 
reproducing AOGCM results (Sect. 3.4). Wherever relevant, 
we explain how the MT2 model incorporates or accounts for 

Fig. 8  Models of global ocean 
heat uptake. a Zero-layer model 
(Sect. 1.2), b two-layer model 
(Sect. 3.1.2), c MT2 model 
(Sect. 3.1)
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the behaviour of the CMIP5&6 AOGCMs as summarised 
in Sect. 2.12.

For reference, Fig. 8 compares diagrams of the MT2, zero- 
and two-layer models, and Appendix E tabulates their equa-
tions. We classify quantities in these equations as “AOGCM-
neutral” or “AOGCM-specific”. For each AOGCM, the model 
uses a different value of a given AOGCM-specific quantity. 
For every AOGCM, the model uses the same value of a given 
AOGCM-neutral quantity. The values of the AOGCM-neutral 
quantities are chosen to fit CMIP5&6 results; for a different 
set of AOGCMs the optimal choices would be different.

3.1  Formulation of the MT2 model

3.1.1  Rate of ocean heat uptake in the MT2 model

The MT2 model has two routes for heat from the surface to 
the deep ocean, with fluxes NM and NT , which depend on the 
piControl AMOC strength M and the global-mean surface 
air temperature change T respectively (Fig. 8c). According 
to the MT2 model, the rate of OHU N(t) simulated by a given 
AOGCM in abrupt4xCO2 and 1pctCO2 is

The parameters M0 = −10.2 Sv and s
0
= 0.0047 ± 0.0001 Sv−1 

are AOGCM-neutral constants of the MT2 model. Since p 
depends on the AMOC strength M in piControl, it is an 
AOGCM-specific constant. The CMIP5&6 AOGCM-mean 
⟨p⟩ = 14 % and the standard deviation across AOGCMs 
is 3%. (Here and subsequently, ⟨⟩ denotes the mean over 
AOGCMs.) The coefficient q(t) is an AOGCM-neutral but 
scenario-dependent function of time.

Since NT is a function of T(t), it is AOGCM-specific, as 
well as time- and scenario-dependent. NM is AOGCM-specific 
through M, and time- and scenario-dependent through F(t), but 
does not depend on T(t).

To evaluate quantities with the MT2 model, we must adopt a 
value for the forcing due to CO2 . Evaluated from years 1–20 of 
abrupt4xCO2 by the method of Gregory et al. (2004), our set of 
CMIP5&6 AOGCMs have F4× = 7.6 ± 1.0 W m−2 . The spread 
of about 10% comes from tropospheric adjustment, and is small 
compared with the AOGCM spread in � and p. We assume 
an AOGCM-neutral ERF for 4 × CO2 of F4× = 7.5 W m−2 , 
which is twice the stratosphere-adjusted F2× = 3.75 W m−2 of 
Forster et al. (2021).

3.1.2  Two‑layer model as a component of the MT2 model

The MT2 model calculates NT (t) from T(t) using the two-
layer model (Fig. 8b). Coupled to the global energy balance 

(5)
N(t) = NMT (t) = NM(t) + NT (t)

with NM(t) = pF(t) where p = s0 (M −M0)

and NT (t) = q(t)T(t).

(Eq. 1), the two-layer model has been used to make projec-
tions of T for a range of scenarios and timescales (Gregory 
2000; Held et al. 2010; Geoffroy et al. 2013b; Gregory et al. 
2015). In those applications, the two-layer model simulates 
the whole of N, whereas as a component of the MT2 model 
it simulates only the part NT = N − NM.

According to the two-layer model,

In Eq. (6), Td is the temperature change of the deep ocean 
layer relative to the unperturbed state, cu and cd are the heat 
capacities for the upper and deeper ocean layers per unit of 
global area ( J m−2 K−1 ), and Φ is the heat flux from the 
upper ocean layer to the deep layer, where � (W m−2 K−1 ) is 
assumed to be constant in time.

NT (t) is obtained from the solution of Eq. (6), given T(t�) 
for t′ < t as a boundary condition and Td(0) = 0 . In Eq. (5) we 
write this solution as NT = qT by defining q(t) ≡ NT (t)∕T(t) , 
where q(t) is an AOGCM-neutral scenario-dependent coef-
ficient. In this form, NT (t) can be calculated simply from T(t) 
alone, without knowledge of T(t�) for earlier t′ < t . It is not 
obvious a priori that the formula q(t)T(t) will agree with 
the solution for NT (t) from Eq. (6) given T(t) for any indi-
vidual AOGCM. It works because, under a given scenario, 
all AOGCMs have a similar time-profile of T, as discussed 
further in Appendix C.4.4. The accuracy of the formula 
NT = qT  is evaluated in Sects. 3.4 and 4.1.

The MT2 two-layer model has heat capacities of 
Acu = 60 ± 2  ZJ  K−1 and Acd = 454 ± 14  ZJ  K−1 (cor-
responding to global-mean water thicknesses of about 
26  m and 200  m), and thermal coupling coefficient 
� = 0.470 ± 0.008 W m−2 K−1 between the layers. These 
values are chosen so that for abrupt4xCO2 the two-layer 
model yields the AOGCM-mean ⟨NT (t)⟩ when given 
⟨T(t)⟩ as input, whence q(t) = ⟨NT (t)⟩∕⟨T(t)⟩ . (See Appen-
dix C.4.2 for the method used to obtain the values of the 
parameters, and comparison with Geoffroy et al. (2013b).

3.1.3  Time‑integral ocean heat uptake in the MT2 model

OHU H(t) in the MT2 model is given by

where the AOGCM-specific constant p is defined by 
Eq.  (5). The AOGCM-neutral constant U0 = 84  ZJ is a 

(6)

NT = cu
dT

dt
+ Φ and Φ = �(T − Td) = cd

dTd

dt
.

(7)

H(t) = HMT (t) ≡ HM(t) + HT (t)

with HM = �
t

0

NM(t
�

) dt� = U0 + p�
t

0

F(t�) dt�

and HT = �
t

0

NT (t
�

) dt� = �
t

0

q(t�)T(t�) dt�,
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relatively small contribution to H, included for accuracy. 
(We do not show dU0∕dt in Eq. (5), but we include it in our 
calculations.)

Since q is AOGCM-neutral, it is obvious that HT 
is larger in AOGCMs with larger T. By contrast, HM is 
independent of T. Therefore H is larger in AOGCMs with 
larger T (point 5 of Sect. 2.12). We see later (Sect. 3.4) that 
⟨HM⟩ and ⟨HT⟩ are of comparable size, meaning that about 
half of ⟨H⟩ is unrelated to T (point 6). It is not obvious 
or necessarily true that H ∝ N  across AOGCMs at any t 
in the MT2 model (point 4), but it holds in 1pctCO2 and 
abrupt4xCO2 (Appendix C.5).

3.1.4  Coefficients of the MT2 model and its MT2T  variant

The MT2 model has six time-independent, scenario-inde-
pendent and AOGCM-neutral parameters: M0, s0,U0 for NM , 
cu, cd, � for NT . In Sect. 3.4 we show that we can make the 
MT2 model more accurate, while less parsimonious, if we 
calibrate the two-layer cu, cd, � individually for each AOGCM, 
rather than for all together using the AOGCM mean. This 
variant of the model is called “MT2T”. MT2T has the same 
formulation as MT2 (Eq. 5), and uses the same M0, s0,U0 for 
NM ; cu, cd, � are AOGCM-specific, but still time-independent, 
and q(t) is AOGCM-specific and time-dependent.

3.2  Energy balance of the MT2 model

In the MT2 model, the energy balance is

(from Eqs. 1 and 5). The proportion p = NM∕F = s0(M −M0) 
of the forcing F is absorbed by the ocean without raising T. 
Rearranging Eq. (8), we obtain

Considering Eq. (9), we can see that T is smaller for a given 
F in AOGCMs with larger M for two reasons: � is larger 
(EffCS is smaller, point 8 of Sect. 2.12), and p is larger 
(F is removed from the surface more effectively, point 9). 
Applied to the 2 × CO2 state of 1pctCO2, these reasons 
jointly account for the anticorrelation of AMOC M and TCR 
T (point 3).

3.3  Physical interpretation of the MT2 model

In this section we offer some physical interpretations for 
the MT2 model as a means to connect terms in the model 
with physical processes, although only in a speculative 
manner. In concluding the paper (Sect. 6.3), we remark on 

(8)F − �T = N = NM + NT = pF + qT

(9)F − pF = �T + qT ⇒ T =

(1 − p)F

� + q
.

questions raised by this interpretation that require further 
analysis of AOGCMs.

3.3.1  Temperature as a passive tracer

The term NM of the MT2 model consists of a part of OHU 
which depends on the piControl AMOC strength M and 
is thus specific to each AOGCM, and a part which is 
the same in all AOGCMs (the M0 term). The partition-
ing of NM into these two parts is arbitrary to the extent 
that we cannot distinguish between OHU that is related 
to AOGCM-mean AMOC and OHU that is unrelated to 
AMOC but the same in all AOGCMs.

We have not investigated the AOGCM-neutral part of 
OHU. This part could be due to OHU by large-scale wind-
driven subduction, which is an important and widespread 
process in the Southern Ocean (Liu and Huang 2011; Wil-
liams and Meijers 2019). The wind-driven overturning 
circulation resolved in GCMs has a strength of 10 s of Sv 
(the same order of magnitude as M and M0 ). Its contribu-
tion to OHU depends on windstress, which is not corre-
lated with the AMOC, and may be more similar among 
AOGCMs than eddy-induced advection (Sect. 3.3.2).

For a physical interpretation of the M-dependent part 
of OHU, we recall that a passive tracer (i.e. one which 
has no effect on ocean state or dynamics), applied at the 
sea surface with the same geographical distribution as 
heat uptake under CO2 , is removed more efficiently from 
the surface and taken deeper into the ocean of AOGCMs 
with larger M (Sect.  2.11). This is a property of the 
unperturbed ocean state, not due to any aspect of climate 
change.

The majority of heat uptake occurs in the Southern 
Ocean, where the added heat is an almost passive tracer 
(Winton et al. 2013; Gregory et al. 2016; Couldrey et al. 
2021). Thus, if heat is mostly taken up like a passive 
tracer, we expect greater OHU for a given T in AOGCMs 
with stronger M; equivalently, for a given OHU, T is 
smaller with stronger M, so OHUE is larger.

Heat added to the ocean during climate change causes 
the AMOC to weaken, and this reduces the efficiency 
of heat and passive tracer uptake. However, the weak-
ening mostly affects just the North Atlantic, which is a 
relatively small region, whereas all latitudes are involved 
in the phenomenon that correlates greater global tracer 
uptake efficiency with piControl AMOC (see also 
Appendix D).

3.3.2  A role for ocean stratification and mesoscale eddies

We propose that the relationship of AMOC and OHUE 
expressed by NM is explained by a common influence on 
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both. The common factor could be the vertical stratifica-
tion of the global ocean. We expect greater stratification to 
inhibit both heat uptake (Newsom et al. 2023) and sinking, 
thus decreasing OHUE and AMOC respectively.

The AOGCM spread in stratification could in turn arise 
from the effect of parametrised mesoscale eddies on the state 
of the ocean (Marshall and Zanna 2014). An eddy influence 
is suggested by the fairly strong anticorrelation ( r = −0.76 ) 
between OHUE and KGM , the diffusivity parameter in the 
mesoscale eddy-induced advection scheme, across a set of 
AOGCMs from the Coupled Model Intercomparison Project 
Phase 3 where KGM was a global constant (Kuhlbrodt and 
Gregory 2012). That is, models with stronger eddy-induced 
advection have smaller OHUE.

In the majority of recent AOGCMs, such as those used 
in CMIP5&6, KGM is a spatio-temporally varying function 
of the flow field. Even so, we suggest that the correlation 
found by Kuhlbrodt and Gregory (2012) between weak 
AMOC and strong KGM is due to the flattening of neutral 
directions by eddy-induced advection, with this effect also 
active in models with flow-dependent KGM . Flattening of 
neutral directions in turn increases the vertical stratification, 
thus inhibiting convection and sinking, whereas weak KGM 
supports enhanced ventilation of the deep ocean. We cannot 
test this connection with CMIP5&6 AOGCMs because diag-
nostics of KGM are not generally available, but Saenko et al. 
(2018) showed such a connection in a set of ocean steady 
states produced with different choices of a factor multiplying 
the spatially varying KGM in their GCM. Smaller KGM gave 
stronger AMOC and greater passive heat uptake efficiency.

A critical feature of NM is that it stores a proportion of 
F in the ocean without any effect on either the global-mean 
surface T or the deep-ocean temperature in the two-layer 
component of the MT2 model. We suggest that this type of 

heat storage could happen if the processes that NM represents 
occur at high latitude.

At high latitude, vertical ocean transport is more efficient 
because the stratification is weaker, meaning the neutral 
surfaces are tilted further from the horizontal. Advection 
and diffusion occur predominantly along these surfaces (cf. 
Church et al. 1991; Saenko et al. 2021), and hence may con-
vey added heat downwards from the surface more rapidly 
with a given degree of surface warming than at low latitude, 
where the stronger stratification inhibits vertical transport. 
Furthermore, climate feedback is weak ( � is small, effective 
climate sensitivity large) for high-latitude warming (Armour 
et al. 2013; Rose et al. 2014), because atmospheric stabil-
ity confines its effects to the near-surface, where it causes 
low-level amplifying shortwave cloud feedbacks (Ceppi and 
Gregory 2019; Salvi et al. 2022). Because climate feedback 
is weak, high-latitude F and N are similar in size (especially 
in the Southern Ocean, red and orange lines in Fig. 9a).

Putting these together supports the idea of surface F 
being taken up passively and advectively at high latitude 
with only a small effect on local SST and T. To account for 
the AOGCM behaviour represented by the MT2 model, we 
hypothesise

• that the downwelling heat flux NM is stored in a part of 
the deep ocean which is separate from the deep layer of 
the MT2 two-layer component, and hence does not affect 
Td.

• that the heat capacity of this part is very large, or the 
timescale for recirculation of deep water to the upper 
ocean is much longer than the centennial timescale of our 
analysis, so that the accumulation of heat by NM in the 
deep ocean does not affect the ongoing rate of uptake.
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Fig. 9  The geographical pattern of SST change and energy fluxes 
for the 2 × CO2 state of 1pctCO2 in a set of CMIP5 AOGCMs. a 
AOGCM-mean meridional distribution of SST change, surface and 
top-of-atmosphere energy fluxes. The numbers in the centre are the 
fraction of the global area-integral of each quantity which occurs 

within 50◦ N–50◦   S. The ocean within this latitude range is 80% of 
the global ocean area and occupies 57% of the global area (land and 
ocean); 78% of global area is within this latitude range. b Correlation 
across AOGCMs between global-mean N and local SST change
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3.3.3  The role of low latitudes

Global T is mostly due to low-latitude SST change; the frac-
tion of the global area-integral of SST change contributed 
by the area poleward of 50◦ is only about 15% in 1pctCO2 
(black line in Fig. 9a), because SST change is smaller there, 
and it is the minority of the area viz. 20% of the global ocean 
area, although its fraction of global surface N is about 50% 
(orange line in Fig. 9a).

The majority of F (80%) falls equatorwards of 50◦ , but 
most of it is opposed by climate feedback �T  (Eq. 1) i.e. 
reradiated to space. Therefore N ≪ F at the top of the 
atmosphere at low latitude (green line compared with red 
line in Fig. 9a), and about half of the low-latitude top-of-
atmosphere N is exported polewards across 50◦ by the 
atmosphere (accounting for the difference between the green 
and orange lines).

It is natural to suppose that NT comes from low latitude, 
because that complements NM , and because NT is caused 
by T change. It involves mostly dianeutral processes that 
depend on temperature gradients, represented by the term 
�(T − Td) , which are most likely to be relevant where SST 
change is largest. We support this hypothesis with two lines 
of evidence.

First, since low-latitude SST change dominates global T 
and NT ∝ T  , we expect NT to be large when low-latitude 
warming is large. This relationship is corroborated by the 
positive correlation across AOGCMs in the 2 × CO2 state 
of 1pctCO2 between global-mean N and local SST change 
within 50◦  N–50◦  S (Fig. 9b, except in small regions of 
equatorward currents and upwelling on the east of gyres). 
South of 50◦  S, the correlation is negative i.e. local SST 
change is small in the Southern Ocean when N is large. We 
suggest that in this region N causes SST change, rather than 

vice-versa; large NM suppresses Southern Ocean SST change 
by removing the added heat efficiently from the surface 
(Newsom et al. 2020). The heat thus accumulated below the 
surface is represented by the deep ocean on the right-hand 
side of Fig. 8c; in reality some remains at high latitude, and 
some is conveyed equatorward at depth, mostly along neutral 
directions.

Second, the heat capacities of the MT2 two-layer com-
ponent are small. The upper-ocean cu is equivalent to about 
50 m thickness of water over the ocean area equatorward of 
50◦ , consistent with the low-latitude mixed layer. The deep-
ocean cd is equivalent to about 350 m of water over low-
latitude ocean, consistent with OHU being confined to the 
upper few hundred metres at low latitude in the AOGCMs. 
If �(T − Td) is equated to a diffusive heat flux cD(T − Td)∕Z 
between two layers separated by distance Z = 350 m, the 
diapycnal diffusivity D = Z�∕c = 4 × 10−5 m2 s−1 , which 
is the expected order of magnitude. This indicates that the 
“deep” layer of low-latitude heat uptake is actually quite 
shallow (Fig. 7); it does not include the ocean below the 
thermocline, nor the high-latitude deep ocean.

Note, however, that the two-layer model is a simpli-
fication; cd is only an empirical parameter, and not liter-
ally the heat capacity of a well-mixed layer. We find below 
(Sect. 3.4) that the MT2T model reproduces AOGCM OHU 
more accurately than MT2, mostly because of its AOGCM-
specific cd . It could be that model spread in cd reflects the 
spread in stratification among AOGCMs at low latitudes.

Because cd is fairly small, Td warms up substantially over 
decades, causing q = NT∕T  and hence OHUE to decrease. 
Nevertheless, the accuracy of the MT2 model with time-
constant parameters throughout both scenarios indicates 
that climate change does not much weaken the processes 
themselves which NT represents. For instance, the increase 
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Fig. 10  AOGCM-mean global-mean SST change a ΔSST and b rate 
of OHU N as a function of time (plotted at the mid-year of overlap-
ping 20-year means at 10-year intervals) in CMIP5&6 1pctCO2 and 
abrupt4xCO2 experiments. The shaded envelopes show ±1 standard 
deviation of the AOGCM ensemble. a ΔSST is compared with the 
two-layer model (Geoffroy et  al. (2013b), Appendix  C.4.2), and the 

step model (Appendix  C.6). Global-mean surface air temperature 
change T = 1.5ΔSST (to an excellent approximation). b N is com-
pared with the results of the MT2 model given AOGCM-mean T. The 
MT2 timeseries have been smoothed with a running 10-year mean to 
reduce the effect of interannual variability in T 
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in low-latitude stratification could inhibit OHU, but does not 
require � to decrease in our analysis.

3.4  Evaluation of the MT2 model of ocean heat 
uptake

In this section, we assess the performance of the MT2 model 
in estimating the rate N(t) of OHU and the accumulated 
OHU H(t), given T(t) from CMIP5&6 AOGCMs in 1pctCO2 
and abrupt4xCO2 experiments. Note that the MT2 model 
parameters are derived from AOGCM-mean timeseries in 
abrupt4xCO2 (Appendix C), but the evaluation considers its 
reproduction of individual AOGCMs as well as the mean, 
in both scenarios.

In 1pctCO2, in which F ∝ t , the zero-layer model (Eq. 2) 
gives N ∝ T ∝ t . There is a small acceleration in AOGCM-
mean ⟨T⟩ (black line in Fig. 10a) and in MT2 ⟨NT⟩ (Fig. 10b, 
dashed orange line), but it does not deviate strongly from a 
linear increase in time. Since NM ∝ F (Eq. 5) it too increases 
linearly in time (dashed turquoise line), and hence so does 
⟨N⟩ = ⟨NM⟩ + ⟨NT⟩ (dashed blue line). Therefore ⟨HM⟩ , ⟨HT⟩ 
and MT2 ⟨H⟩ all rise approximately quadratically in time 
(Eq. 7, Fig. 11b, turquoise, orange and blue lines).

In abrupt4xCO2, in which F = F4× is constant, ⟨T⟩ rises 
rapidly for the first couple of decades (red line in Fig. 10a), 
while the upper ocean is warming rapidly, and slowly there-
after. Like F, ⟨NM⟩ is constant in time, but ⟨NT⟩ is always 
declining, more quickly for the first couple of decades 
(Fig. 10b, solid turquoise and orange lines). Consequently 

⟨HM⟩ increases linearly in time, while ⟨HT⟩ increases initially 
rapidly, then at a slowly declining rate (Fig. 11a).

For both scenarios, MT2 ⟨NMT⟩ is an excellent fit to 
AOGCM ⟨N⟩ except for the first 20 years of abrupt4xCO2 
(dashed blue is close to black, solid blue close to red, in 
Fig. 10b), and MT2 ⟨HMT⟩ for AOGCM ⟨H⟩ (blue and red 
lines are very close in Fig. 11a, blue and black lines in 
Fig. 11b). In both scenarios, ⟨HM⟩ and ⟨HT⟩ are of similar 
size.

The good agreement of MT2 with the AOGCMs for N(T) 
implies that OHUE = N∕T must also be reproduced well. In 
1pctCO2, OHUE declines slowly because N does not accel-
erate as much as T; in abrupt4xCO2, OHUE declines quickly 
because N is decreasing while T is increasing. OHUE is the 
subject of Sect. 4.

Estimating HMT in abrupt4xCO2 for each AOGCM indi-
vidually from its own T(t) and M, we find that the correlation 
coefficient between HMT and HT across AOGCMs is about 
0.8 at all times (solid red in Fig. 18a) and the RMS of the 
error HMT (t) − H(t) is always less than 10% of the AOGCM-
mean H after year 20 (solid red in Fig. 18b). For example, 
in the time-mean of years 110–130, the correlation is 0.76 
(letters in Fig. 11c), and the RMS error is 380 ZJ, 9% of 
the AOGCM-mean H. The MT2 model overestimates H in 
AOGCMs where it is small and underestimates where it is 
large, so the coefficient of variation is smaller for HMT than 
H (8.3% and 10.8% respectively). This deficiency indicates 
that the MT2 model cannot sufficiently represent the diver-
sity of AOGCM heat uptake processes.

The MT2T variant of MT2, with AOGCM-specific 
q(t) (Sect. 3.1.4), matches H(t) in abrupt4xCO2 for every 

Fig. 11  a, b AOGCM-mean 
OHU as a function of time 
(plotted at the mid-year of 
overlapping 20-year means at 
10-year intervals) in CMIP5&6 
abrupt4xCO2 and 1pctCO2 
experiments respectively, 
compared with the two-layer 
model (Geoffroy et al. (2013b), 
Appendix C.4.2), the step model 
(Appendix C.6) and the MT2 
model. The shaded envelopes 
show ±1 standard deviation of 
the AOGCM ensemble. c, d 
Comparison of OHU (20-
year means, centred on the 
stated year) from AOGCMs 
in abrupt4xCO2 and 1pctCO2 
respectively with the MT2 and 
MT2T models. Letters identify 
AOGCMs according to Table 1, 
CMIP5 with upper-case letters, 
CMIP6 lower-case. Solid lines 
show regression of MT2T OHU 
against AOGCM OHU
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AOGCM excellently (crosses in Fig. 11c, dotted red lines 
in Fig. 18a, b). For the time-mean of years 110–130, the 
RMS error is reduced by a factor of three to 3% of the 
AOGCM mean, and the regression slope of HMT against H 
is 1.04 ± 0.01 (blue line in Fig. 11c). Most of this improve-
ment comes from cd , which has a correlation coefficient of 
0.46 (significant at 5%) with H, whereas cu and � have insig-
nificant correlations with H. Although it has more AOGCM-
specific parameters than MT2, the accuracy of MT2T is a 
non-trivial result. It means that AOGCM N(t) is reproduced 
by pF + NT (t) , where F is AOGCM-neutral, constant p 
depends only on the AOGCM-specific M, and NT (t) is cal-
culated by the two-layer model given AOGCM-specific T(t).

The circles in Fig. 12 show OHU of individual AOGCMs 
in the 2 × CO2 state of 1pctCO2 (20-year mean centred on 
year 70) plotted against their M and T (TCR); and the under-
lying field is MT2 OHU ( HMT of Eq. 7). Comparing the 
colours of the circles and the background gives an indication 
of the accuracy of the MT model. As for abrupt4xCO2, the 
MT2 model generally overestimates small AOGCM OHU 
and underestimates large OHU, but there is scatter in both 
directions.

In 1pctCO2 the correlation between MT2 HMT  and 
AOGCM H increases and the RMS error decreases over 
time as the signal grows (black lines in Fig. 18a,b), both 
being better than in abrupt4xCO2 after year 50. The cor-
relation coefficients of AOGCM H for the time-mean of 
years 121–140 (Fig. 11d) with HMT  computed for indi-
vidual AOGCMs by MT2 and MT2T are 0.83 and 0.96 
respectively, RMS errors 6% and 4% of the AOGCM mean, 
and the regression slope of MT2T HMT against AOGCM 
H is 0.92 ± 0.07 . We recall that the calibration is done for 

abrupt4xCO2. It is accurate for 1pctCO2 too because of the 
linear behaviour of the system (Good et al. 2011; Gregory 
et al. 2015) (see Appendix C.4.2 for further discussion).

3.5  Lack of correlation of OHU with the AMOC

In the MT2 model, the lack of correlation between OHU 
and AMOC in the 2 × CO2 state of 1pctCO2 (point 2 of 
Sect. 2.12, Fig. 3b) is due to the anticorrelation of its com-
ponents HM and HT (Fig. 13f). This in turn arises from the 
anticorrelation of M and T (point 3 of Sect 2.12, Sect. 3.2), 
in conjunction with the positive correlation of OHU with M 
and T individually. The anticorrelation of M and T can be 
seen in Fig. 12, in which the circles for CMIP5&6 AOGCMs 
lie broadly along the diagonal between low M–high T and 
high M–low T. Since this direction is parallel to contours of 
H, the AOGCM range of H is small, and since N ∝ H , N has 
likewise a small spread across AOGCMs.

In other words, AOGCMs with stronger AMOC have 
greater high-latitude heat uptake HM , but tend to have 
smaller heat uptake HT from the energy balance at low lati-
tudes because of their small surface warming. This explana-
tion in terms of the MT2 model is no more than a hypothesis. 
A deeper physical explanation is required to substantiate it, 
perhaps involving a link between properties of the ocean 
state and climate feedback (see also Sect. 6.3).

3.6  Summary

In the MT2 model, global ocean heat uptake has two compo-
nents, one depending on global-mean surface air temperature 
change T(t), the other on the piControl AMOC strength M. 
We hypothetically identify these as low- and high-latitude 
phenomena respectively. The MT2 model makes a good esti-
mate of the timeseries of OHU for any individual AOGCM 
in either 1pctCO2 or abrupt4xCO2, given T(t) and M, and 
involving six AOGCM-neutral constant parameters. At the 
cost of making three of these AOGCM-specific (in the MT2T 
variant of the model), we can refine the OHU estimates.

The formulation of the MT2 model accounts for our ear-
lier empirical findings that OHU is proportional to the rate 
of OHU across AOGCMs at a given time, and that about 
half of OHU is correlated with T, while the remainder is 
unrelated to T (points 4–6 of Sect. 2.12). Earlier, we found 
in addition that the effective climate sensitivity and the effi-
ciency of removal of added tracers from the upper to the 
deep ocean are both related to M (points 8–9). Given these 
points, the MT2 model accounts also for the lack of correla-
tion of OHU and AMOC, and the anticorrelation of TCR and 
M (points 2–3). The latter means that the two components 
of OHU tend to be anticorrelated across AOGCMs, which 
reduces the spread of the sum. Section 4.5 addresses the two 
remaining points (1 and 7) of Sect. 2.12.
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Fig. 12  OHU for the 2 × CO2 state of 1pctCO2 as a function of 
piControl AMOC M and TCR, with circles for CMIP5&6 AOGCMs 
and contours for the MT2 model HMT (M,T) (Eq. 7). The letters iden-
tify the AOGCMs according to Table 1, CMIP5 with upper-case let-
ters, CMIP6 lower-case
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4  MT2 model of ocean heat uptake 
efficiency

In this section we evaluate and analyse the simulation 
of ocean heat uptake efficiency (OHUE, � = N∕T  ) in 
1pctCO2 by the MT2 model (Sect. 3.1) and its MT2T variant 

(Sect. 3.1.4). The concept of OHUE is less useful for a sce-
nario of constant forcing, such as abrupt4xCO2, because it 
is never approximately constant. Nevertheless, we gain some 
insight by considering the relationship between N and T in 
abrupt4xCO2 (Sect. 4.6).
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Fig. 13  Predictions of the MT2 and MT2T models compared with 
results diagnosed from CMIP5&6 AOGCMs for OHUE and OHU 
in 1pctCO2 experiments. a Comparison of OHUE � from AOGCMs 
with the MT2 and MT2T models in the 2 × CO2 state, letters for 
AOGCMs, solid line showing regression of MT2T � against AOGCM 
� . (b, left-hand axis) AOGCM-mean OHUE as a function of time, 
with ±1 standard deviation of the AOGCM ensemble shown as a 
shaded envelope, compared with the MT2 ensemble mean, (b, right-
hand axis) Correlation coefficient across the ensemble as a func-
tion of time of AOGCM � with MT2 and MT2T � . c Climate feed-
back parameter � and OHUE from AOGCMs as a function of time, 
and components of OHUE from the MT2T model (Eq. 10), with ±1 
standard deviation of the ensemble shown as shaded envelopes. d N 

and its components NM ,NT in the MT2 model (Eq. 5) for individual 
AOGCMs as a function of T. Thin lines join successive 20-year 
means at 10-year intervals, orange and red crosses for 20-year 
means centred on years 70 and 130, thick lines in the same colour 
are regressions against T, and the green line is from an approximate 
formula for the slopes (Eq.  C53). e Relationship between OHUE � 
in the 2 × CO2 state and AMOC strength in piControl, letters for 
AOGCMs, symbols for the MT2 model, lines for regression of OHUE 
against AMOC. f Relationship between OHU in the 2 × CO2 state 
and AMOC strength in piControl, letters for AOGCMs, grey symbols 
for the MT2 model, with the terms of MT2 in other colours (Eq. 7). 
Letters in a, e, f identify the AOGCMs according to Table 1, CMIP5 
with upper-case letters, CMIP6 lower-case
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4.1  Evaluation of the MT2 model of OHUE

For the OHUE, the MT2 model (Eq. 5) gives

In these formulae, s0 and M0 are AOGCM-neutral constants, 
M is the AOGCM-specific piControl AMOC strength, 
and q(t) is computed by the two-layer component of MT2 
or MT2T. In MT2, q(t) is AOGCM-neutral; in MT2T it is 
AOGCM-specific.

For the 2 × CO2 state of 1pctCO2, MT2 � calculated from 
Eq. (10) for individual CMIP5&6 AOGCMs using their M 
and T correlates highly with AOGCM � ( r = 0.88 , letters 
in Fig. 13a). MT2T reproduces AOGCM � more accurately 
than MT2 ( r = 0.94 , blue in Fig.  13a, regression slope 
0.98 ± 0.08).

Likewise, the MT2 estimate of �(t) by Eq. (10) for indi-
vidual AOGCMs correlates well with the AOGCM �(t) at 
any time in 1pctCO2 after the first couple of decades (green 
lines in Fig. 13b, r > 0.8 after year 70). The MT2T estimate 
is even better (orange lines, r > 0.9 after year 70), because 
of its slightly AOGCM-specific q. The correlation coefficient 
increases over time, as the forced signal becomes larger rela-
tive to unforced variability, despite the fact that � itself is 
decreasing.

Equation (10) makes a very good estimate of CMIP5&6 
AOGCM-mean �(t) in 1pctCO2 using q(t) from either 
MT2 or MT2T. (The MT2 ⟨�(t)⟩ in blue is very close to the 
AOGCM ⟨�(t)⟩ in black in Fig. 13b.) In Sect. 4.3 we analyse 
the time-dependence of �.

4.2  AOGCM spread in OHUE

Substituting for T from Eq. (9) into Eq. (10) gives

For simplicity we do not show the small contribution to 
NM = dHM∕dt which comes from U0 (Eq. 7), but we retain 
this term in the calculations. Equation (11) shows that � 
depends on p, � and q, but not on F.

In the MT2 model, q is AOGCM-neutral and thus contrib-
utes nothing to the spread of � . MT2T q is AOGCM-specific 
but its correlation with AOGCM � is only 0.38 (in the 2 × CO2 
state of 1pctCO2). Therefore q explains only 15% of the vari-
ance of � , and the majority comes from p and � through �M . 
Qualitatively the same is true at all times in 1pctCO2; the 
MT2T spread in q is always smaller than in �M (orange and 
turquoise shading in Fig. 13c), and q has zero spread in MT2.

(10)
� =

N

T
= �M + q �M =

NM

T
=

pF

T
=

s0F(M −M0)

T
.

(11)

�M =

NM

T
= pF

� + q

(1 − p)F
=

p(� + q)

1 − p
� = �M + q =

p� + q

1 − p
.

Consistent with this, the correlation coefficient is 0.79 
between AOGCM � and the quantity (p� + ⟨q⟩)∕(1 − p) , 
which is � from Eq. (11) calculated using AOGCM-mean 
q. That means p and � together explain 0.792 ≃ 60 % of the 
spread of AOGCM � . Excluding the spread of p as well 
as q, the quantity (⟨p⟩� + ⟨q⟩)∕(1 − ⟨p⟩) has a correlation 
coefficient of 0.51 with � (for 2 × CO2 in 1pctCO2), so 
0.512 ≃ 30 % of the variance of � comes from � . Hence p 
and � contribute about equally to the spread of �.

In summary, the spread of OHUE in the MT2 model is due 
roughly equally to the spread in the proportion p of the forc-
ing absorbed at high latitude without affecting global-mean T 
(Sect. 3.3.1), and to the spread in the climate feedback parame-
ter � , which dominates the spread in T through the low-latitude 
energy balance (Sect. 3.3.3).

4.3  Time‑dependence of OHUE

The decline over time in OHUE in AOGCMs (black line in 
Fig. 13b,c) is reproduced by the MT2 model (blue line in 
Fig. 13b), where � = �M + q . According to the MT2 model, 
the decline in q with time (orange line in Fig. 13c, halving in 
size over 100 years) is larger than in �M (turquoise line).

In the two-layer model, OHUE ( N∕T = �(T − Td)∕T  ) 
declines because T − Td asymptotes to a constant while T rises 
continuously (Appendix B.3). The same occurs for q = NT∕T  
in the two-layer component of MT2. By assuming that T ∝ t , 
as in the zero-layer model, we can show that q ∝ 1∕t approxi-
mately for the first few decades, thereafter declining exponen-
tially on the deep-ocean timescale (Appendix C.4.5).

The time-dependence of � in 1pctCO2 can be visualised 
alternatively by considering the tangent slope of N(T), which 
decreases with time (grey lines in Fig. 13d have decreas-
ing slopes). Again, the time-dependence comes mostly 
from q = NT∕T  (the thin orange lines are curved). If q(t) is 
AOGCM-neutral (as assumed by the MT and MT2 models), 
we expect NT = qT ∝ T  across AOGCMs at a given time. 
This behaviour can be seen in Fig. 13d. The 20-year means of 
(T ,NT ) for individual AOGCMs (crosses) lie near to lines of 
constant q (in the corresponding colours).

In the MT2 model, �M ∝ F∕T (Eq. 10). Since T increases 
slightly more rapidly than F(∝ t) (Fig. 10a), �M decreases, but 
only slowly (turquoise lines are nearly straight in Fig. 13d). 
From Eq. (11) we see that the decline in �M has contributions 
from both � and q, which decrease at similar rates, although � 
is much larger (Fig. 13c).

4.4  Fraction of the forcing absorbed by the ocean

By substituting for T from Eq. (9) into NT = qT (Eq. 5), we 
obtain
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Hence, using NM = pF (Eq. 5),

With p = 0.14 ± 0.03 (Sect. 3.1), � = 1.22 ± 0.36 W m−2 K−1 
(Table 1) and MT2 q = 0.36 W m−2 K−1 for the 2 × CO2 state 
of 1pctCO2, we obtain NT∕NM = 1.6 ± 0.7 . This compari-
son is consistent with AOGCM-mean HT and HM being of 
similar size, with HT somewhat larger (Fig. 11b).

By substituting for NT from Eq. (12) into Eq. (5), we 
obtain

Since the AOGCM spread in q is much less than in � , 
and since p ≪ 1 , the spread of N/F is dominated by � in 
the denominator. Thus N/F and 1∕� are correlated across 
AOGCMs, or equivalently N/F and � are anticorrelated, 
according to the MT2 model. Williams et al. (2000) (their 
Figure 8d) show that � and N/F (our notation) are highly 
anticorrelated across CMIP5&6 AOGCMs in 1pctCO2. The 
correlation coefficient between � and N/F from Eq. (14) in 
the 2 × CO2 state is r = −0.85 . We find similarly strong anti-
correlation, with r between −0.8 and −0.9 (not shown), for 
CMIP6 AOGCMs throughout the twenty-first century in pro-
jections following shared socioeconomic pathways (SSPs).

In summary, a larger fraction of the forcing is absorbed by 
the ocean in AOGCMs with smaller � , which gives larger T, 
NT = qT  and N. For the 2 × CO2 state of 1pctCO2, Eq. (14) 
gives N∕F = 0.34 ± 0.06 i.e. about a third of the forcing is 
absorbed, with a spread of 18%, close to the spread of 15% 
we found for OHU (Sect. 2.7).

4.5  Correlation of OHUE with the AMOC and ̨

The positive correlation across CMIP5&6 AOGCMs of 
OHUE � with piControl AMOC M (point 1 of Sect. 2.12, 
Fig. 2d) emerges from Eq. (10) because M and T are anticor-
related (point 3 of Sect 2.12, Sect. 3.2), while the spread of q 
is small in MT2T and zero in MT2 (Sect. 4.2). MT2 and MT2T 
� calculated by Eq. (10) (for 2 × CO2 in 1pctCO2) correlate 
even more strongly with M than AOGCM � does (Fig. 13e, 
MT2T is similar but not shown). The higher correlation could 
be due to the reduced influence of unforced variability.

In the alternative form given by Eq. (11), the correlation 
of � and M arises because the two factors p and � which 

(12)NT = qT =

q(1 − p)

� + q
F.

(13)
NT

NM

=

q(1 − p)

(� + q)

F

pF
=

q(1 − p)

(� + q)p
.

(14)
N = NM + NT =

(
p +

q(1 − p)

� + q

)
F =

p� + q

� + q
F

⇒
N

F
=

p� + q

� + q

cause the spread in � (Sect. 4.2) are both positively corre-
lated with M (points 8–9 of Sect. 2.12, previously discussed 
in Sect. 3.2). Furthermore, the appearance of � in Eq. (11) 
explains the correlation of � with � (point 7), which is rein-
forced by the correlation of � with p through M.

In summary, OHUE correlates with the AMOC because 
AOGCMs which have a stronger AMOC tend to have both 
more efficient high-latitude heat uptake (larger p), and lower 
effective climate sensitivity (larger � ), giving smaller global 
warming. OHUE is correlated with � because both are corre-
lated with the AMOC. The strong correlation of OHUE with 
the AMOC is the counterpart of the insignificant correlation 
of OHU with the AMOC (Sect. 3.5).

4.6  Relationship of N and T for abrupt4xCO2

In the abrupt4xCO2 scenario, the forcing F = F4× is con-
stant, so the energy balance N = F − �T (Eq. 1) predicts that 
N(t) plotted against T(t) should give a straight line with slope 
−� if � is constant (Gregory et al. 2004). The trajectories of 
N(T) from CMIP5&6 AOGCMs (grey in Fig. 14) are actu-
ally not quite straight due to unforced variability and because 
� is not constant in abrupt4xCO2 (as has been studied in 
numerous works e.g. Andrews et al. 2012; Rugenstein et al. 
2019; Dong et al. 2020). They are not parallel because � is 
AOGCM-specific.

The OHUE N/T is the slope of a line from the origin to 
(N, T). As T increases, OHUE decreases, more rapidly than 
in 1pctCO2. The estimates of OHUE by MT2 and MT2T 
for individual AOGCMs in abrupt4xCO2 are more accurate 
than in 1pctCO2, because of the larger forcing, except for an 
overestimate before year 20 ( r > 0.8 for AOGCM � and MT2 
� after year 20, r > 0.95 for MT2T throughout, not shown). 
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Fig. 14  N and NT (Eq.  5) for individual CMIP5&6 AOGCMs as 
a function of T in abrupt4xCO2. Thin lines join successive 20-year 
means at 10-year intervals, orange and red crosses indicate 20-year 
means centred on years 20 and 120, thick lines in the same colour 
are regressions against T, and the green lines are from an approximate 
formula for the slopes (Eq. C47)
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The initial inaccuracy may be due an inadequacy of the two-
layer approximation on short timescales, when the upper 
layer is not yet well-mixed.

In the MT2 model, NM is an AOGCM-specific constant 
in abrupt4xCO2, because F is constant (Eq. 5). Accord-
ingly, the trajectory of NT = N − NM for each AOGCM is 
displaced by its constant NM from and hence lies parallel 
to its N trajectory (thin orange and grey lines in Fig. 14). In 
the MT2 model, NT = q(t)T  , where q(t) is AOGCM-neutral. 
Hence NT ∝ T  across AOGCMs at a given time. This is 
approximately true, as illustrated by 20-year means centred 
on years 20 and 120 shown as crosses in Fig. 14, which lie 
near to the regression slopes for NT against T in the corre-
sponding colours.

4.7  Summary

The key points of this section are that the MT2 model attrib-
utes the AOGCM spread of OHUE at any given time in 
1pctCO2 firstly to those characteristics of the ocean piCon-
trol state which are quantified by the piControl AMOC 
and remain constant in time, and secondly to the climate 
feedback parameter, which is also correlated with piControl 
AMOC. The MT2 model accounts for the strong correlation 
between OHUE and AMOC across AOGCMs at a given 
time, the lack of correlation between OHU and AMOC, and 
the anticorrelation of OHUE and effective climate sensitiv-
ity (points 1–2 and point 7 of Sect. 2.12). The decrease of 
the OHUE over time is due mostly to the warming of the 
deep ocean in the low-latitude heat balance, and partly to the 
decline in the climate feedback parameter, but is not related 
to piControl AMOC.

5  MT2 model of tranient climate response

In this section we analyse AOGCM T(t) in 1pctCO2 using 
the MT2 model, and its MT2T variant with AOGCM-specific 
q(t).

5.1  AOGCM spread of T

To analyse T(t) in 1pctCO2, we need to know �(t) , which we 
estimate as (F − N)∕T  using 20-year means of T(t) and N(t). 
We assume that F(140) = F4× (the forcing in abrupt4xCO2, 
Table 1, obtained by the method of Gregory et al. (2004)) and 
that F(t) ∝ t during 1pctCO2. The latter is not exactly true 
(Bloch-Johnson et al. 2021) but no experiments exist to diag-
nose F(t) in CMIP5&6. We get � = 1.30 ± 0.44 W m−2 K−1 
at year  70 and � = 1.16 ± 0.37  W  m−2  K−1 at year  130 
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Fig. 15  a TCR and T130 in 1pctCO2 experiments (T for 20-year 
means centred on years 70 and 130 respectively), with letters identi-
fying AOGCMs according to Table 1 (CMIP5 with upper-case letters, 
CMIP6 lower-case), compared and correlated with MT2T T (Eq.  9) 
and T∗ (Eq. 15, an estimate of T which neglects the AOGCM spread 
of OHUE). The red numbers on the horizontal axis are for T130, the 
black for TCR. The right-hand axis is shifted by 1 K so that TCR and 
T130 symbols can be seen separately. b Effective climate sensitivity 
(EffCS) for years  70 and 130 in 1pctCO2 estimated from F, N and 
T (TCR and T130 respectively) for individual AOGCMs and plot-
ted against T, with lines showing the relationships expected from 
the approximate MT2 formula (Eq. 20). c Correlation of T(t) across 
AOGCMs as a function of time in 1pctCO2 with TCR and T130, with 
T∗ and EffCS evaluated at years  70 and 130, and with the AMOC 
strength in piControl (multiplied by −1 to give a positive number)
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(Fig.  13c); � has a larger AOGCM spread than � and 
decreases in time in 1pctCO2 (Gregory et al. 2015).

Using AOGCM-specific M, �(t) and MT2T q(t), T from 
Eq. (9) at years 70 and 130 gives an accurate estimate of 
TCR and T130 for individual AOGCMs (letters in Fig. 15a, 
r > 0.99 for both, root-mean-square T(70) − TCR is 0.04 K, 
T(130) − T130 is 0.14 K), where T130 is the time-mean 
AOGCM T for years 121–140. (These years are the last 20 
of CMIP5 1pctCO2.)

Because � contributes most of the spread (Fig. 13c), we 
also consider

in which only � is AOGCM-specific. Equation (15) has the 
same form as the zero-layer model (Eq. 2), with F reduced 
by ⟨p⟩ = 14 % on account of the M-dependent part of 
OHU, and the AOGCM-specific OHUE � replaced by the 
AOGCM-neutral MT2 q. For q we use q = q∗

1
 of Eq. (C53) 

derived from the AOGCM-mean ⟨T(t)⟩ in Appendix C.4.4.
T∗ is almost as accurate as T of Eq. (9) (crosses in Fig. 15a, 

r = 0.965 and RMS error 0.10 K for TCR, r = 0.982 and 
0.18 K for T130). This demonstrates that the spread in T is 
mostly determined by �.

5.2  Time‑dependence of climate resistance

The TCR was invented (Cubasch et al. 2001) as a bench-
mark for AOGCMs in time-dependent projections, analo-
gous to the equilibrium climate sensitivity for steady states, 
implicitly assuming the climate resistance � ≡ F∕T  to be a 
time-independent property of an AOGCM. If � is constant, 
it can be evaluated from any transient state e.g. year 70 in 
1pctCO2 as � = F2×∕TCR , and then used to estimate 
T = F∕� = TCR × F∕F2× for any other F.

In CMIP5&6 AOGCMs, both � and q decrease as time 
passes (Fig. 13c). Hence the climate resistance (Gregory and 
Forster 2008)

also decreases.
Since F ∝ t in 1pctCO2, Eq. (15) or Eq. (16) gives

for any pair of times t1, t2 . With t1 = 70  years and 
t2 = 140 years, for which T(t1) = TCR and T(t2) = T140,

(15)T∗

=

1 − ⟨p⟩
� + q

F,

(16)� ≃

F

T∗

=

� + q

1 − ⟨p⟩

(17)
T∗

(t2)

T∗
(t1)

=

F(t2)

�(t2)

�(t1)

F(t1)
=

t2

t1

�(t1) + q(t1)

�(t2) + q(t2)

(18)
T140

TCR
≃

T∗

(140)

T∗
(70)

=

140

70

𝛼(70) + q(70)

𝛼(140) + q(140)
> 2

because 𝛼(70) > 𝛼(140) and q(70) > q(140) . This is why 
the increase in T, from TCR to T140, during the second 
doubling of CO2 in 1pctCO2, is larger than the TCR (the 
increase in T under the first doubling), although the change 
in F is the same for both first and second doubling (Gregory 
et al. 2015). The decline in � and q is sufficiently rapid that 
T(130)∕TCR > 2 as well. (This is shown by the red letters 
being to the right of the black letters in Fig. 15a, except for 
CanESM2, marked “E”, in which � does not decline.)

5.3  Relationship between TCR and EffCS

Using � + q = (1 − ⟨p⟩)F∕T∗ from rearranging Eq. (16), we 
get

where t4× = 140 years, and hence

given F4× = 7.5 W m−2 and q(70, 130) = 0.36, 0.25 W m−2 K−1 . 
These formulae produce good fits to EffCS as a function 
of T (Fig. 15b) with errors of 0.06 ± 0.28 K in EffCS(70), 
0.01 ± 0.37 K in EffCS(130).

5.4  Late twenty‑first‑century T correlates better 
with EffCS than with TCR 

Gregory et al. (2015) and Grose et al. (2018) showed that T 
in the late twenty-first century under a scenario of continu-
ously increasing F correlates more highly with the effec-
tive climate sensitivity EffCS = F2×∕�4 than with TCR, 
where �4 is the climate feedback parameter diagnosed from 
abrupt4xCO2 (Gregory et al. 2004). This was a surprise, 
because TCR = F2×∕(� + �) contains information about the 
AOGCM spread of � , which is relevant to transient states, 
whereas EffCS does not.

The surprise can be illustrated by considering T130 
as an idealised analogy to the late twenty-first century 
T in a scenario of high CO2 emissions. The surprising 
result is that the correlation of T130 = F(130)∕�(130) 
is stronger with EffCS (130) = F4×∕�(130) than with 
TCR = F(70)∕�(70) =

1

2
F4×∕�(70) (Fig.  15c, compare 

(19)

EffCS (t) =
F(t)

�(t)
≃

F

(1 − ⟨p⟩)F∕T∗
− q

=

T∗

1 − ⟨p⟩ − (q∕F)T∗

=

T∗

1 − ⟨p⟩ − (qt4×∕F4×t)T
∗

(20)
EffCS (70) =

TCR

0.86 − 0.095 TCR

EffCS (130) =
T130

0.86 − 0.036 T130
,
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dashed red and solid black lines at t = 130 yr). With the 
MT2 model, we can account for this by considering

from either Eq. (9) or Eq. (11). F affects T, but it varies 
in time in the same way in all AOGCMs. Hence the time-
variation in the correlation of T across AOGCMs between 
two different times (Fig. 15c) is due to the behaviour of �.

The AOGCM spread in � at any time is due mostly to � 
(Fig. 13c). On the right-hand side of Eq. (21), the time-vari-
ation of AOGCM-mean � is due more to q than � , but q has a 
smaller spread. (Note that p is constant in time.) That means 
all AOGCMs have similar time-variation of q, whereas the 
time-variation of � differs more widely among AOGCMs. 
Hence the time-variation of the AOGCM spread in � is due 
more to � than q, and the correlation of � between different 
times depends mostly on the correlation of � between those 
times. Equivalently, the correlation of T between different 
times depends mostly on that of EffCS.

T130 correlates better than EffCS(130) does with T(t) at 
any time (the solid red line is always above the dashed red 
line in Fig. 15c) because T130 includes the AOGCM spread 
of q. Nonetheless T130 correlates worse with TCR = T(70) 
than with EffCS(130) because the time-dependence of � is 
more important in this comparison than the AOGCM spread 
of q. In other words, if EffCS is estimated with � from a 
climate state like the late twenty-first century, it correlates 
more highly with T at that time than TCR does, because 
TCR is estimated with � from a climate state which is like 
a much earlier time. A similar explanation was given by 
Gregory et al. (2015), but they did not have a model for the 
time-dependence of OHUE.

5.5  Summary

The key points of this section are that the AOGCM spread 
of T and climate resistance at a given time in 1pctCO2 is due 
primarily to climate feedback � , leading to simple and quite 
accurate relationships for T as a function of � , and effective 
climate sensitivity as a function of T. The decrease of the 
AOGCM-mean climate resistance with time in 1pctCO2 is 
due to the AOGCM-mean decrease in both � and OHUE, but 
the AOGCM spread in the time-variation of climate resist-
ance is due mostly to � . Because � dominates the spread in 
climate resistance at any time and its variation over time, T 
correlates more strongly with � at the same time than with 
T at another time.

(21)� =

F

T
= � + � =

� + q

1 − p

6  Summary and discussion

In this work we have studied the ocean heat uptake efficiency 
in time-dependent climate change (OHUE, � , W m−2 K−1 ). 
We have analysed CMIP5&6 AOGCMs in 1pctCO2 (CO2 
increase at 1% yr−1 ), abrupt4xCO2 (instantaneous quadru-
pling), faf-heat and faf-passiveheat experiments (from the 
FAFMIP protocol, with imposed constant surface fluxes of 
heat and passive tracer, respectively). OHUE is defined as 
N/T, where N is the rate of increase of ocean heat content (W 
per m 2 of the global area) and T the global-mean surface air 
temperature change with respect to the unperturbed climate. 
For all AOGCMs and both CO2-forced scenarios, T = 1.5× 
the global-mean SST change, to a very good approximation 
(cf. Toda et al. 2021).

OHUE is usually evaluated for the 2 × CO2 state 
(year 70) in the 1pctCO2 experiment. For a few decades 
in 1pctCO2, but not in general, the OHUE is the same as 
the thermal coupling between the upper ocean and the deep 
ocean of the two-layer global ocean model often used to 
interpret and emulate AOGCM simulations of ocean heat 
uptake (OHU, H, ZJ). OHUE has previously been found to 
correlate across AOGCMs with the piControl strength of 
the Atlantic meridional overturning circulation (AMOC) 
(Kostov et  al. 2014; Winton et  al. 2014). However, the 
AMOC itself is not the major process of OHU (Couldrey 
et al. 2023), and our analysis suggests a different explanation 
for this correlation.

6.1  The MT2 model

To account for the AOGCM results, we propose a new con-
ceptual model of global OHU, called MT2 (Fig. 8c, Appen-
dix E). The MT2 model extends the two-layer ocean model 
to incorporate the connection of OHUE with the AMOC. In 
the MT2 model, a proportion

of the effective radiative forcing F due to atmospheric CO2 
is stored in the ocean with no effect on T, where s0 and M0 
are AOGCM-neutral constants, and by “AOGCM-neutral” 
we mean that the MT2 model uses the same value for all 
AOGCMs. The values of the AOGCM-neutral constants of 
the MT2 model are shown in the table in Appendix E.

The piControl AMOC strength M and hence also the 
proportion p (Eq.  22) are AOGCM-specific constants 
i.e. having a different value for each AOGCM. Note that 
M0 < 0 , so p > 0 for any AOGCM, since all have M > 0 . 
The CMIP5&6 AOGCMs that we have analysed give 
p = 0.14 ± 0.03 (AOGCM ensemble mean and standard 
deviation).

(22)p = s0(M −M0),
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We hypothesise that the removed forcing NM = pF 
describes high-latitude OHU (Sect. 3.3.1), especially in the 
Southern Ocean, with little effect on global-mean T (see 
Sect. 3.3.3). These processes occur predominantly along 
neutral directions, as if heat were a passive tracer, by mes-
oscale eddy transports and wind-driven circulation; their 
interaction is complex and their realistic representation in 
GCMs is a long-standing challenge (Beadling et al. 2020; 
Hewitt et al. 2020). We hypothesise that the correlation of 
NM with the AMOC arises because both are sensitive to 
some other AOGCM-specific property of the unperturbed 
ocean state, possibly related to stratification (Newsom et al. 
2023) and mesoscale eddy advection (see Sect. 3.3.2).

In the MT2 model, the global energy balance (quoting 
Eq. 8) is

where

and F is the effective radiative forcing. The climate feedback 
parameter � (a positive number according to our definition) 
is time-dependent and AOGCM-specific, for many reasons 
that are the subject of other research (e.g.Winton et al. 
2010; Andrews et al. 2012, 2015; Ceppi and Gregory 2019; 
Zelinka et al. 2020; Sherwood et al. 2020). We hypothesise 
that NT describes ocean heat uptake at low latitude, which 
is driven by surface warming. Low-latitude warming domi-
nates global T and is strongly influenced by climate feed-
back, hence � affects NT.

The term NT has the same form as in the two-layer model 
(Fig. 8b); cu, cd are the heat capacities and T , Td the tempera-
ture changes relative to the unperturbed state of the upper 
and deep ocean respectively, � is the thermal coupling coef-
ficient between them, and q ≡ NT∕T is a scenario-dependent 
but AOGCM-neutral function of time. (It is AOGCM-neu-
tral because T(t) has a similar time-profile in all AOGCMs, 
itself essentially because 𝛾 ≪ 𝛼 ; see Appendix C.4.4.)

The coefficients cu, cd, � , s0,M0 , and a sixth coefficient U0 
(qualitatively unimportant and therefore not discussed fur-
ther in this summary) are all AOGCM-neutral and scenario-
independent. We have evaluated them to give the best fit for 
the AOGCM-mean of CMIP5&6 abrupt4xCO2 experiments. 
In contrast, cu, cd, � are AOGCM-specific in the usual two-
layer model (e.g.Geoffroy et al. 2013b; Gregory et al. 2015).

Given the time-mean piControl AMOC and the time-
dependent global-mean surface temperature T(t) from any 
AOGCM in either CO2 scenario, the MT2 model accu-
rately reproduces N(t), OHU H(t) = ∫ N(t�) dt� , and the 

(23)F − �T = N = NM + NT

(24)
NM = pF, NT = qT = cu

dT

dt
+ �(T − Td),

cd
dTd

dt
= �(T − Td)

time-dependent OHUE �(t) . The version called MT2T, 
which has AOGCM-specific cu, cd, � (as in the two-layer 
model of e.g. Geoffroy et al. (2013b)), is more accurate, 
but that does not affect any of our qualitative conclusions. 
In MT2T, q has a small spread among AOGCMs, arising 
from cd.

6.2  New findings of this work

In this section, we summarise our new findings, and we 
account for these, and for some previously unexplained 
results, in terms of the MT2 model. Bold text highlights the 
main points.

In the MT2 model, a proportion p of the forcing F is 
absorbed by NM = pF without affecting T. Hence only 
F − NM remains to enter the energy balance

(from Eq. 23 and 24). In an AOGCM with a stronger 
piControl AMOC, heat is removed more effectively 
from the upper ocean at high latitude, especially in the 
Southern Ocean i.e. p and NM are larger for a given F. 
This is because the relevant processes are affected by 
some global characteristic of the unperturbed state of 
the ocean, perhaps related to stratification, which also 
affects the AMOC. When AMOC and NM are larger, the 
heat available ( F − NM ) to cause surface global warming is 
smaller. This makes T smaller, for a given � , if AMOC is 
stronger. We find furthermore that � is larger i.e. effective 
climate sensitivity is smaller in AOGCMs with a stronger 
AMOC. This is another reason for T to be smaller if AMOC 
is stronger. Consequently the transient climate response 
(TCR, defined as T for 2 × CO2 in 1pctCO2) and local sea-
surface temperature change worldwide are both nega-
tively correlated with piControl AMOC strength across 
AOGCMs.

For a given F, since T is negatively correlated with 
AMOC strength, so also is NT = qT  , q being AOGCM-
neutral. On the other hand, p and hence NM = pF are posi-
tively correlated with AMOC strength. Thus NT and NM are 
anticorrelated across AOGCMs, since they have opposite 
variations with AMOC strength. The anticorrelation of NM 
and NT leads to a relatively small AOGCM spread in the net 
rate of heat uptake N = NM + NT , and N does not correlate 
with AMOC.

Therefore, since OHU is the time-integral of N, global 
OHU does not correlate significantly with AMOC, 
because high- and low-latitude OHU are oppositely corre-
lated with AMOC. By contrast, the ocean heat uptake effi-
ciency (OHUE � = N∕T  ) is correlated with the piControl 
AMOC strength (Kostov et al. 2014; Winton et al. 2014) 

(25)F − NM = F(1 − p) = �T + NT = (� + q)T .
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because global warming is anticorrelated with piControl 
AMOC. However, the AOGCM spread in OHUE is not 
causally related to the change in strength of the AMOC 
during transient climate change.

Through its relationships with heat uptake and climate 
feedback, the unperturbed AMOC strength “explains” 
(in a statistical sense) 80% of the variance of OHUE in 
1pctCO2 across AOGCMs, and about 40% of the TCR 
variance. The AOGCM spread in OHUE is due roughly 
equally to the spread in efficiency of passive tracer 
uptake and the spread in the effective climate sen-
sitivity, both of which are correlated with the AMOC. 
Unlike previous authors, we find a significant correlation 
between � and � , due to our larger set of AOGCMs, and 
our formulae for evaluating these quantities, excluding the 
confounding effects of time-variation. That means OHUE 
and effective climate sensitivity are anticorrelated.

By assuming the physical basis for the relationship of 
AMOC and OHUE in AOGCMs to be realistic, obser-
vational estimates of the former might be used to set 
an “emergent constraint” on the latter, like with ECS 
(e.g. Caldwell et al. 2018). For the observationally esti-
mated time-mean AMOC of 2004–2014, the correspond-
ing OHUE is 0.68 W m−2 K−1 (Appendix A.1; Fu et al. 
(2020); Worthington et al. 2021), which is consistent with 
0.58 ± 0.08 W m−2 K−1 calculated from ocean and surface 
temperature for the last five decades (Cael 2022), and 
close to the AOGCM-mean OHUE of 0.70 W m−2 K−1 for 
the 2 × CO2 state of 1pctCO2. Some CMIP5&6 AOGCMs 
deviate substantially from the observational estimates.

Even with perfect models, we should not expect his-
torical and 1pctCO2 OHUE to be exactly equal, because 
OHUE declines as a function of time. Although the pro-
cesses related to temperature-driven heat uptake at low 
latitude, represented by the two-layer model, contribute 
little to the spread of OHUE across AOGCMs at a given 
time, the time-dependence of OHUE arises primarily 
from temperature-driven heat uptake. In terms of the 
MT2 model, it is due to the decline of q. In terms of 
the two-layer model, it comes about because the tem-
perature difference between the layers decreases as the 
deep layer warms up; it is not necessary to make the ther-
mal coupling � depend on time in order to account for 
the behaviour of OHUE. In the MT2 model, the OHUE 
� = q + pF∕T  , and in 1pctCO2, both F and T increase 
linearly with time (to a fair approximation), so pF/T is an 
AOGCM-specific constant. Because of this nearly con-
stant part, in fractional terms the OHUE declines more 
slowly in 1pctCO2 than the two-layer model would sug-
gest. That explains why the zero-layer model, with its 
assumption of constant AOGCM-specific � , works fairly 
well for 1pctCO2.

The decrease of � over time also contributes to the 
decline of OHUE (through T), but q is more important 
for the AOGCM-mean decrease in OHUE. However, 
because q has little spread among AOGCMs at any time, 
the AOGCM spread in the decrease of � over time domi-
nates the AOGCM spread both in the decrease of OHUE 
over time, and in the decrease of climate resistance F/T 
over time. This rather subtle point leads us to infer that 
projected global warming in the twenty-first century 
correlates more strongly across AOGCMs with the 
effective climate sensitivity than with the TCR  (Grose 
et al. 2018) because the AOGCM spread in the time-
variation of effective climate sensitivity is the main 
influence on the spread in the time-variation of OHUE 
as well.

6.3  Concluding remarks

We conclude by listing some unanswered questions and pos-
sible next steps.

∙ Our results corroborate earlier work (e.g. Marshall 
and Zanna 2014; Exarchou et al. 2015) that demonstrates 
important roles for global OHU from wind-driven extrat-
ropical heat uptake, eddy-induced neutral diffusion and the 
Southern Ocean. Further analysis (following Saenko et al. 
2021) is needed to relate these and other processes of ver-
tical heat transport to the high-latitude F-dependent NM 
and low-latitude T-dependent NT of the MT2 model. This 
research includes discovering how the emergent and para-
metrised processes in AOGCMs determine the values of the 
MT2 model’s six coefficients, and why these coefficients are 
fairly AOGCM-neutral.

∙ Since the MT2 model outlined in this paper works well 
for the idealised 1pctCO2 and abrupt4xCO2 scenarios, it is 
probably applicable to socioeconomic scenarios for project-
ing the twenty-first century, but this should be tested. After 
some time it must become inaccurate, in particular because 
NM cannot remain non-zero and unchanged as equilibrium is 
approached under constant forcing. Considering that anthro-
pogenic aerosol forcing is focussed on northern hemisphere 
extratropics, while greenhouse-gas forcing is greatest at low 
latitude (e.g. Salvi et al. 2022), it is also important to inves-
tigate whether the nature of the forcing influences the rela-
tive importance of the low- and high-latitude processes and 
hence the ocean heat uptake efficiency and global-mean T.

∙ In this work, we calibrate the MT2 two-layer model 
parameters using T(t) diagnosed from AOGCMs. It would 
be possible to use the MT2 model to emulate AOGCM N(t) 
and T(t), given the piControl AMOC strength M, the effec-
tive radiative forcing F(t), and the climate feedback param-
eter �(t) . The latter is the main difficulty, because its time-
variation has not yet been understood. It is possible that the 
commonly used closure assumption for � via the efficacy of 
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ocean heat uptake (Winton et al. 2010; Geoffroy et al. 2013a) 
is related to the roles of high and low latitudes in heat uptake 
as analysed in this paper.

∙ We need to identify the characteristic of the ocean state 
which causes the correlation across AOGCMs of the unper-
turbed AMOC strength M with the passive tracer uptake 
efficiency, especially in the Southern Ocean (point 9 of 
Sect. 2.12). If eddy parametrisations are involved, an inter-
esting question is whether the spread of uptake efficiency is 
smaller in eddy-resolving AOGCMs. Historical observations 
of passive tracers or the climatological mean state might pro-
vide a test or constraint of the relevant aspects of AOGCMs.

∙ We need to explain the correlation of M and the climate 
feedback parameter (point 8 of Sect. 2.12). This explanation 
might be connected to the correlation of M with the time-
variation of climate feedback parameter in abrupt4xCO2 
(Lin et al. 2019). It could involve the correlation of M with 
local sea-surface temperature, or with the change in this 
quantity, especially in sensitive regions for climate feedback 
processes.

∙ We need to investigate whether the anticorrelation of NM 
and NT in the MT2 model is the correct physical explanation 
for the relatively small spread of OHU in AOGCMs.

The last three points are elements of the wider subject of 
the relationship between heat uptake and climate sensitivity. 
Although often regarded as intrinsic to ocean and atmos-
phere respectively, they are actually linked as aspects of the 
coupled climate system.

Appendix A Evaluation of diagnostics 
from AOGCM ocean data

A.1 AMOC

Rather than choosing a particular latitude, we evaluate the 
AMOC strength M in AOGCMs as the maximum of the 
Atlantic Ocean overturning streamfunction wherever it 
occurs in the northern extratropics, to reduce the effect of 
AOGCM-specific climatological biases. Thus defined, M 
is highly correlated ( r = 0.97 , Fig. 16a) with the AOGCM 
overturning strength at 26◦  N, the latitude of the RAPID 
array, which has monitored the AMOC since 2004. For 
2004–2014, the AMOC at this latitude is calculated from 
RAPID data and inferences from hydrographic data as 
17.6 Sv (Fu et al. 2020) and 16.9 Sv (Worthington et al. 
2021). The average of these corresponds to M = 19.4 Sv 
(Fig. 16a), close to the CMIP5&6 AOGCM mean of 19.8 Sv. 
The linear regression relationship between OHUE and 
AMOC gives � = 0.68 W m−2 K−1 for this M (Fig. 16b).

A.2 Global‑mean surface temperature change

In Sect. 2 and Appendix C.1, we use ΔSST, the sea-surface 
temperature difference between the perturbed climate state 
and piControl, to estimate global-mean surface air tempera-
ture change T, instead of diagnosing it from the atmosphere 
GCMs.

T and ΔSST are highly correlated across AOGCMs 
( r > 0.9 , Fig. 16c) at all times in both scenarios, except at 
the very start of 1pctCO2, and T ∝ ΔSST is an excellent 
approximation. As an example we show the relationship for 
the 2 × CO2 state (time-mean of years 61–80) in 1pctCO2 
(Fig. 16d, r = 0.98 for 24 AOGCMs). The transient cli-
mate response (TCR) is defined as T for this state. The ratio 
TCR ∕ΔSST has a small spread of about 1.4-−1.6 (red in 
Fig. 16d), and TCR = 1.5 × ΔSST is a very good fit (the 
line in Fig. 16d).

The best-fit ratio TCR ∕ΔSST varies with time and sce-
nario over a narrow range, again of about 1.4-−1.6 (Fig. 16c). 
For simplicity we take T = 1.5 × ΔSST for all times in both 
scenarios. By using this approximation instead of the diag-
nosed global-mean surface air temperature change, we elimi-
nate the small model spread in land/sea warming ratio which 
is irrelevant to our interests.

A.3 Ocean heat uptake (OHU)

Throughout our analysis, we evaluate ocean heat uptake 
(OHU, in J) as H = HO ≡ cV� , where � is the ocean volume-
mean temperature change with respect to piControl, c is the 
volumetric heat capacity of sea water, and V the volume of 
the ocean. In Fig. 16e we compare HO with HN , the global 
time-integral of net downward radiation N at the top of the 
atmosphere, for years 61–80 of 1pctCO2. Across AOGCMs 
these quantities are highly correlated ( r = 0.91 ). Regres-
sion through the origin gives a best-fit HN∕HO = 1.07 , 
consistent with the observational estimate that 93% of heat 
storage is in the ocean (Rhein et al. 2013), but some mod-
els have an exceptionally large ratio (C CNRM-CM5, H 
GFDL-ESM2M, L IPSL-CM5A-LR, e CNRM-CM6-1, f 
CNRM-ESM2M-1).

A.4 Ocean heat uptake efficiency (OHUE)

We can evaluate ocean heat uptake efficiency (OHUE, in 
W m−2 K−1 ) in the 2 × CO2 state of 1pctCO2 (year 70) as

(A1)�O =

(
1

A

dHO

dt

)
÷ ΔSST,
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where A is the global surface area (not the sea surface 
area). Thus �O equals the rate of OHU (W per m 2 of the 
globe, the first bracket) divided by T; this ratio is OHUE 
by definition. For dHO∕dt we use the trend for years 61–80 
from linear regression against time. Across models �O is 
correlated very well ( r = 0.86 , Fig. 16f) with OHUE evalu-
ated as the ratio �N of top-of-atmosphere N to T for time-
means of years 61–70. Regression through the origin gives 
a best-fit �

N
∕�

O
= 1.03 i.e. �N is 3% larger. However, a few 

models give a ratio markedly larger than unity (especially L 

IPSL-CM5A-LR, e CNRM-CM6-1, f CNRM-ESM2M-1). 
We suspect that there is a diagnostic problem or non-conser-
vation of energy in these atmosphere models.

For the FAFMIP experiments, the formulae are the 
same, and we use the final decade, years 61–70. We take 
c = 4.092 × 106  J  m−3  K−1 , A = 5.101 × 1014  m2 and 
V = 1.335 × 1018 m3 , assuming the model spread is small 
in these constants.
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Fig. 16  a Relationship between the AMOC at 26◦  N (the maximum 
of the overturning streamfunction in depth at that latitude) and M in 
our analysis (the maximum of the overturning streamfunction north 
of 30◦  N and within 500–2000 m depth), with ordinary least-squares 
regressions of each against the other shown by solid lines, b relation-
ship between M and OHUE (the same data as in Fig. 2d), with solid 
regression lines. c Correlation and ratio between global-mean surface 
air temperature change and ocean area-mean sea surface tempera-
ture change as a function of time in abrupt4xCO2 and 1pctCO2, d 
relationship between the global-mean surface air temperature (TCR) 

and global-mean sea-surface temperature change ( ΔSST) at the time 
of 2 × CO2 in 1pctCO2, with the regression line, and the ratio of the 
quantities (in red), e, f comparison of OHU and OHUE in CMIP5&6 
AOGCMs estimated from ocean temperature, as used in our analysis, 
with the corresponding quantities evaluated from top-of-atmosphere 
net downward radiation and surface air temperature. In a and b the 
dotted lines connect the observational estimate of AMOC at 26◦   N 
with OHUE. In e and f the dotted lines are 1:1. In all panels, letters 
identify CMIP5&6 AOGCMs according to Table  1, CMIP5 with 
upper-case letters, CMIP6 lower-case
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Appendix B Solution of the two‑layer model

In this appendix, we derive approximate analytical solutions 
for the two-layer model,

and other formulae which prove useful for calibrating the 
MT2 model of AOGCMs in Appendix C. In this appendix, 
N denotes the rate of heat uptake by the two-layer model; as 
a component of the MT2 model, the same quantity is denoted 
NT.

B.1 Zero‑layer solution for steadily increasing 
forcing

The zero-layer model is a special solution to the two-layer 
model, obtained by setting the upper-layer heat capacity 
cu = 0 and the deep-layer heat capacity cd = ∞ . Because 
of the latter, Eq. (6) gives dTd∕dt = 0 for any finite value of 
the heat flux Φ from the upper to the deep layer, so Td = 0 
always, and N = Φ = �T  . Substituting in Eq.  (1) gives 
F − �T = �T ⇒ T = F∕(� + �) , whence the zero-layer solu-
tion (Eq. 2) with � = � (shown in CMIP5 by Gregory et al. 
2015). Furthermore, N ∝ F , since N ∝ T and T ∝ F.

For steadily increasing forcing (like 1pctCO2) F = Rt , 
where R is a constant (W m−2 yr−1 ), N ∝ F ⇒ N ∝ t i.e. N(t)/t 
is a constant. Hence the accumulated heat

in agreement with Eq. (4). For t > 0 , H ≠ 0 although Td = 0 
in the zero-layer solution.

We can obtain the zero-layer solution for both steadily 
increasing forcing and constant forcing in a more rigorous 
way by first solving the two-layer equations generally and then 
approximating the solution.

B.2 General solution

We first substitute for N in Eq. (6) from Eq. (1) and rewrite 
them as

Eliminating Td , we obtain

(6 repeated)

N = cu
dT

dt
+ Φ where Φ = �(T − Td) = cd

dTd

dt
,

(B2)
H(t) = A∫

t

0

N(t�) dt� = A∫
t

0

N(t)
t�

t
dt�

= A
N(t)

t ∫
t

0

t� dt� =
1

2
ANt

(B3)

(
cu

d

dt
+ � + �

)
T − �Td = F (a)

− �T +

(
cd

d

dt
+ �

)
Td = 0. (b)

which is a second-order linear inhomogeneous ordinary 
differential equation with constant coefficients. The heat 
capacities cu,d , the thermal coupling � and the climate feed-
back parameter � are all assumed to be constant in time in 
the two-layer model, although � is certainly not constant in 
AOGCMs.

Once we have solved this for T, we can obtain Td from 
Eq. (B3) in the form

We can also obtain the ocean heat uptake through

The general solution for the homogeneous case of F = 0 (the 
complementary function) is

where Au,d are arbitrary constants, and

gives the two characteristic decay timescales �u,d . Under 
scenarios of practical relevance, it is found that cu ≪ cd 
(e.g. Gregory 2000; Geoffroy et al. 2013b). Hence we may 
approximate by neglecting terms in cu∕cd to obtain

and their ratio

is of similar size to cu∕cd ⇒ 𝜏u ≪ 𝜏d.
With cu ≪ cd , our solutions in the next two sections agree 

with those of Geoffroy et al. (2013b). Expressed in our nota-
tion, their quantities are

(B4)

cucd
d2T

dt2
+ ((� + �)cd + �cu)

dT

dt
+ ��T = cd

dF

dt
+ �F,

(B5)�Td = cu
dT

dt
+ (� + �)T − F.

(B6)
H(t) = A∫

t

0

N(t�) dt� = A∫
t

0

(
cu

dT

dt
+ cd

dTd

dt

)
dt�

= A (cu T + cd Td).

(B7)T = Au exp(−t∕�u) + Ad exp(−t∕�d),

(B8)

1

�u,d
=

1

2

�
� + �

cu
+

�

cd
±

� + �

cu
�
1 −

2�(� − �)

(� + �)2

cu

cd
+

�
�

� + �

cu

cd

�2
� 1

2 ⎤⎥⎥⎦
,

(B9)�u =
cu

� + �
�d =

(� + �)cd

��
,

(B10)
�u

�d
=

cu

cd

��

(� + �)2

(B11)

𝜆 = 𝛼 k = R 𝜏f ,s = 𝜏u,d

af =
𝛼

𝛼 + 𝛾
as = 1 − af =

𝛾

𝛼 + 𝛾
𝜏sas =

cd

𝛼
𝜙sas = 1 𝜙f ≪ 𝜙s
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B.3 Solution for steadily increasing forcing

The general solution for F = Rt (as in 1pctCO2) is

Using Eq. (B9) and neglecting terms in cu∕cd , the solution 
for t ≫ 𝜏u with T = Td = 0 at t = 0 is

and

With 𝜏u ≪ 𝜏d , the solutions for T and Td (Eq. B13) are 
the same as given by Eqs. (14) and (15) of Geoffroy et al. 
(2013b).

Expanding the exponential for t ≪ 𝜏d , neglecting cu by 
comparison with cd and keeping only the first non-zero 
terms gives

where � = N∕T  is the ocean heat uptake efficiency. With 
F = Rt , Eq. (B15) give the zero-layer solution of Eq. (2) 
and (4).

For t ≫ 𝜏d , the exponentials vanish in Eq. (B13), and 
T − Td = Rcd∕�� , so the heat flux �(T − Td) from the upper 
to deep layer becomes constant. In this regime, the two 
temperatures rise at the same rate R∕� , with the deep layer 
always cooler. For t → ∞ , T → Rt∕� and

which is constant, so � = N∕T → 0.

B.4 Solution for constant forcing

The general solution for constant F (as in abrupt4xCO2) is

Again neglecting terms in cu∕cd , the solution with 
T = Td = 0 at t = 0 is

(B12)
T = Au exp(−t∕�u) + Ad exp(−t∕�d)

+

Rt

�
−

R(cd + cu)

�2
.

(B13)
T =

Rcd

�2
(exp(−t∕�d) − 1) +

Rt

�

Td =
R�d

�
(exp(−t∕�d) − 1) +

Rt

�
,

(B14)N = F − �T = Rt − �T =

Rcd

�
(1 − exp(−t∕�d)).

(B15)
T =

Rt

� + �
N =

R�t

� + �
� = �

Td =
Rt2

2��d
=

Nt

2cd
H = AcdTd =

1

2
ANt,

(B16)N = cu
dT

dt
+ cd

dTd

dt
→ (cu + cd)

R

�
,

(B17)T = Au exp(−t∕�u) + Ad exp(−t∕�d) + F∕�.

The solutions for T and Td (Eq. B18) are the same as given by 
Eqs. (9) and (10) of Geoffroy et al. (2013b). As t → ∞ , both 
layers approach the equilibrium temperature, T , Td → F∕�.

The term in exp(−t∕�u) describes the initial rapid 
warming of the upper ocean, on its short timescale 
�u . The rapid warming has been completed once 
t ≫ 𝜏u ⇒ exp(−t∕𝜏u) = 0 , after which this term can be 
neglected. Doing so gives

and

whence the ocean heat uptake efficiency is

While t ≪ 𝜏d ⇒ exp(−t∕𝜏d) ≃ 1 , we have T ≃ F∕(� + �) , 
Td ≃ 0 and � = � . At later times which are still small com-
pared with �d , we can approximate

and

Hence, the ocean heat uptake per unit of Earth surface area 
is

Likewise, the ocean heat uptake per unit of Earth surface 
area, normalised by the change in global-mean surface tem-
perature, is

(B18)
T =

F

�

(
1 −

�

� + �
exp(−t∕�u) −

�

� + �
exp(−t∕�d)

)

Td =
F

�
(1 − exp(−t∕�d)).

(B19)T =

F

�

(
1 −

�

� + �
exp(−t∕�d)

)

(B20)N = F − �T =

F�

� + �
exp(−t∕�d),

(B21)

� =

N

T
=

F�

� + �
exp(−t∕�d)

[
F

�

(
1 −

�

� + �
exp(−t∕�d)

)]
−1

=

��

(� + �) exp(t∕�d) − �
.

(B22)T ≃

F

�

(
1 −

�

� + �

(
1 −

t

�d

))
=

F

� + �

(
1 +

�t

��d

)

(B23)Td ≃
F

�

(
t

�d
−

t2

2�2
d

)
≃

Ft

��d
.

H

A
= cuT + cdTd

≃

Fcu

� + �

(
1 +

�t

��d

)
+

Fcd

�

��t

(� + �)cd

≃

F

� + �

(
cu + �t

)
.
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For t → ∞ , Eq. (B21) gives � → 0 , whereas at t = 0 , we 
have N = F and T = 0 so � = ∞ . Under constant forcing, 
the OHUE thus falls from infinity to zero, which is the very 
opposite of constant!

B.5 Relationship between H and N in the two‑layer 
model

For steadily increasing forcing, we have

(Section B.3, Eqs. B13 and B14). Hence

S i n c e  �  i s  c o n s i d e r a b ly  l a rge r  t h a n  �  , 
�d = (� + �)cd∕(��) ≃ cd∕� (Eq. B9) is AOGCM-neutral if 
cd and � are, meaning that H ∝ N across AOGCMs at any 
given time. For t ≪ 𝜏d

Therefore we expect the regression of H against AN across 
AOGCMs to give zero intercept and slope 1

2
t in 1pctCO2.

For constant forcing and t ≫ 𝜏u (Sect.  B.4, Eqs.  B18 
and B20), we have

and

(B24)

H

AT

=c
u
+ c

d

T
d

T

=c
u
+ c

d

1 − exp(−t∕�
d
)

1 − �∕(� + �) exp(−t∕�
d
)

(B25)

≃cu + �t

(
1 −

t

2�d

)(
1 +

�t

��d

)
−1

≃cu + �t

(
1 −

t

�d

( �
�
+

1

2

))

≃cu + �t.

(B26)
N =

Rcd

�
(1 − exp(−t∕�d))

H =

ARcd

�
(t − �d(1 − exp(−t∕�d))

(B27)
H

AN
=

t

1 − exp(−t∕�d)
− �d.

(B28)
H

AN
≃

t

(t∕�d) −
1

2
(t∕�d)

2
− �d =

1

2
t�d

�d −
1

2
t
≃

1

2
t.

(B29)H ≃ Ac
d
T
d
=

AFc
d

�
(1 − exp(−t∕�

d
))

(B30)
N ≃

F�

� + �
exp(−t∕�

d
)

⇒ exp(−t∕�
d
) =

N(� + �)

�F
.

Hence

i.e. H varies linearly with N over time in a given AOGCM. 
The intercept of the relationship is AOGCM-specific 
through � , while the slope �d is approximately AOGCM-
neutral. Furthermore,

Therefore H ∝ N across AOGCMs at a given time, with a 
slope that increases exponentially with time.

Appendix C Derivation of the MT2 model

In this appendix, we describe the development of the MT2 
model, in three steps. In the first step (Sect. C.1), guided by 
the relationships we found among AOGCM quantities for 
the 2 × CO2 state of the CMIP5&6 1pctCO2 experiment 
(Sect. 2.12), we introduce a model, called “MT”, which 
contains three parameters (either U, S, Q or u, s, q) that 
are chosen to fit ocean heat uptake in the AOGCMs. In the 
second step, we obtain the values of the three parameters 
of the MT model as functions of time in both 1pctCO2 and 
abrupt4xCO2 scenarios (Sect. C.2). In the third step, we 
analyse the time- and scenario-dependence of the three 
parameters, and describe how the form and coefficients of 
the MT2 model are chosen to account for them (Sects. C.3 
and C.4), including some consistency checks and corollar-
ies. In Sect. C.5 we derive the relationship between H and N 
in the MT2 model. Section C.6 describes the “step model”, 
which is a useful tool in Sects. C.3 and C.4.

C.1 MT  model of OHU in the 2 × CO
2
 state 

of 1pctCO2

To account for the points listed in Sect. 2.12, we hypoth-
esise that the variation of OHU H across AOGCMs in the 
2 × CO2 state of 1pctCO2 depends on both the piControl 
AMOC strength M and global-mean surface temperature 
change T according to the linear equation

where U, S, Q are positive constants, and ⟨M⟩ = 19.8 Sv 
is the ensemble-mean piControl AMOC strength in the 
CMIP5&6 AOGCMs of Table 1. (Here and subsequently, 
⟨⟩ denotes the mean over AOGCMs.) We call Eq. (C33) the 

(B31)

H

A
=

Fcd

�

(
1 −

N(� + �)

�F

)
=

Fcd

�

−

cd

�

� + �

�
N =

Fcd

�
− �dN,

(B32)

H

AN
=

cd(� + �)

��

1 − exp(−t∕�d)

exp(−t∕�d)
= �d(exp(t∕�d) − 1).

(C33)H = U + S (M − ⟨M⟩) + QT ,
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“MT model”, in reference to its dependence on both M and 
T.

The constant U comes from point 6, the term in S is 
introduced to explain point 1 (as shown below, following 
Eq. C35), and the term in T is from point 5. The choice of 
⟨M⟩ as a reference AMOC strength is arbitrary. A different 
reference would change U but would not affect S. Later on 
(Sect. C.3) we will make a different choice, suggested by the 
time-dependence of the U and S terms. By multiple linear 
regression of H against M and T according to Eq. (C33) we 
determine that U = 224 ± 86 ZJ, S = 13.0 ± 3.1 ZJ Sv−1 and 
Q = 456 ± 64 ZJ K−1 with r = 0.83 (at the time of 2 × CO2 
in 1pctCO2). We use T = 1.5ΔSST , as in Sect. 2.

In view of H ∝ N (point 4), the MT model implies that 
the rate of OHU

where u,  s,  q are constants. Correspondingly, by mul-
tiple linear regression of N against M and T accord-
ing to Eq.  (C34), we obtain u = 0.53 ± 0.16  W  m−2 , 
s = 0.023 ± 0.006 W m−2 Sv−1 , q = 0.40 ± 0.12 W m−2 K−1 
with r = 0.72.

Alternatively we can calculate u,  s,  q by dividing 
U, S, Q by H/N. We evaluate this ratio for year 70 of 
1pctCO2 as the ordinary least-squares regression slope 
of H against N (Fig.  4b). We obtain u = 0.33  W  m−2 , 
s = 0.019 W m−2 Sv−1 , q = 0.67 W m−2 K−1 , consistent 
within standard errors of the coefficients from multiple 
regression for N. We prefer the values from the multiple 
regression for H because its correlation is larger and the 
uncertainties of the coefficients are smaller, both owing to 
the smaller unforced variability in H than N.

The multiple regression for H against both M and T 
has a higher correlation ( r = 0.83 ) than H with T alone 
( r = 0.71 ), because M explains some of the H variance. 
The sensitivity Q = �H∕�T  in the multiple regression (the 
slope of the dashed line in Fig. 4a) is larger than dH∕dT  
from regression of H against T alone (the slope of the solid 
line), because M and T are anticorrelated (point 3, Fig. 2e). 
Hence, AOGCMs with larger T have smaller H than would 
be expected if the effect of M were ignored (as it is by the 
regression against T alone). Consequently, the constant U 
of the multiple regression is less than the H-intercept from 
the regression against T alone (compare the H-intercepts 
of the solid and dashed lines in Fig. 4a).

According to Eq. (C33), AOGCMs in which M = ⟨M⟩ 
have H = U + QT  (the dashed line in Fig. 4a). AOGCMs 
with M > ⟨M⟩ (stronger AMOC than the CMIP5&6 
AOGCM mean of 19.8 Sv) tend to lie above the regression 
line of H against T (Fig. 4a, those above the solid line have 
mean M equal to 22.4 Sv), and AOGCMs with M < ⟨M⟩ 
tend to lie below (with mean M equal to 16.6 Sv). Thus, 

(C34)N = u + s (M − ⟨M⟩) + q T ,

H tends to be larger with greater M at a given T, because 
S = 𝜕H∕𝜕M > 0 . Similarly, H tends to be larger with 
greater T at a given M, because Q = 𝜕H∕𝜕T > 0 . These 
two tendencies can be seen simultaneously by considering 
the two-dimensional function H(M, T) (Eq. C33, Fig. 12; 
the figure is for the MT2 model, not the MT model, but 
they are very similar). Since N ∝ H , N has likewise a small 
spread across AOGCMs.

In terms of the MT model, the small spread of H is a 
consequence of the postulate that it increases with both M 
and T (Eqs. C33 and C34), in combination with the anti-
correlation of M and T across AOGCMs. The small spread 
of H accounts for the lack of correlation between H and M 
(point 2), and hence between H and OHUE too (point 2), 
given that M and OHUE are strongly correlated (point 1).

From Eq. (C34), the MT model gives the OHUE as

in which the thermal coupling q is the same for all 
AOGCMs. The s term gives a correlation between � and M 
(point 1). The correlation is strengthened by the anticorrela-
tion of M and T i.e. T is smaller when M is larger (point 3). 
Thus this same anticorrelation accounts both for the strong 
relationship between OHUE and M, and for the lack of rela-
tionship between OHU and M (previous paragraph).

C.2 Time‑ and scenario‑dependent MT  model

In the MT model of Sect. C.1 we consider only one state 
in one forcing scenario (year 70 in 1pctCO2). We need to 
know whether the MT model is generally applicable to time-
dependent scenarios. Therefore, as a second step towards the 
new conceptual model, we next consider abrupt4xCO2 as 
well as 1pctCO2, and in each scenario we fit the MT model 
as a function of time. The advantage of abrupt4xCO2 is 
that the forcing has no intrinsic timescale, so all temporal 
correlations arise from the response of the system, whereas 
many temporal correlations may arise in 1pctCO2 because 
the continually changing forcing affects all quantities simul-
taneously. We use results from 29 CMIP5&6 AOGCMs for 
1pctCO2 and 23 for abrupt4xCO2 (Table 1).

In both scenarios, we regress OHU H against T and 
piControl AMOC strength M to obtain U, S, Q according 
to Eq. (C33), using overlapping 20-year means at 10-year 
intervals (covering years 1–20, 11–30, 21–40, ..., 121–140, 
and applying nominally to years 10, 20, ..., 130). Whereas in 
Sects. 2 and C.1 we estimated T from ΔSST, now we adopt 
global-mean surface air temperature change for T, in order to 
be consistent with general practice for simple models of the 
Earth energy balance and the definition of TCR. However, 

(C35)� =

N

T
=

u

T
+ s

M − ⟨M⟩
T

+ q,
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we continue to use ocean temperature to evaluate N (Sect 
2.1).

At all times under both scenarios, we find that the rate 
of OHU N ∝ H (solid red and black lines in Fig. 18c show 
high correlation, dash-dotted lines show small intercept 
from regression of H against N), as in the 2 × CO2 state of 
1pctCO2. (In Appendix C.5 we present evidence and expla-
nations for the high correlation of H and N, and the time- and 

scenario-dependence of their ratio.) Given that N ∝ H , we 
expect Eq. (C34) to be applicable as well as Eq. (C33), so 
we also regress N against M and T at each time in each sce-
nario to obtain u, s, q. Thus we obtain time- and scenario-
dependent coefficients U, S, Q, u, s, q for the state-dependent 
MT model (Fig. 17).

The multiple correlation coefficient for H with M 
and T is about 0.8 at all times in abrupt4xCO2, while in 

Fig. 17  a Multiple linear regres-
sion of AOGCM-mean HT 
against T, ∫ T dt and ∫ HT dt 
to obtain the parameters of the 
MT2 fit. b Multiple correlation 
coefficients of the MT model as 
a function of time and scenario 
in CMIP5&6 experiments. c–h 
Time-variation of parameters 
and variables of the MT model, 
compared with other quantities 
as described in the text
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1pctCO2 it starts from a small value (because the forced 
response is initially small compared with unforced vari-
ability) and increases, passing 0.8 at year 60 (solid lines 
in Fig. 17b). The high correlation coefficient indicates that 
the MT model is a good fit (except for the first 20 years of 
1pctCO2, which we omit because the forced response is 
obscured). The multiple correlation coefficient for N (dot-
ted lines in Fig. 17b) has a similar time-profile to that for 
H, but is smaller at all times in both scenarios (because of 
the greater effect of unforced variability on N).

C.3 Forcing‑dependent rate of heat uptake

C.3.1 AMOC‑dependent term

The AMOC-dependent term in the MT model for H is 
S(t)M� (Eq.  C33), where M� ≡ M − ⟨M⟩ . Its AOGCM-
neutral coefficient �H∕�M = S(t) in abrupt4xCO2 is pro-
portional to time (solid red line in Fig. 17e). Linear regres-
sion of S(t) against time (dotted red line) gives a slope 
Ṡ ≡ dS∕dt = 0.57 ± 0.01 ZJ yr−1 Sv−1 and negligible intercept. 
The M term in the MT model for N in abrupt4xCO2 is s(t)M� 
(Eq. C34), whose coefficient s (solid red line in Fig. 17f) has 
only a small trend (dotted red line). Its time-mean (dashed red 
line) is s = 0.037 W m−2 Sv−1.

Treating s as constant, the contribution sM′ to N makes 
a time-integral contribution to H of A ∫ sM� dt = AsM� t , 
which we can identify with the M term in H i.e. 
SM

�

= ṠM
�

t ≡ AsM
�

t ⇒ Ṡ = As . Hence Ṡ from the MT 
fit for H gives s = Ṡ∕A = 0.0351 ± 0.0007  W  m−2  Sv−1 , 
very close to s from the MT fit for N. The fits for H and N in 
abrupt4xCO2 thus consistently describe a flux of heat which 
accumulates in the ocean at a constant rate AsM′ determined 
partly by AOGCM-neutral time-constant factors, quantified 
by s, including the radiative forcing, and partly by AOGCM-
specific time-constant factors, quantified by M′.

By substituting Ṡt from abrupt4xCO2 (dotted red line in 
Fig. 17e) for X4(t) in the step model (Eq. C59, Appendix C.6), 
we may estimate S(t) in 1pctCO2 as X1(t) . Because S increases 
linearly in time in abrupt4xCO2, the step model predicts that 
it should increase quadratically in time in 1pctCO2 (dashed 
black line in Fig. 17e). Similarly, assuming constant s in 
abrupt4xCO2 predicts a linearly increasing s ∝ t in 1pctCO2 
(dashed black line in Fig. 17f). The step-model estimates of 
S and s in the second half of 1pctCO2 are somewhat smaller 
than the MT fit, but not significantly so (comparing the dashed 
black lines with the grey envelopes in Fig. 17e, f). Therefore 
the M term describes a flux of heat which accumulates in the 
ocean at an increasing rate in 1pctCO2.

The successful application of the step model to esti-
mate 1pctCO2 from abrupt4xCO2 is evidence that the M 
term depends linearly on forcing. We therefore postulate 

that s(t) = s0F(t) , where s0 is a constant that does not 
depend on AOGCM, time or forcing. This would account 
for constant s in abrupt4xCO2 and s ∝ t in 1pctCO2. 
Taking F4× = 7.5  W  m−2 for abrupt4xCO2 we obtain 
s0 = s∕F4× = Ṡ∕(AF4×) = 0.0047 ± 0.0001  Sv−1 . That is, 
about 0.5% of the forcing is taken up passively by this term, 
per Sv of the deviation of M from its AOGCM-mean value 
⟨M⟩.

Writing NM(t) = s0F(t)M
� for the contribution from this 

term to the rate of OHU at time t, its contribution to the 
OHU accumulated by time t is

since F = F4× in abrupt4xCO2 and F = Rt in 1pctCO2 with 
constant R = 0.05 W m−2 yr−1 ( F4× divided by 140 years, the 
time taken for quadrupling at 1% yr−1 ). Hence

In the next Sect. (C.3.2) we redefine M′ , but the above 
formulae continue to apply, with the addition of a small 
AOGCM-neutral constant term to HM (cf. Eq. C40).

C.3.2 AOGCM‑neutral term

The AOGCM-neutral term U(t) in the fit for H (Eq. C33) 
is linearly dependent on time in abrupt4xCO2 (solid red 
line in Fig. 17c). Its linear regression against time (dot-
ted red line in Fig.  17c, which coincides with the tur-
quoise line) has a small intercept U0 = 84  ZJ and slope 
U̇ ≡ dU∕dt = 16.9 ± 0.5 ZJ yr−1 . The corresponding contri-
bution to u is nearly constant (solid and dotted red lines in 
Fig. 17d); its time-mean (dashed red line) is 1.0 W m−2 . Thus, 
U and u consistently describe OHU at a rate which is con-
stant in time (like the M term) and AOGCM-neutral (unlike 
the M term), with dU∕dt = U̇ = Au (in which U0 vanishes). 
The sum of contributions from this term and the M term is 
U(t) + S(t)M�

= U0 + (U̇ + ṠM�

)t to H and u + sM� to N.
In formulating the MT model, we chose M�

= M − ⟨M⟩ as 
an independent variable. We could equally well have chosen 
any value M0 instead of ⟨M⟩ as the reference for the unper-
turbed AMOC strength. For any AOGCM, introducing an 
arbitrary constant M0,

(C36)

HM(t) ≡A�
t

0

NM(t
�

) dt� = A�
t

0

s0F(t
�

)M� dt�

=As0M
� �

t

0

F(t�) dt�

=As0M
�

{ 1

2
Rt2 =

1

2
Ft

F4×t
= ANM

{ 1

2
t 1pctCO2

t abrupt4xCO2,

(C37)
HM

ANM

=

{ 1

2
t 1pctCO2

t abrupt4xCO2.
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Hence we can write the sum of these two time-dependent 
terms as a single time-dependent term

if we choose M0 such that U̇ + ṠM0 − Ṡ⟨M⟩ = 0 . Although 
this is an arbitrary choice which does not in itself give any 
physical insight, we prefer it for simplicity.

In our set of abrupt4xCO2 AOGCMs, ⟨M⟩ = 19.8 Sv, 
w h e n c e  M0 = ⟨M⟩ − U̇∕Ṡ = −10.2   S v.  H e n c e -
fo r t h  we  r e d e f i n e  M� ≡ M −M0  .  Wi t h  t h i s 
choice of M0 ,  an AOGCM with M = ⟨M⟩ has 
HM = U0 + S(⟨M⟩ −M0) = U0 +As0(⟨M⟩ −M0)F4×t (tur-
quoise line in Fig. 17c), which is very close to U(t) (red 
line), as should be so by construction.

Likewise we replace u + s(M − ⟨M⟩) with s(M −M0) . 
Our values for constant s and constant M0 predict constant 
s(⟨M⟩ −M0) = s0(⟨M⟩ −M0)F4× (turquoise line in Fig. 17d) 
exceeding time-mean u by ∼0.05 W m−2 . This error is only 
a small fraction of N.

By redefining M� ≡ M −M0 , we include U in HM and u 
in NM , thus

for abrupt4xCO2. These formulae cannot be accurate for the 
first few years, since we must have HM = 0 at t = 0 , implying 
that U0 takes some time to build up.

Applying the step model to U and u from abrupt4xCO2 
gives predictions for 1pctCO2 that increase quadratically 
and linearly in time respectively (black dashed lines in 
Fig. 17c,d), as for S and s, but these are significantly larger 
than the MT fit in later years. We believe that the step model 
is more accurate for 1pctCO2, and that the MT fit underesti-
mates U and u. This might happen because the predictors T 
and M′ in the multilinear regressions for H or N are signifi-
cantly anticorrelated (dashed lines in Fig. 17b), so the corre-
sponding slopes Q or q and S or s will tend to err in the same 
direction. We noted above that S and s are slightly overesti-
mated for 1pctCO2 (compared with the step-model projec-
tions). If both the slopes are simultaneously overestimated 
by the regression, the constants U and u will consequently 
be underestimated by the MT fit. This argument applies to 
abrupt4xCO2 as well as to 1pctCO2, but we prefer to rely on 
abrupt4xCO2 because the time-dependence of its U(t) and 
u(t) can be simply and satisfactorily explained ( U = ṠM� t 

(C38)

U̇ + ṠM
�

= U̇ + Ṡ(M − ⟨M⟩)
= U̇ + Ṡ(M −M0 +M0 − ⟨M⟩)
= (U̇ + ṠM0 − Ṡ⟨M⟩) + Ṡ(M −M0)

⇒ U̇t + ṠM
�

t = (U̇ + ṠM0 − Ṡ⟨M⟩)t + Ṡ(M −M0)t.

(C39)ṠM� t = Ṡ(M −M0)t

(C40)

HM = U0 +As0M
� F4×t NM =

1

A

dHM

dt
= s0M

� F4×

and u = sM� as above). Therefore we use Eq. (C40) for NM 
(Eq. 5) and HM (Eq. 7) in the MT2 model.

C.4 Temperature‑dependent rate of heat uptake

C.4.1 The form of the model

We estimate the temperature-dependent part of OHU H(t) 
for each AOGCM as HT (t) = H(t) − HM(t) , as derived in 
Sect. C.3, where H is diagnosed from AOGCM ocean tem-
perature and HM from Eq. (C40), using M for the AOGCM. 
Correspondingly, we estimate NT (t) = N(t) − NM(t) . There 
are small negative values for HT for the first five years of 
abrupt4xCO2, which is physically unexpected. It probably 
arises from the inaccuracy of Eq. (C40) in the early years, 
and we ignore those years for the purpose of calibrating a 
model for HT . We note that AOGCM-mean HT and HM are 
about the same size (Fig. 11a).

In the MT2 model, the temperature-dependent part of 
H takes the form HT = Q(t)T(t) (Eq. C33). The AOGCM-
neutral coefficient �H∕�T = Q(t) increases non-linearly 
with time in abrupt4xCO2 (red line in Fig.  17g, con-
vex upward) and extrapolation suggests that Q > 0 at 
t = 0 . This is clearer for 1pctCO2 (black line), which has 
less curvature. The zero-layer model for 1pctCO2 gives 
HT =

1

2
AtNT =

1

2
At�T ⇒ Q = HT∕T =

1

2
A�t (Eqs. 2 and 

4), which incorrectly predicts that Q = 0 at t = 0 . Thus the 
zero-layer model is not a good description of the T-dependent 
rate of OHU.

The zero-layer model assumes q = NT∕T = � to be con-
stant, but actually it is a declining function of time in both sce-
narios (red and black lines in Fig. 17h). Again, the zero-layer 
model does not correctly describe the AOGCMs.

An obvious hypothesis is that HT (t) and NT (t) might fol-
low the two-layer model (Eq. 6), without making the zero-
layer approximation. We find that the two-layer model with 
AOGCM-neutral parameters is indeed a good fit for HT (t) 
and NT (t) from each AOGCM, given its T(t), as we show in 
the following subsections. This is the two-layer component of 
the MT2 model, which we adopt in Eq. (5) and Eq. (7). The 
MT2T variant has the same form, but with AOGCM-specific 
parameters.

C.4.2 Fitting the two‑layer model for H
T
(T )

In this subsection we write Cu,d for Acu,d , for convenience. 
From Eq. (6) we obtain

and

(C41)HT = ∫
t

0

N dt� = CuT + CdTd
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so

i.e.

We estimate the two-layer model parameters � , Cu and Cd 
to fit HT (t) , given T(t) for abrupt4xCO2, by multiple linear 
regression of HT against T, ∫ T dt and ∫ HT dt , requiring the 
fit to pass through the origin, when all quantities are zero. 
This yields three coefficients

whence

For MT2, we carry out this procedure using AOGCM-
mean HT (t) and T(t). The fit is excellent (Fig  17a; the 
multiple correlation coefficient exceeds 0.999). We 
obtain Cu = 60 ± 2  ZJ  K−1 ( cu = 3.7  Wyr m

−2 K−1 ), 
Cd = 454 ± 14  ZJ  K−1 ( cd = 28.2  Wyr m

−2 K−1 ) and 
� = 0.470 ± 0.008 W m−2 K−1 . For MT2T, we fit HT (t) and 
T(t) from each AOGCM individually.

Geoffroy et al. (2013b) calibrated the two-layer model 
for a set of CMIP5 AOGCMs in abrupt4xCO2. For the 
seven of their CMIP5 AOGCMs also used in our analysis, 
the mean T(t) of their calibrated two-layer model agrees 
well with the AOGCMs (compare solid and dashed green 
lines in Fig. 10a), except that initial warming of the two-
layer model is too rapid (as can also be seen in several 
panels of their Figure 2). However, their two-layer model 
H(t) is an overestimate of the AOGCM mean by about 10% 
(compare solid and dashed green lines in Fig. 11a). The 
MT2 model H(t) (given the same T(t) as input) matches 
the AOGCM mean better (compare solid green and dotted 
blue lines).

During the early years of abrupt4xCO2, practically all 
of H is stored in the upper ocean. Within the MT2 model, 
the two-layer component accounts for about half ( HT ) of 
the OHU H, (the other half is HM , which is not T-depend-
ent), whereas Geoffroy et al. (2013b) fit the two-layer 
model to the entire H. Hence the MT2 two-layer model 
requires only about half the upper-ocean heat capacity 

(C42)

CdTd = ∫
t

0

�(T − Td) dt
�

= � ∫
t

0

T dt� −
�

Cd
∫

t

0

(HT − CuT) dt
�

(C43)

HT − CuT = � ∫
t

0

T dt� −
�

Cd
∫

t

0

HT dt
�

+

�Cu

Cd
∫

t

0

T dt�

(C44)HT = CuT +

(
� +

Cu

Cd

)
∫

t

0

T dt� −
�

Cd
∫

t

0

HT dt
�.

(C45)a1 = Cu a2 = � +
Cu

Cd

a3 = −

�

Cd

(C46)Cu = a1 Cd = −

a2

a3
− a1 � = a2 + a1a3.

in the initial phase, since T is similar. Thus MT2 cu is 
about half the size of cu = 7.3 ± 1.1 Wyr m

−2 K−1 for the 
mean of CMIP5 AOGCMs considered by Geoffroy et al. 
(2013b). Similarly, the MT2 � is only about two-thirds of 
their � = 0.74 ± 0.18 W m−2 K−1 , because the heat flux 
�(T − Td) is about half the size, being mainly controlled 
by T for the next several decades while Td is still small.

T h e  M T 2  cd  i s  a b o u t  a  t h i r d  o f  t h e 
cd = 91 ± 27 Wyr m

−2 K−1 of Geoffroy et  al. (2013b). 
With two-thirds of the heat flux into the deep ocean, but 
only a third of the heat capacity, our Td warms faster and 
approaches equilibrium more quickly. The MT2 deep-
ocean timescale �d ≃ 80 years, about a third of theirs.

The MT2 coefficients can also be estimated by the 
above procedure using AOGCM-mean 1pctCO2 results. 
Using these coefficients to estimate HMT from T for indi-
vidual AOGCMs in 1pctCO2 gives similar values to those 
obtained with the same T and the MT2 coefficients from 
the abrupt4xCO2 fit. They have similarly high correla-
tion with AOGCM H ( r = 0.82 ) and similar RMS error 
(177 ZJ). The similarity confirms that the two-layer fit is 
scenario-independent. The values are all slightly larger, 
which reduces the mean bias to −10 ZJ.

Despite this small improvement, we think the 
abrupt4xCO2 coefficients are more reliable, for 
the following reasons. The MT2 1pctCO2 fit gives 
similar Cd = 461 ± 8  ZJ  K−1 to abrupt4xCO2, but 
larger � = 0.679 ± 0.008  W  m−2  K−1 and smaller 
Cu = 20 ± 1 ZJ K−1 , equivalent to only 10 m thickness of 
water, which seems implausibly small. We think � is less 
well-constrained than by abrupt4xCO2, because the two 
large terms ( ∫ T dt and ∫ HT dt ) are opposed in sign and 
both proportional to � but have similar time-profiles, and 
are thus degenerate. This uncertainty is not indicated by 
the errors from the AOGCM-mean MT2 fits, but if the two-
layer fit is carried out for individual AOGCMs, rather than 
the AOGCM mean (Sect. 3.4), all three parameters have 
a much larger standard deviation (across AOGCMs) for 
1pctCO2 than for abrupt4xCO2. In particular, for individual 
AOGCMs � = 0.470 ± 0.068 W m−2 K−1 in abrupt4xCO2, 
0.667 ± 0.300 W m−2 K−1 in 1pctCO2. We therefore prefer 
the abrupt4xCO2 calibration.

C.4.3 Relationships of N
T
 and H

T
 for abrupt4xCO2

In this section, we show that the MT2 two-layer model repro-
duces and explains the relationships of AOGCM HT and NT 
with each other and with T for abrupt4xCO2.

We calculate MT2 NT (t) for abrupt4xCO2 in each 
AOGCM with the two-layer model using its own T(t) and 
the AOGCM-neutral cu, cd, � from the multiple linear regres-
sion of Eq. (C44). At each t, we regress NT against T across 
AOGCMs. The slope from the regression varies over time, 
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and is close to q(t) (dotted orange line is close to solid red in 
Fig. 17h). This agreement provides evidence that NT simu-
lated by the two-layer model for each AOGCM is consistent 
with NT = qT  inferred from the MT fit across AOGCMs. 
We also simulate NT (t) for the AOGCM-mean T(t) with the 
MT2 two-layer model, and plot NT∕T  (solid orange line in 
Fig. 17h), which is likewise close to q (solid red line). From 
the two-layer model solution, we expect that q ≃ � when 
𝜏u ≪ t ≪ 𝜏d (as shown in the sentence following Eq. B21). 
This point is reached at about 20 years (when the red line 
crosses the horizontal dotted black line).

The climate feedback parameter � is AOGCM-specific 
( 1.22 ± 0.35 W m−2 K−1 for years 1–20, Table 1) but in most 
cases considerably larger than the MT2 � = 0.470 W m−2 K−1 
(Sect. C.4.2). Neglecting � in comparison with � , the two-
layer model gives �d ≃ cd∕� (Eq. B9) and

for t ≫ 𝜏u under constant forcing (Eq. B21). The ratio q∗
0
(t) 

should be approximately the same as q(t) of Eq.  (C34), 

(C47)
NT

T
= q∗

0
≡ � exp(−t∕�d)

the coefficient of T from the multiple linear regression of 
N(M, T) in CMIP5&6 AOGCM abrupt4xCO2 results (red 
line in Fig. 17h). We find that it has the same time-profile 
as q(t) but makes a small underestimate (dotted green line 
compared with red line in Fig. 17h). This may be because 
neglecting � necessarily underestimates �d , so the exponen-
tial decline is too fast. In the early decades, the underesti-
mate is larger, perhaps because of the omission of the stor-
age of heat in the upper ocean (no cu term in Eq. C47).

A feature of Eq. (C47) is that q∗
0
 is AOGCM-neutral if 

� and cd are. This explains NT (t) ∝ T(t) across AOGCMs 
for a given t in abrupt4xCO2 (Fig.  14). We find that 
q∗
0
= 0.37, 0.11 W m−2 K−1 at t = 20, 120 yr from Eq. (C47) 

(green lines in Fig. 14) is indeed close to the regression 
slope of NT against T for the AOGCM results (orange and 
red lines). (We commented in the last paragraph on the 
underestimate in early decades.)

By integrating NT (t) for each AOGCM, we obtain the 
corresponding MT2 estimates of HT (t) . The regression slope 
across AOGCMs at each t of MT2 HT against T(t) gives a 
good estimate of Q(t) from the MT fit (dotted orange line is 
close to solid red line in Fig. 17g).
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Fig. 18  a Correlation of AOGCM H with MT2 (solid) and MT2T 
(dotted) HMT across AOGCMs as a function of time in 1pctCO2 
(black) and abrupt4xCO2 (red). b Root-mean-square error in HMT 
relative to AOGCM H divided by AOGCM-mean H as a func-
tion of time, using the same key as a. c Correlation and regression 
of H against N across AOGCMs as a function of time in 1pctCO2 
(black) and abrupt4xCO2 (red), and the slope of the regression across 
AOGCMs of HT against NT in 1pctCO2 (blue) and abrupt4xCO2 
(orange), using the same linestyles as for H(N). d Relationship of 

HT to NT as time varies in abrupt4xCO2 calculated by the two-layer 
model using each AOGCM’s T(t) and two-layer model parameters 
(solid orange lines), compared with HT (NT ) from the two-layer model 
using its own T(t) for three time-independent values of � (solid black 
lines, � marked in red along the left axis), and calculated again for 
the same � but assuming a common �d independent of � (solid green 
lines). The symbols show (NT ,HT ) at the years indicated in red along 
the top and right sides, and the dashed lines show regressions of HT 
against NT across AOGCMs for those years
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The two-layer model predicts a quadratic dependence on 
time for HT∕T = A(cu + �t − (�∕� +

1

2
)�t2∕�d) (Eq. B25) 

while 𝜏u ≪ t ≪ 𝜏d under constant forcing. If the curve of 
Q = HT∕T  in abrupt4xCO2 from the MT fit (red line in 
Fig. 17g) could be described by a quadratic, the two-layer 
formula could be used to estimate cu and � if � were known; 
possibly even a linear fit Q = HT∕T = A(cu + �t) , neglecting 
the t2 term, might be adequate for obtaining cu and � without 
knowledge of � . Actually this appearance is misleading. The 
quadratic approximation of exp(−t∕�d) is practically useless 
(green line) with our small �d . With the two-layer param-
eters of Geoffroy et al. (2013b), the quadratic approxima-
tion is reasonable for t ≲ 50 years, and it is quite accurate 
for 150 years if cd is four times larger than in Geoffroy et al. 
(2013b)’s model, for example (not shown).

At a given time in abrupt4xCO2, MT2 HT  and NT  are 
highly correlated across AOGCMs (solid orange line 
in Fig. 18c). The relationship of NT  to HT  is shown for 
three different times as examples in Fig. 18d (orange 
crosses, with dashed orange regression lines). The slope 
of linear regression of HT  against NT  increases in time 
(dashed orange line in Fig. 18c) at a fairly steady rate 
(the dashed orange line is well-fitted by the constant trend 
indicated by the dotted orange line), while the intercept 
is relatively small (rising in later decades, dash-dotted 
orange line). We also see small intercepts increasing in 
time in Fig. 18d, with slopes decreasing in time because 
the regression is transposed i.e. NT  against HT  . The MT2 
behaviour agrees fairly well with the time-dependent lin-
ear relationship of HT  and NT  predicted by the two-layer 
model

and

with various degrees of approximation, as follows:
∙ If we assume 𝛾 ≪ 𝛼 and that cd and � are AOGCM-

neutral, the deep-layer timescale �d is also AOGCM-neu-
tral (as in Eq. C47). Hence trajectories of (NT (t),HT (t)) for 
different AOGCMs are parallel but with different HT-inter-
cepts dependent on their � (Eq. B31, examples for three 
values of � are shown as solid green lines in Fig. 18d, 
where we have assigned �d its value from the MT2 fit). 
Furthermore, in that case, HT ∝ NT  across AOGCMs 
at any given time, and the constant of proportionality 
increases exponentially with time (Eq. B32, examples for 
three times are shown as dashed green lines in Fig 18d).

(B31 repeated)HT

A
=

Fcd

�
− �dNT for a given AOGCM as a function of time

(B32 repeated)

HT

ANT

= �d(exp(t∕�d) − 1) across AOGCMs at a given time

∙ In the two-layer model, �d is larger for smaller � , if � 
and cd are independent of � (Eq. B9). Including this effect 
makes the trajectory steeper for smaller � (Eq. B31, solid 
black lines in Fig. 18d). The relationship of HT  and NT 
at a given time remains roughly linear, as in Eq. (B32), 
despite �d not being constant, but it no longer passes 
through the origin (dashed black lines), and the intercept 
increases with time.

∙ For AOGCMs, the (NT (t),HT (t)) trajectories are 
not straight lines, because � decreases with time in an 
AOGCM-specific way, making the slope steeper as HT 
increases (thin orange lines in Fig. 18d). Furthermore, the 
best choice of cd is AOGCM-specific (although the MT2 
fit is reasonably good for all, Sect. 3.4). For both these 
reasons, the relationship of HT  and NT  at a given time 
in AOGCMs has considerable scatter, but a linear fit is 
still fairly good (dashed orange lines in Fig. 18d). As in 
the previous case (two-layer model with variable �d ), the 
intercept increases with time (dash-dotted orange line in 
Fig. 18c). The slope is (1.31 ± 0.05)t , fitted by regression 
against time (dashed and dotted orange lines in Fig. 18c).

C.4.4 AOGCM‑neutral q(t) and time‑profile of T(t)

For t ≫ 𝜏u , the evolution of T in the two-layer model takes 
place on the deep-ocean timescale �d = (� + �)cd∕(��) 
(Eq. B9). If 𝛼 ≫ 𝛾 , �d ≃ cd∕� , which is independent of � . 
This is a reasonable approximation for MT2 (cf. Eq. C47 in 
Sect. C.4.3). If �d is the same for all � , and because the two-
layer model is linear, a given time-profile of F(t) will produce 
the same time-profile of T(t) for t ≫ 𝜏u , for a given set of two-

layer model parameters cu, cd, � , such as the MT2 model uses 
for all AOGCMs. We assume further that a given CO2 scenario 
will produce the same time-profile of F(t) in all AOGCMs.

Given all these conditions, we expect all AOGCMs to 
have the same time-profile of T under a given CO2 scenario, 
which means we can write T(t) = �(t)T0 , where T0 is a con-
stant temperature and �(t) a dimensionless function of time. 
For example, we could choose T0 for each AOGCM as its 
TCR, with � = T(t)∕TCR . The magnitude T0 depends on 
both � and the magnitude of F, but � depends on neither of 
them. Since all AOGCMs have the same time-profile, we 
could compute � from any of them. For greater accuracy, 
we prefer to use the AOGCM mean, because the assumption 
that all have the same time-profile is not perfect, and because 
individual AOGCM timeseries contain more unforced 
variability.
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From the AOGCM-neutral time-profile �(t) of T(t), we 
can obtain q(t) for the MT2 model by using

from Eq. (6) and �d = cd∕� for 𝛾 ≪ 𝛼 . Since T(t) is known, 
this equation can be solved for Td by considering that

whence

Substituting for Td in Eq. (6),

Therefore

Substituting for T in Eq. (C52), we obtain

which does not involve T0 . Therefore all AOGCMs under a 
given CO2 scenario have the q(t) of Eq. (C53), given all the 
conditions of the first paragraph.

C.4.5 Relationships of N
T
 and H

T
 for 1pctCO2

To test the MT2 two-layer model for 1pctCO2, we simulate 
NT (t) and HT (t) for each AOGCM using its own T(t), and 
regress them at each time across AOGCMs against T to obtain 
estimates of Q(t) and q(t). These regression slopes agree with 
the MT regressions (compare solid black and dashed orange 
lines in Fig. 17g, h).

The two-layer model predicts that (1∕A)HT∕NT =
1

2
t for 

steadily increasing forcing (Eq. B28). The AOGCM results 
are close to this; the slope of HT against NT across AOGCMs 
is about 0.55t (dashed and dotted blue lines in Fig. 18c) and 
the intercept is small (not shown).

(C48)
dTd

dt
=

Φ

cd
=

T − Td

�d

(C49)

d

dt

(
Td exp(t∕�d)

)
=

dTd

dt
exp(t∕�d)

+

Td

�d
exp(t∕�d) =

T

�d
exp(t∕�d),

(C50)Td =
exp(−t∕�d)

�d ∫
t

0

T exp(t�∕�d) dt
�.

(C51)
N = c

u

dT

dt
+ �(T − T

d
) = c

u

dT

dt
+ �T

−

�

�
d

exp(−t∕�
d
)∫

t

0

T exp(t�∕�
d
) dt�.

(C52)

q =

N

T
=

cu

T

dT

dt
+ � −

�

�dT
exp(−t∕�d)∫

t

0

T exp(t�∕�d) dt
�.

(C53)
q ≃ q∗

1
≡ cu

�

d�

dt
+ � −

�

�d�
exp(−t∕�d)

�
t

0

�(t�) exp(t�∕�d) dt
�,

To evaluate the MT2 AOGCM-neutral q(t), we use 
Eq. (C53) with �(t) given by a quadratic function of time fitted 
to ⟨T(t)⟩ . For years 20 onwards, Eq. (C53) nearly matches MT2 
q(t) in 1pctCO2 (dashed orange and green lines in Fig. 17h). 
The values thus predicted ( q∗

1
= 0.38, 0.26 W m−2 K−1 at 

t = 70, 130 yr, green lines in Fig. 13d) are close to the regres-
sion slopes for AOGCM NT against T (thick orange and red 
lines).

For 1pctCO2, we can make a further approxi-
mation by assuming the zero-layer solution that 
T ∝ t ⇒ � ∝ t ⇒ d�∕dt = �∕t . Hence the first term in 
Eq. (C53) becomes cu∕t , and the third term becomes

Therefore

This form for q is accurate only until about year 40. It is 
nonetheless helpful because it shows qualitatively how q 
decreases. With MT2 parameters, q ≃ � at t ≃ 30 year, when 
cu∕t ≃

1

4
� and t∕2�d ≃

1

4
 (the green line crosses the horizon-

tal dotted black line in Fig. 17h).

C.5 Relationship of H and N in the MT2 model

We have found that, for any t in either scenario, variation 
across AOGCMs is described by

where fi and gi are scenario-dependent ( i = 1 for 1pctCO4, 
4 for abrupt4xCO2) but AOGCM-neutral. The time-profile 
of the ERF F(t) gives f1 =

1

2
 and f4 = 1 (Eq. C37), while 

CMIP5&6 AOGCMs give g1 ≃
1

2
 and g4 ≃ 1.31 for t ≪ 𝜏d 

(found in Sects. C.4.3 and C.4.5, where we explain them by 
comparison with the two-layer model). Hence

(C54)

−

�

�dt
exp(−t∕�d)∫

t

0

t� exp(t�∕�d) dt
�

= −

�

�dt

(
�dt − �2

d
+ �2

d
exp(−t∕�d)

)

= −� +
��d

t
(1 − exp(−t∕�d)).

(C55)

q ≃

cu

t
+

��d

t
(1 − exp(−t∕�d)) ≃

cu

t
+ �

(
1 −

t

2�d

)
.

(C56)
1

A

HM

NM

= fit and
1

A

HT

NT

= git,

(C57)

H

AN
=

1

A

HM + HT

NM + NT

=

HM + HT

HM∕fi + HT∕gi
t

=gi
HM + HT

(gi∕fi)HM + HT

t

=gi
1 + HM∕HT

1 + (gi∕fi)HM∕HT

t.
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In 1pctCO2, we have gi = fi =
1

2
⇒ (1∕A)H∕N =

1

2
t , irre-

spective of HM∕HT . This explains the high correlation and 
small intercept of H(T) (solid and dot-dash black lines in 
Fig. 18c), and accurately predicts the regression slope of H 
against AN , which is (0.52 ± 0.01)t in the AOGCMs (dashed 
and dotted black lines).

In abrupt4xCO2, f4 = 1 , so g4∕f4 = g4 = 1 + �g , with 
�g = 0.31 , whence

Since HM and HT are of similar size (Fig. 11a), we may 
approximate (1∕A)H∕N ≃ (1 + 0.31∕2.31)t = 1.13t , very 
close to the actual slope of (1.196 ± 0.004)t from regression 
of H against AN (dashed and dotted red lines in Fig. 18c).

Thus the MT model can explain our finding H ∝ N across 
AOGCMs at any time in both scenarios, and predicts the 
ratio H/N, which is proportional to time in both scenarios.

C.6 Step model

To investigate the relationship between the coefficients for 
H (Eq. C33) and for N (Eq. C34), we make use of the “step 
model”, which depends on the assumption that the climate 
system is linear i.e. its response to forcing is a linear func-
tion of the forcing (e.g. Good et al. 2011; Gregory et al. 
2015), implying that the response to a sum of forcings equals 
the sum of responses to the forcings separately. Hence the 
time-dependence X1(t) of any quantity in 1pctCO2 can be 
calculated from X4(t) for the same quantity in abrupt4xCO2 
according to

where F4× is the radiative forcing of 4 × CO2 and and 
R = dF∕dt is the constant rate of increase of radiative forc-
ing in 1pctCO2. The response at any time is the integral of 
the responses to all the previous forcing increments, each 
with its own delay. In practice we apply the formula as a sum 
over years, considering annual increments in F, rather than 
as an integral over time.

Appendix D Differences in efficiency 
of uptake of heat and passive heat

In Sect.  2.11, we compared the OHUE in the 1pctCO2 
experiment with the passive heat uptake efficiency in the 
FAFMIP faf-passiveheat experiment. In this appendix, we 
compare these with heat uptake in the FAFMIP faf-heat 

(C58)

H

AN
=

�g + 1 + g4HM∕HT

1 + g4HM∕HT

t =

(
1 +

�g

1 + g4HM∕HT

)
t.

(C59)X1(t) =
R

F4×
∫

t

0

X4(t − t�) dt�,

experiment, and consider what physical processes lead to 
differences.

In the faf-heat experiment (Gregory et al. 2016), which 
is 70 years long, a surface heat flux is added to the ocean, 
which is prescribed the same in all AOGCMs and years as 
a function of location and time of year. It is the same sur-
face flux as for passive heat in the FAFMIP faf-passiveheat 
experiment (i.e. the CMIP5 ensemble-mean time-mean of 
the change in surface heat flux at the time of 2 × CO2 in 
1pctCO2), but in faf-heat it is not passive, and therefore 
forces climate change.

The added heat flux is the only external forcing in faf-
heat, with the CO2 concentration being unchanged from the 
piControl. Furthermore, the SST supplied to the atmosphere 
model does not include the added heat, hence the surface 
fluxes do not respond to it. The experiment allows us to see 
how the ocean model components of the various AOGCMs 
respond differently to the same surface heat flux perturba-
tion. Gregory et al. (2016) describe the technical implemen-
tation and complications in practice, which are not relevant 
to the present study.

The OHUE calculated from the final decade of faf-heat is 
larger than in 1pctCO2 for each FAFMIP AOGCM (green 
crosses lie higher than black letters in Fig. 19a). The reason 
for the larger OHUE is that the warming has penetrated more 
deeply in faf-heat after a similar length of integration. A 
deeper penetration occurs in faf-heat because the surface 
heat flux perturbation is constant, whereas in 1pctCO2 the 
surface heat flux begins at zero and increases steadily, so that 
the 1pctCO2 forcing keeps the warming surface-intensified. 
Note that this difference is simply a consequence of the time-
profile of warming, not involving any non-linearity arising 
from the effect of temperature change on heat uptake.

In faf-heat, the perturbative surface heat flux is also sup-
plied as the boundary condition to a passive tracer �a , which 
is initialised to zero. This is the same passive tracer as �p of 
faf-passiveheat, but the results are different because of cli-
mate change affecting ocean transports in faf-heat. We calcu-
late the ratio of the ocean volume-mean �a to the sea surface 
area-mean �a as a measure of the added heat uptake effi-
ciency. The added heat uptake efficiency correlates strongly 
with M (green diamonds in Fig. 19a, r = 0.92 ). However, the 
added heat uptake efficiency is smaller than the OHUE in 
faf-heat (green diamonds lie lower than green crosses). This 
behaviour indicates that the added heat is more confined near 
the ocean surface than the “real” heat.

OHUE is larger than added heat uptake efficiency because 
of the effect of CO2-induced climate change on ocean inte-
rior heat transport processes. The original ocean heat content 
is redistributed as a result of such changes. The global-mean 
effect of redistribution is to move heat downwards, cool-
ing the surface and warming the interior (Gregory et al. 
2016). Thus, the net downward transport of heat (added and 
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redistributed combined) is more efficient than the downward 
transport of added heat alone.

Previous studies have shown that the downward redis-
tribution is due to the weakening of upward transport in 
the unperturbed state, both by dianeutral convective mix-
ing, and by mesoscale eddies, predominantly along slop-
ing neutral directions, particularly in the Southern Ocean 
(Gregory 2000; Griffies et al. 2015; Morrison et al. 2013). 
These processes, which occur at small spatial scales and 
are parametrised in most AOGCMs, generally transport heat 
from the warmer/saltier ocean interior in the high latitudes, 
towards the cooler/fresher upper ocean surface. Surface 
warming increases the gravitational stability and thus inhib-
its upward convective mixing and upward neutral diffusive 
heat transport by flattening the neutral directions, with both 
processes leading to enhanced sequestration of heat within 
the ocean interior (e.g.Gregory 2000; Exarchou et al. 2015; 
Kuhlbrodt et al. 2015; Saenko et al. 2021.

The added heat uptake efficiency in faf-heat is smaller 
than the passive heat uptake efficiency in faf-passiveheat 
(green diamonds lie below blue diamonds). Since �a and �p 
have the same surface flux, their volume integrals are the 
same, and the difference in their distributions must be due 
to the effect of CO2-induced climate change in faf-heat on 

the uptake processes of �a . These are the same phenomena 
as for redistribution of heat in faf-heat, but the outcome is 
different. Here, they affect the uptake of the “new” heat �a , 
whose initial field is all zero, whereas for � their dominant 
effect is redistribution of the initial field.

Comparison of the latitude-depth distributions of �a and 
�p (contour lines and colours in Fig. 19b) and of their vertical 
integrals (Fig. 19c) shows that the main difference between 
them is in the North Atlantic. Therefore the likely cause 
is the weakening of the AMOC in faf-heat. The stronger 
AMOC in faf-passiveheat conveys �p to greater depth, and 
transports some of it southwards along the deep western 
boundary to the Southern Ocean, whereas more of �a col-
lects in the upper 1000 m of the Arctic. There is little differ-
ence between zonal-mean �p and �a in the low latitudes and 
the Southern Hemisphere (Fig. 19b). (Couldrey et al. (2023) 
study the effect of AMOC change on OHU in FAFMIP 
experiments in detail.) The difference between passive 
and added heat uptake efficiency is greater for AOGCMs 
with larger M (the blue line in Fig. 19a is steeper than the 
black–red one). This difference is consistent with the AMOC 
weakening more in AOGCMs that have a stronger piCon-
trol AMOC (Gregory et al. 2005; Gregory and Tailleux 
2011; Weaver et al. 2012; Winton et al. 2014; Weijer et al. 
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Fig. 19  a Relationship across CMIP5&6 AOGCMs of �∕ΔSST 
in 1pctCO2 and FAFMIP faf-heat, �a∕Δ SSTa in faf-heat, and 
�p∕Δ SSTp in faf-passiveheat, with the AMOC strength in piControl. 
This figure is the same as Fig. 6b with the addition of faf-heat results. 
The thin grey vertical lines indicate the AMOC values and connect 
the symbols for FAFMIP AOGCMs. b, c Comparison of last-decade 

AOGCM-mean added heat �a in the faf-heat experiment with passive 
heat �p in faf-passiveheat. d Relationship across CMIP5&6 AOGCMs 
between piControl AMOC strength and the change in AMOC in 
1pctCO2 (time-mean of years 1–70 minus piControl time-mean). Let-
ters in a and d identify CMIP5&6 AOGCMs according to Table  1, 
CMIP5 with upper-case letters, CMIP6 lower-case
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2020; Couldrey et al. 2023) (Fig. 19d, r = −0.65 with all 
AOGCMs, r = −0.79 excluding the outliers F, T and V). 
The larger passive heat uptake efficiency means that �p is 
conveyed to greater depth than the warming in 1pctCO2, 
explaining why its correlation with piControl M has a deeper 
maximum (solid blue and black lines in Fig. 6a).

Appendix E Models of global ocean heat 
uptake

In this appendix, we summarise for reference the structure 
and coefficients of the models of global OHU discussed in 
this paper, and we repeat the main equations. All symbols 
are defined in Appendix F.

The models differ in their treatments of the heat flux 
between the upper ocean, whose change in temperature is T 
(with respect to the unperturbed state), and the deep ocean, 
whose change in temperature is Td . The latter is irrevelant in 
the zero-layer model (Fig. 8a). The MT2 model (Fig. 8c) has 
two routes for the heat flux from the upper to the deep ocean, 
one of which is formulated like the two-layer model (Fig. 8b). 
The ocean heat uptake efficiency � = N∕T is a constant in the 
case of the zero-layer model, but in other cases it is a time-
dependent quantity calculated by the model.

The rate of OHU N(t) and the OHU H(t) = ∫ t

0
N(t�) dt� 

are calculated by each of these models given T(t) for an 
individual AOGCM as an input. Since the models are lin-
ear, they may equally well calculate AOGCM-mean ⟨H(t)⟩ 
given ⟨T(t)⟩ . In other words, N is the solution of the OHU 
model equations, given T as a boundary condition. For 
energy conservation, N and T must at the same time satisfy 
the global energy balance

which has the same form in every model, where F is the 
effective radiative forcing and � is the climate feedback 
parameter, both of which are time-dependent and differ 
among AOGCMs.

In the following table, “AOGCM-neutral” quantities 
are are the same for all AOGCMs modelled, whereas 
“AOGCM-specific” are different for each AOGCM. Coef-
ficients shown with (t) depend on time and scenario; those 
without (t) are constants. Equation numbers correspond to 
equations in the main text of the paper. 

(1)N = F − �T ,
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Appendix F Definitions of symbols 
and abbreviations

This table lists mathematical symbols, abbreviations and 
units for the quantities which are mentioned in the text 
without being defined on every appearance. 

Symbol Unit Definition

A m2 Global surface area (land and ocean 
together).

cu, cd J m−2 K−1 Heat capacities per unit of Earth surface 
area of the upper and deep ocean layers 
of the two-layer global ocean model, 
AOGCM-neutral constants in MT2, 
AOGCM-specific constants in MT2T.

EffCS K Effective climate sensitivity F2×∕� , the 
equilibrium warming which would result 
under 2 × CO2 for constant �.

F W m−2 Effective radiative forcing (ERF).
F2×,F4× W m−2 ERF due to doubling and quadrupling CO2.
H ZJ Global ocean heat uptake (OHU) wrt 

unperturbed equilibrium climate, equal to 
the global time-integral of N.

HM ,HT ZJ M- and T-dependent contributions to H in 
MT2.

HMT ZJ = HM + HT , estimate of H in MT2.
M Sv Strength of the Atlantic meridional over-

turning circulation (AMOC) in the unper-
turbed equilibrium climate, quantified as 
the maximum value of the overturning 
streamfunction in the North Atlantic.

M0 Sv Constant reference value for M in MT2.
M′ Sv = M −M0.
N W m−2 Global-mean net heat flux into the climate 

system per unit of global surface area, 
treated in this work as equal to the global-
mean net downward radiative flux at the 
top of the atmosphere, and to the rate 
of ocean heat uptake dH∕dt per unit of 
global (not ocean) surface area.

NM ,NT W m−2 M- and T-dependent contributions to N in 
MT2.

p 1 = NM∕F , AOGCM-specific constant in 
MT2.

q W m−2 K−1
= NT∕T  , AOGCM-neutral coefficient 
q(t) = �N∕�T  in MT and MT2, contribu-
tion to OHUE due to T-dependent heat 
uptake.

Q ZJ K−1 AOGCM-neutral coefficient Q(t) = �H∕�T  
in MT and MT2.

r 1 Pearson product–moment correlation coef-
ficient.

s W m−2 Sv−1 AOGCM-neutral coefficient s(t) = �N∕�M 
in MT and MT2.

s0 Sv−1 AOGCM-neutral constant in MT2.
S ZJ Sv−1 AOGCM-neutral coefficient S(t) = �H∕�M 

in MT and MT2.
t year Time since the start of the forcing scenario.

Symbol Unit Definition

T K Global-mean change in surface air tem-
perature wrt the unperturbed equilibrium 
climate, assumed equal to the temperature 
change of the upper layer of the two-layer 
global ocean model.

Td K Temperature change of the deep layer of 
the two-layer global ocean model wrt 
unperturbed equilibrium climate.

TCR K Transient climate response, evaluated as 
T for the time-mean of years 61–80, 
centred on the time of 2 × CO2 , under the 
1pctCO2 scenario.

u W m−2 AOGCM-neutral t-dependent contribution 
to the rate of OHU in the MT model.

U ZJ AOGCM-neutral t-dependent contribution 
to OHU in the MT model.

U0 ZJ AOGCM-neutral constant contribution to 
OHU in MT2.

� W m−2 K−1 Climate feedback parameter, positive for 
stability (the sign is arbitrary and some 
authors write it as negative for stabil-
ity); � is AOGCM-specific and time-
dependent.

� W m−2 K−1 Thermal coupling coefficient, assumed 
constant, between the upper and deep 
layers of the two-layer global ocean 
model, AOGCM-neutral constant in MT2, 
AOGCM-specific constant in MT2T.

ΔSST K Change in ocean area-mean sea surface 
temperature (SST) wrt the unperturbed 
equilibrium climate.

� K Change in ocean temperature wrt the 
unperturbed equilibrium climate.

� K Change in ocean volume-mean temperature 
wrt the unperturbed equilibrium climate 
i.e. volume-mean of �.

�a K Added ocean temperature tracer in the faf-
heat experiment.

�p K Added passive temperature tracer in the 
faf-passiveheat experiment.

�p K Ocean volume-mean of �p.

� W m−2 K−1 Ocean heat uptake efficiency (OHUE) 
= N∕T  , for any time or scenario. As a 
benchmark for AOGCMs, OHUE is con-
ventionally evaluated for the time-mean 
of years 61–80, centred on the time of 
2 × CO2 , under the 1pctCO2 scenario.

�M W m−2 K−1 Contribution to OHUE due to M-dependent 
heat uptake in MT2, �M = NM∕T .

� W m−2 K−1 Climate resistance = F∕T = � + �.
�u, �d year Characteristic timescales for change in 

temperature of the upper and deep layers 
of the two-layer global ocean model.

Φ W m−2 Global-mean heat flux from the upper to 
the deep layer of the two-layer global 
ocean model.

⟨x⟩ Mean of any quantity x over CMIP5&6 
AOGCMs.



A new conceptual model of global ocean heat uptake  

1 3

Acknowledgements We are grateful to Mike Winton, Cael, Ric Wil-
liams and Paulo Ceppi for useful comments, to Johann Jungclaus, 
Masayoshi Ishii and other FAFMIP and TICTOC project members 
for discussions and carrying out experiments, to Mark Ringer for the 
evaluation of CMIP6 metrics, to the anomymous referee for a thor-
ough and thoughtful review that helped us to clarify the organisation 
and presentation of the material, and to Marc Alessi and colleagues 
for corrections arising from their careful reading of the manuscript. 
We acknowledge the World Climate Research Programme’s Working 
Group on Coupled Modelling, which is responsible for CMIP, and we 
thank the climate modelling groups for producing and making available 
their model output (listed in Table 1 of this paper). For CMIP the US 
Department of Energy’s Program for Climate Model Diagnosis and 
Intercomparison provides coordinating support and led development 
of software infrastructure in partnership with the Global Organization 
for Earth System Science Portals.

Author contributions All authors contributed substantially to this 
work.

Funding This project has received funding from the European 
Research Council (ERC) under the European Community’s Seventh 
Framework Programme (Grant agreement number 247220, project 
“Seachange”), the European Union’s Horizon 2020 research and inno-
vation programme (Grant agreement No 786427, project “Couplet”), 
and the UK Natural Environment Research Council Grant NERC 
NE/R000727/1. T. Suzuki was supported by the MEXT program 
for advanced studies of climate change projection (SENTAN) Grant 
number JPMXD0722680395 and JSPS KAKENHI Grant number 
JP20K04077.

Data availability The CMIP5 and CMIP6 AOGCM data analysed in 
this work are available on the Earth System Grid.

Declarations 

Conflict of interest None.

Ethical approval Not applicable.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Andrews T, Gregory JM, Webb MJ et al (2012) Forcing, feedbacks and 
climate sensitivity in CMIP5 coupled atmosphere–ocean climate 
models. Geophys Res Lett 39(7):L09,712. https:// doi. org/ 10. 1029/ 
2012G L0516 07

Andrews T, Gregory JM, Webb MJ (2015) The dependence of radiative 
forcing and feedback on evolving patterns of surface temperature 

change in climate models. J Clim 28:1630–1648. https:// doi. org/ 
10. 1175/ JCLI-D- 14- 00545.1

Andrews T, Bodas-Salcedo A, Gregory JM et al (2022) On the effect 
of historical SST patterns on radiative feedback. J Geophys Res 
127:e2022JD036,675. https:// doi. org/ 10. 1029/ 2022J D0366 75

Armour KC, Bitz CM, Roe GH (2013) Time-varying climate sensitiv-
ity from regional feedbacks. J Clim 26:4518–4534. https:// doi. org/ 
10. 1175/ JCLI-D- 12- 00544.1

Beadling RL, Russell JL, Stouffer RJ et al (2020) Representation of 
Southern Ocean properties across Coupled Model Intercompari-
son Project generations: CMIP3 to CMIP6. J Clim 33:6555–6581. 
https:// doi. org/ 10. 1175/ JCLI-D- 19- 0970.1

Bloch-Johnson J, Rugenstein M, Stolpe MB et al (2021) Climate sensi-
tivity increases under higher CO

2
 levels due to feedback tempera-

ture dependence. Geophys Res Lett 48:e2020GL089,074. https:// 
doi. org/ 10. 1029/ 2020G L0890 74

Bouttes N, Gregory JM, Lowe JA (2013) The reversibility of sea 
level rise. J Clim 26:2502–2513. https:// doi. org/ 10. 1175/ 
JCLI-D- 12- 00285.1

Bronselaer B, Zanna L (2020) Heat and carbon coupling reveals ocean 
warming due to circulation changes. Nature 584:227–233. https:// 
doi. org/ 10. 1038/ s41586- 020- 2573-5

Byrne B, Goldblatt C (2014) Radiative forcing at high concentrations 
of well-mixed greenhouse gases. Geophys Res Lett 41:152–160. 
https:// doi. org/ 10. 1002/ 2013G L0584 56

Cael BB (2022) Ocean heat uptake efficiency increase since 1970. 
Geophys Res Lett 49:e2022GL100,215. https:// doi. org/ 10. 1029/ 
2022G L1002 15

Caldwell PM, Zelinka MD, Klein SA (2018) Evaluating emergent con-
straints on equilibrium climate sensitivity. J Clim 31:3921–3942. 
https:// doi. org/ 10. 1175/ JCLI-D- 17- 0631.1

Ceppi P, Gregory JM (2019) A refined model for the earth’s global 
energy balance. Clim Dyn 53:4781–4797. https:// doi. org/ 10. 1007/ 
s00382- 019- 04825-x

Church JA, Godfrey JS, Jackett DR et al (1991) A model of sea level 
rise caused by ocean thermal expansion. J Clim 4:438–455. 
https:// doi. org/ 10. 1175/ 1520- 0442(1991) 004< 0438: AMOSL 
R>2. 0. CO;2

Clément L, McDonagh EL, Gregory JM et al (2022) Mechanisms of 
ocean heat uptake along and across isopycnals. J Clim 35:4885–
4904. https:// doi. org/ 10. 1175/ JCLI-D- 21- 0793.1

Couldrey MP, Gregory JM, Dias FB et al (2021) What causes the 
spread of model projections of ocean dynamic sea level change 
in response to greenhouse gas forcing? Clim Dyn 56:155–187. 
https:// doi. org/ 10. 1007/ s00382- 020- 05471-4

Couldrey MP, Gregory JM, Dong X et al (2023) Greenhouse-gas forced 
changes in the Atlantic Meridional Overturning Circulation and 
related worldwide sea-level change. Clim Dyn 60:2003–2039. 
https:// doi. org/ 10. 1007/ s00382- 022- 06386-y

Cubasch U, Meehl GA, Boer GJ et al (2001) Projections of future 
climate change. In: Houghton JT, Ding Y, Griggs DJ, et al (eds) 
Climate change 2001: the scientific basis. Contribution of Work-
ing Group I to the Third Assessment Report of the Intergovern-
mental Panel on Climate Change. Cambridge University Press, 
pp 525–582

Dong Y, Armour KC, Zelinka MD et al (2020) Intermodel spread in the 
pattern effect and its contribution to climate sensitivity in CMIP5 
and CMIP6 models. J Clim 33:7755–7775. https:// doi. org/ 10. 
1175/ JCLI-D- 19- 1011.1

Exarchou E, Kuhlbrodt T, Gregory JM et al (2015) Ocean heat uptake 
processes: a model intercomparison. J Clim 28:887–908. https:// 
doi. org/ 10. 1175/ jcli-d- 14- 00235.1

Forster P, Storelvmo T, Armour K, et al (2021) The Earth’s energy 
budget, climate feedbacks, and climate sensitivity. In: Masson-
Delmotte V, Zhai P, Pirani A et al (eds) Climate change 2021: 
the physical science basis. Contribution of Working Group I 

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1029/2012GL051607
https://doi.org/10.1029/2012GL051607
https://doi.org/10.1175/JCLI-D-14-00545.1
https://doi.org/10.1175/JCLI-D-14-00545.1
https://doi.org/10.1029/2022JD036675
https://doi.org/10.1175/JCLI-D-12-00544.1
https://doi.org/10.1175/JCLI-D-12-00544.1
https://doi.org/10.1175/JCLI-D-19-0970.1
https://doi.org/10.1029/2020GL089074
https://doi.org/10.1029/2020GL089074
https://doi.org/10.1175/JCLI-D-12-00285.1
https://doi.org/10.1175/JCLI-D-12-00285.1
https://doi.org/10.1038/s41586-020-2573-5
https://doi.org/10.1038/s41586-020-2573-5
https://doi.org/10.1002/2013GL058456
https://doi.org/10.1029/2022GL100215
https://doi.org/10.1029/2022GL100215
https://doi.org/10.1175/JCLI-D-17-0631.1
https://doi.org/10.1007/s00382-019-04825-x
https://doi.org/10.1007/s00382-019-04825-x
https://doi.org/10.1175/1520-0442(1991)004<0438:AMOSLR>2.0.CO;2
https://doi.org/10.1175/1520-0442(1991)004<0438:AMOSLR>2.0.CO;2
https://doi.org/10.1175/JCLI-D-21-0793.1
https://doi.org/10.1007/s00382-020-05471-4
https://doi.org/10.1007/s00382-022-06386-y
https://doi.org/10.1175/JCLI-D-19-1011.1
https://doi.org/10.1175/JCLI-D-19-1011.1
https://doi.org/10.1175/jcli-d-14-00235.1
https://doi.org/10.1175/jcli-d-14-00235.1


 J. M. Gregory et al.

1 3

to the sixth assessment report of the Intergovernmental Panel 
on Climate Change. Cambridge University Press, Cambridge, 
United Kingdom and New York, NY, USA, pp 923–1054. 
https:// doi. org/ 10. 1017/ 97810 09157 896. 009

Frölicher T, Sarmiento JL, Paynter DJ et al (2015) Dominance of 
the Southern Ocean in anthropogenic carbon and heat uptake 
in CMIP5 models. J Clim 28:862–886. https:// doi. org/ 10. 1175/ 
JCLI-D- 14- 00117.1

Fu Y, Li F, Karstensen J et al (2020) A stable Atlantic Meridional 
Overturning Circulation in a changing North Atlantic Ocean 
since the 1990s. Sci Adv 6:eabc7836. https:// doi. org/ 10. 1126/ 
sciadv. abc78 36

Geoffroy O, Saint-Martin D, Bellon G et al (2013a) Transient cli-
mate response in a two-layer energy-balance model. Part II: 
Representation of the efficacy of deep-ocean heat uptake and 
validation for CMIP5 AOGCMs. J Clim 26:1859–1876. https:// 
doi. org/ 10. 1175/ JCLI-D- 12- 00196.1

Geoffroy O, Saint-Martin D, Olivié DJL et al (2013b) Transient 
climate response in a two-layer energy-balance model. Part 
I: analytical solution and parameter calibration using CMIP5 
AOGCM experiments. J Clim 26:1841–1857. https:// doi. org/ 
10. 1175/ JCLI-D- 12- 00195.1

Good P, Gregory JM, Lowe JA (2011) A step-response simple cli-
mate model to reconstruct and interpret AOGCM projections. 
Geophys Res Lett 38(L01):703. https:// doi. org/ 10. 1029/ 2010G 
L0452 08

Gregory JM (2000) Vertical heat transports in the ocean and their effect 
on time-dependent climate change. Clim Dyn 16:501–515. https:// 
doi. org/ 10. 1007/ s0038 20000 059

Gregory JM, Andrews T (2016) Variation in climate sensitivity and 
feedback parameters during the historical period. Geophys Res 
Lett 43:3911–3920. https:// doi. org/ 10. 1002/ 2016G L0684 06

Gregory JM, Forster PM (2008) Transient climate response estimated 
from radiative forcing and observed temperature change. J Geo-
phys Res 113(D23):105. https:// doi. org/ 10. 1029/ 2008J D0104 05

Gregory JM, Tailleux R (2011) Kinetic energy analysis of the response 
of the Atlantic meridional overturning circulation to CO

2
-forced 

climate change. Clim Dyn 37:893–914. https:// doi. org/ 10. 1007/ 
s00382- 010- 0847-6

Gregory JM, Ingram WJ, Palmer MA et al (2004) A new method for 
diagnosing radiative forcing and climate sensitivity. Geophys Res 
Lett 31(L03):205. https:// doi. org/ 10. 1029/ 2003g l0187 47

Gregory JM, Dixon KW, Stouffer RJ et al (2005) A model intercom-
parison of changes in the Atlantic thermohaline circulation in 
response to increasing atmospheric CO

2
 concentration. Geophys 

Res Lett 32(L12):703. https:// doi. org/ 10. 1029/ 2005G L0232 09
Gregory JM, Andrews T, Good P (2015) The inconstancy of the tran-

sient climate response parameter under increasing CO
2
 . Philos 

Trans R Soc Lond 373:20140,417. https:// doi. org/ 10. 1098/ rsta. 
2014. 0417

Gregory JM, Bouttes N, Griffies SM et al (2016) The Flux-Anomaly-
Forced Model Intercomparison Project (FAFMIP) contribution 
to CMIP6: investigation of sea-level and ocean climate change 
in response to CO

2
 forcing. Geosci Model Devel 9:3993–4017. 

https:// doi. org/ 10. 5194/ gmd-9- 3993- 2016
Gregory JM, Andrews T, Ceppi P et al (2020) How accurately can 

the climate sensitivity to CO
2
 be estimated from historical cli-

mate change? Clim Dyn 54:129–157. https:// doi. org/ 10. 1007/ 
s00382- 019- 04991-y

Griffies SM, Winton M, Anderson WG et  al (2015) Impacts on 
ocean heat from transient mesoscale eddies in a hierarchy of 
climate models. J Clim 28:952–977. https:// doi. org/ 10. 1175/ 
JCLI-D- 14- 00353.1

Grose MR, Gregory J, Colman R et al (2018) What climate sensitivity 
index is most useful for projections? Geophys Res Lett 45:1559–
1566. https:// doi. org/ 10. 1002/ 2017G L0757 42

Held IM, Winton M, Takahashi K et al (2010) Probing the fast and 
slow components of global warming by returning abruptly to pre-
industrial forcing. J Clim 23:2418–2427. https:// doi. org/ 10. 1175/ 
2009J CLI34 66.1

Hewitt HT, Roberts M, Mathiot P et  al (2020) Resolving and 
parameterising the ocean mesoscale in earth system models. 
Curr Clim Change Rep 6:137–152. https:// doi. org/ 10. 1007/ 
s40641- 020- 00164-w

Hobbs W, Palmer MD, Monselesan D (2016) An energy conservation 
analysis of ocean drift in the CMIP5 global coupled models. J 
Clim 29:1639–1653. https:// doi. org/ 10. 1175/ JCLI-D- 15- 0477.1

Kostov Y, Armour KC, Marshall J (2014) Impact of the Atlantic merid-
ional overturning circulation on ocean heat storage and transient 
climate change. Geophys Res Lett 41:2108–2116. https:// doi. org/ 
10. 1002/ 2013G L0589 98

Kuhlbrodt T, Gregory JM (2012) Ocean heat uptake and its conse-
quences for the magnitude of sea level rise and climate change. 
Geophys Res Lett 39(L18):608. https:// doi. org/ 10. 1029/ 2012G 
L0529 52

Kuhlbrodt T, Gregory JM, Shaffrey LC (2015) A process-based analy-
sis of ocean heat uptake in an AOGCM with an eddy-permitting 
ocean component. Clim Dyn 45:3205–3226. https:// doi. org/ 10. 
1007/ s00382- 015- 2534-0

Lin YJ, Hwang YT, Ceppi P et al (2019) Uncertainty in the evolution of 
climate feedback traced to the strength of the Atlantic Meridional 
Overturning Circulation. Geophys Res Lett 46:12,331-12,339. 
https:// doi. org/ 10. 1029/ 2019G L0830 84

Liu LL, Huang RX (2011) The global subduction/obduction rates: their 
interannual and decadal variability. J Clim 25:1096–1115. https:// 
doi. org/ 10. 1175/ 2011J CLI42 28.1

Lyu K, Zhang X, Church JA et al (2020) Processes responsible for the 
Southern Hemisphere ocean heat uptake and redistribution under 
anthropogenic warming. J Clim 33:3787–3807. https:// doi. org/ 10. 
1175/ JCLI-D- 19- 0478.1

Marshall DP, Zanna L (2014) A conceptual model of ocean heat uptake 
under climate change. J Clim 27:8444–8465. https:// doi. org/ 10. 
1175/ JCLI-D- 13- 00344.1

Marshall J, Scott JR, Armour KC et al (2015) The ocean’s role in 
the transient response of climate to abrupt greenhouse gas 
forcing. Clim Dyn 44:2287–2299. https:// doi. org/ 10. 1007/ 
s00382- 014- 2308-0

Marvel K, Schmidt GA, Miller RL et al (2016) Implications for climate 
sensitivity from the response to individual forcings. Nat Clim 
Change 6:386–389. https:// doi. org/ 10. 1038/ NCLIM ATE28 88

Morrison AK, Saenko OA, Hogg AM et al (2013) The role of vertical 
eddy transport in Southern Ocean heat uptake. Geophys Res Lett 
40:5445–5450. https:// doi. org/ 10. 1002/ 2013G L0577 06

Morrison AK, Griffies SM, Winton M et al (2016) Mechanisms of 
Southern Ocean heat uptake and transport in a global eddying 
climate model. J Clim 29:2059–2075. https:// doi. org/ 10. 1175/ 
JCLI-D- 15- 0579.1

Newsom E, Zanna L, Khatiwala S et al (2020) The influence of warm-
ing patterns on passive ocean heat uptake. Geophys Res Lett 
47:e2020GL088,429. https:// doi. org/ 10. 1029/ 2020G L0884 29

Newsom E, Zanna L, Gregory J (2023) Background pycnocline depth 
constrains future ocean heat uptake efficiency. Geophys Res Lett 
50:e2023GL105673. https:// doi. org/ 10. 1029/ 2023G L1056 73

Palmer MD, McNeall DJ (2014) Internal variability of Earth’s energy 
budget simulated by CMIP5 climate models. Environ Res Lett 
9:034,016. https:// doi. org/ 10. 1088/ 1748- 9326/9/ 3/ 034016

Rhein M, Rintoul SR, Aoki S et al (2013) Observations: ocean. In: 
Stocker TF, Qin D, Plattner GK et al (eds) Climate change 2013: 
the physical science basis. Contribution of Working Group I to the 
fifth assessment report of the Intergovernmental Panel on Climate 
Change. Cambridge University Press, pp 255–316. https:// doi. org/ 
10. 1017/ CBO97 81107 415324. 010

https://doi.org/10.1017/9781009157896.009
https://doi.org/10.1175/JCLI-D-14-00117.1
https://doi.org/10.1175/JCLI-D-14-00117.1
https://doi.org/10.1126/sciadv.abc7836
https://doi.org/10.1126/sciadv.abc7836
https://doi.org/10.1175/JCLI-D-12-00196.1
https://doi.org/10.1175/JCLI-D-12-00196.1
https://doi.org/10.1175/JCLI-D-12-00195.1
https://doi.org/10.1175/JCLI-D-12-00195.1
https://doi.org/10.1029/2010GL045208
https://doi.org/10.1029/2010GL045208
https://doi.org/10.1007/s003820000059
https://doi.org/10.1007/s003820000059
https://doi.org/10.1002/2016GL068406
https://doi.org/10.1029/2008JD010405
https://doi.org/10.1007/s00382-010-0847-6
https://doi.org/10.1007/s00382-010-0847-6
https://doi.org/10.1029/2003gl018747
https://doi.org/10.1029/2005GL023209
https://doi.org/10.1098/rsta.2014.0417
https://doi.org/10.1098/rsta.2014.0417
https://doi.org/10.5194/gmd-9-3993-2016
https://doi.org/10.1007/s00382-019-04991-y
https://doi.org/10.1007/s00382-019-04991-y
https://doi.org/10.1175/JCLI-D-14-00353.1
https://doi.org/10.1175/JCLI-D-14-00353.1
https://doi.org/10.1002/2017GL075742
https://doi.org/10.1175/2009JCLI3466.1
https://doi.org/10.1175/2009JCLI3466.1
https://doi.org/10.1007/s40641-020-00164-w
https://doi.org/10.1007/s40641-020-00164-w
https://doi.org/10.1175/JCLI-D-15-0477.1
https://doi.org/10.1002/2013GL058998
https://doi.org/10.1002/2013GL058998
https://doi.org/10.1029/2012GL052952
https://doi.org/10.1029/2012GL052952
https://doi.org/10.1007/s00382-015-2534-0
https://doi.org/10.1007/s00382-015-2534-0
https://doi.org/10.1029/2019GL083084
https://doi.org/10.1175/2011JCLI4228.1
https://doi.org/10.1175/2011JCLI4228.1
https://doi.org/10.1175/JCLI-D-19-0478.1
https://doi.org/10.1175/JCLI-D-19-0478.1
https://doi.org/10.1175/JCLI-D-13-00344.1
https://doi.org/10.1175/JCLI-D-13-00344.1
https://doi.org/10.1007/s00382-014-2308-0
https://doi.org/10.1007/s00382-014-2308-0
https://doi.org/10.1038/NCLIMATE2888
https://doi.org/10.1002/2013GL057706
https://doi.org/10.1175/JCLI-D-15-0579.1
https://doi.org/10.1175/JCLI-D-15-0579.1
https://doi.org/10.1029/2020GL088429
https://doi.org/10.1029/2023GL105673
https://doi.org/10.1088/1748-9326/9/3/034016
https://doi.org/10.1017/CBO9781107415324.010
https://doi.org/10.1017/CBO9781107415324.010


A new conceptual model of global ocean heat uptake  

1 3

Romanou A, Marshall J, Kelley M et al (2017) Role of the ocean’s 
AMOC in setting the uptake efficiency of transient tracers. Geo-
phys Res Lett 44:5590–5598. https:// doi. org/ 10. 1002/ 2017G 
L0729 72

Rose BEJ, Armour KC, Battisti DS et al (2014) The dependence of 
transient climate sensitivity and radiative feedbacks on the spatial 
pattern of ocean heat uptake. Geophys Res Lett 41:1071–1078. 
https:// doi. org/ 10. 1002/ 2013G L0589 55

Rugenstein M, Bloch-Johnson J, Gregory J et al (2019) Equilibrium 
climate sensitivity estimated by equilibrating climate models. 
Geophys Res Lett 47:e2019GL083,898. https:// doi. org/ 10. 1029/ 
2019G L0838 98

Saenko OA, Yang D, Gregory JM (2018) Impact of mesoscale eddy 
transfer heat uptake in an eddy-parameterizing ocean model. J 
Clim 31:8589–8606. https:// doi. org/ 10. 1175/ JCLI-D- 18- 0186.1

Saenko OA, Gregory JM, Griffies SM et al (2021) Contribution of 
ocean physics and dynamics at different scales to heat uptake in 
low-resolution AOGCMs. J Clim 34:2017–2035. https:// doi. org/ 
10. 1175/ JCLI-D- 20- 0652.1

Salvi P, Ceppi P, Gregory JM (2022) Interpreting differences in radia-
tive feedbacks from aerosols versus greenhouse gases. Geophys 
Res Lett 49:e2022GL097,766. https:// doi. org/ 10. 1029/ 2022G 
L0977 66

Sherwood CS, Webb et al (2020) An assessment of Earth’s climate 
sensitivity using multiple lines of evidence. Rev Geophys 58:678. 
https:// doi. org/ 10. 1029/ 2019R G0006 78

Smith RS, Sutton R, Gregory JM (2014) The impact of salinity per-
turbations on the future uptake of heat by the Atlantic Ocean. 
Geophys Res Lett. https:// doi. org/ 10. 1002/ 2014G L0621 69

Stewart KD, Hogg AM (2019) Southern Ocean heat and momentum 
uptake are sensitive to the vertical resolution at the ocean surface. 
Ocean Model 143(101):456. https:// doi. org/ 10. 1016/j. ocemod. 
2019. 101456

Toda M, Watanabe M, Yoshimori M (2021) An energy budget 
framework to understand mechanisms of land-ocean warming 
contrast induced by increasing greenhouse gases. Part I: near-
equilibrium state. J Clim 34:9279–9292. https:// doi. org/ 10. 1175/ 
JCLI-D- 21- 0302.1

Weaver AJ, Sedláček J, Eby M et al (2012) Stability of the Atlantic 
meridional overturning circulation: a model intercomparison. 
Geophys Res Lett 39(L20):709. https:// doi. org/ 10. 1029/ 2012G 
L0537 63

Weijer W, Cheng W, Garuba OA et al (2020) CMIP6 models pre-
dict significant 21st century decline of the Atlantic meridional 
overturning circulation. Geophys Res Lett 47:e2019GL086,075. 
https:// doi. org/ 10. 1029/ 2019G L0860 75

Williams RG, Meijers A (2019) Ocean subduction. In: Cochran K, 
Bokuniewicz H, Yeager P (eds) Encyclopedia of ocean sciences. 
Academic Press, pp 141–157. https:// doi. org/ 10. 1016/ B978-0- 12- 
409548- 9. 11297-7

Williams RG, Ceppi P, Katavouta A (2000) Controls of the transient 
climate response to emissions by physical feedbacks, heat uptake 
and carbon cycling. Environ Res Lett 15:0940c1. https:// doi. org/ 
10. 1088/ 1748- 9326/ ab97c9

Winton M, Takahashi K, Held IM (2010) Importance of ocean heat 
uptake efficacy to transient climate change. J Clim 23:2333–2344. 
https:// doi. org/ 10. 1175/ 2009J CLI31 39.1

Winton M, Griffies SM, Samuels BL et al (2013) Connecting changing 
ocean circulation with changing climate. J Clim 26:2268–2278. 
https:// doi. org/ 10. 1175/ JCLI-D- 12- 00296.1

Winton M, Anderson WG, Delworth TL et al (2014) Has coarse ocean 
resolution biased simulations of transient climate sensitivity? 
Geophys Res Lett 41:8522–8529. https:// doi. org/ 10. 1002/ 2014G 
L0615 23

Worthington EL, Moat BI, Smeed DA et al (2021) A 30-year recon-
struction of the Atlantic meridional overturning circulation shows 
no decline. Ocean Sci 17:285–299. https:// doi. org/ 10. 5194/ 
os- 17- 285- 2021

Wu Q, Gregory JM (2022) Estimating ocean heat uptake using bound-
ary Green’s functions: a perfect-model test of the method. J Adv 
Model Earth Syst 14:e2022MS002,999. https:// doi. org/ 10. 1029/ 
2022M S0029 99

Zelinka MD, Myers TA, McCoy DT et al (2020) Causes of higher 
climate sensitivity in CMIP6 models. Geophys Res Lett 
47:e2019GL085,782. https:// doi. org/ 10. 1029/ 2019G L0857 82

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1002/2017GL072972
https://doi.org/10.1002/2017GL072972
https://doi.org/10.1002/2013GL058955
https://doi.org/10.1029/2019GL083898
https://doi.org/10.1029/2019GL083898
https://doi.org/10.1175/JCLI-D-18-0186.1
https://doi.org/10.1175/JCLI-D-20-0652.1
https://doi.org/10.1175/JCLI-D-20-0652.1
https://doi.org/10.1029/2022GL097766
https://doi.org/10.1029/2022GL097766
https://doi.org/10.1029/2019RG000678
https://doi.org/10.1002/2014GL062169
https://doi.org/10.1016/j.ocemod.2019.101456
https://doi.org/10.1016/j.ocemod.2019.101456
https://doi.org/10.1175/JCLI-D-21-0302.1
https://doi.org/10.1175/JCLI-D-21-0302.1
https://doi.org/10.1029/2012GL053763
https://doi.org/10.1029/2012GL053763
https://doi.org/10.1029/2019GL086075
https://doi.org/10.1016/B978-0-12-409548-9.11297-7
https://doi.org/10.1016/B978-0-12-409548-9.11297-7
https://doi.org/10.1088/1748-9326/ab97c9
https://doi.org/10.1088/1748-9326/ab97c9
https://doi.org/10.1175/2009JCLI3139.1
https://doi.org/10.1175/JCLI-D-12-00296.1
https://doi.org/10.1002/2014GL061523
https://doi.org/10.1002/2014GL061523
https://doi.org/10.5194/os-17-285-2021
https://doi.org/10.5194/os-17-285-2021
https://doi.org/10.1029/2022MS002999
https://doi.org/10.1029/2022MS002999
https://doi.org/10.1029/2019GL085782

	A new conceptual model of global ocean heat uptake
	Abstract
	1 Introduction
	1.1 Global-mean energy balance
	1.2 The zero-layer model of transient climate change and ocean heat uptake
	1.3 Plan and purpose of this paper

	2 Ocean heat uptake efficiency in AOGCMs in the transient  state
	2.1 AOGCM diagnostics
	2.2 TCR, EffCS and OHUE are all correlated
	2.3 OHU is not correlated with OHUE
	2.4 OHU is correlated with T, but part of OHU is unrelated to T
	2.5 OHU is proportional to the rate of OHU
	2.6 OHUE is correlated with piControl AMOC
	2.7 OHU is not correlated with piControl AMOC
	2.8 TCR is anticorrelated with piControl AMOC
	2.9 EffCS is anticorrelated with piControl AMOC
	2.10 OHUE is related to the depth of warming
	2.11 OHUE is related to passive tracer uptake efficiency
	2.12 Summary of analysis of the transient  state

	3 A new conceptual model of global ocean heat uptake
	3.1 Formulation of the  model
	3.1.1 Rate of ocean heat uptake in the  model
	3.1.2 Two-layer model as a component of the  model
	3.1.3 Time-integral ocean heat uptake in the  model
	3.1.4 Coefficients of the  model and its  variant

	3.2 Energy balance of the  model
	3.3 Physical interpretation of the  model
	3.3.1 Temperature as a passive tracer
	3.3.2 A role for ocean stratification and mesoscale eddies
	3.3.3 The role of low latitudes

	3.4 Evaluation of the  model of ocean heat uptake
	3.5 Lack of correlation of OHU with the AMOC
	3.6 Summary

	4  model of ocean heat uptake efficiency
	4.1 Evaluation of the  model of OHUE
	4.2 AOGCM spread in OHUE
	4.3 Time-dependence of OHUE
	4.4 Fraction of the forcing absorbed by the ocean
	4.5 Correlation of OHUE with the AMOC and 
	4.6 Relationship of N and T for abrupt4xCO2
	4.7 Summary

	5  model of tranient climate response
	5.1 AOGCM spread of T
	5.2 Time-dependence of climate resistance
	5.3 Relationship between TCR and EffCS
	5.4 Late twenty-first-century T correlates better with EffCS than with TCR​
	5.5 Summary

	6 Summary and discussion
	6.1 The  model
	6.2 New findings of this work
	6.3 Concluding remarks

	Appendix A Evaluation of diagnostics from AOGCM ocean data
	A.1 AMOC
	A.2 Global-mean surface temperature change
	A.3 Ocean heat uptake (OHU)
	A.4 Ocean heat uptake efficiency (OHUE)

	Appendix B Solution of the two-layer model
	B.1 Zero-layer solution for steadily increasing forcing
	B.2 General solution
	B.3 Solution for steadily increasing forcing
	B.4 Solution for constant forcing
	B.5 Relationship between H and N in the two-layer model

	Appendix C Derivation of the  model
	C.1  model of OHU in the  state of 1pctCO2
	C.2 Time- and scenario-dependent  model
	C.3 Forcing-dependent rate of heat uptake
	C.3.1 AMOC-dependent term
	C.3.2 AOGCM-neutral term

	C.4 Temperature-dependent rate of heat uptake
	C.4.1 The form of the model
	C.4.2 Fitting the two-layer model for 
	C.4.3 Relationships of  and  for abrupt4xCO2
	C.4.4 AOGCM-neutral q(t) and time-profile of T(t)
	C.4.5 Relationships of  and  for 1pctCO2

	C.5 Relationship of H and N in the  model
	C.6 Step model

	Appendix D Differences in efficiency of uptake of heat and passive heat
	Appendix E Models of global ocean heat uptake
	Appendix F Definitions of symbols and abbreviations
	Acknowledgements 
	References


