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1. Introduction
1.1. Universal Time Variations in the Magnetosphere

Lockwood and Milan  (2023) have recently reviewed Universal Time (UT) variations in magnetospheric 
observations and indices. Their study included: the am planetary geomagnetic index (Lockwood et al., 2019; 
Mayaud, 1972); the SML auroral electrojet index (Newell & Gjerloev, 2011a, 2011b); the SMR partial ring current 
indices (Newell & Gjerloev, 2012); the polar cap indices (Lockwood, 2023; Stauning, 2007; Troshichev, 2022), 
transpolar voltage observations from Low-Earth Orbit (LEO) spacecraft (e.g., Boyle et al., 1997; Hairston & 
Heelis, 1993), ΦPC; field aligned-current maps derived from measurements by magnetometers on the Iridium 
LEO satellites by the Active Magnetosphere and Planetary Electrodynamics Response Experiment project 
(Coxon et al., 2018); and substorm onset occurrence (Forsyth et al., 2015; Newell & Gjerloev, 2011a, 2011b). In 
addition, Lockwood et al. (2021) have modeled the UT variations in the am index and its hemispheric sub-indices 
an and as and Lockwood et al. (2023) have studied how UT variations in the magnetosphere-ionosphere-ther-
mosphere coupled system influence the upper atmosphere Joule heating response to terrestrial Coronal Mass 
Ejection impacts.

UT effects arise in the coupled magnetosphere-ionosphere-thermosphere system because the Earth's magnetic 
poles are offset from its rotational axis. The most commonly used model of the intrinsic field of Earth is a geocen-
tric dipole, for which this offset is the same in the two hemispheres. In these models, effects of Earth's rotation in 
the northern polar regions are equal and opposite to those in the southern polar regions and taking a global aver-
age means that many effects cancel and show no net UT variation. However, constraining Earth's magnetic dipole 
axis pass through the center of the Earth is only a useful approximation and eccentric dipole models show that this 

Abstract Universal Time (UT) variations in many magnetospheric state indicators and indices have 
recently been reviewed by Lockwood and Milan (2023, https://doi.org/10.3389/fspas.2023.1139295). Key 
effects are introduced into magnetospheric dynamics by the eccentric nature of Earth's magnetic field, features 
that cannot be reproduced by a geocentric field model. This paper studies the UT variation in the occurrence 
of substorm onsets and uses a simple Monte-Carlo model to show how it can arise for an eccentric field model 
from the effect of the diurnal motions of Earth's poles on the part of the geomagnetic tail where substorms are 
initiated. These motions are in any reference frame that has an X axis that points from the center of the Earth 
to the center of the Sun and are caused by Earth's rotation. The premise behind the model is shown to be valid 
using a super-posed epoch study of the conditions leading up to onset. These studies also show the surprising 
degree of preconditioning ahead of the growth phase that is required, on average, for onset to occur. A key 
factor is the extent to which pole motions caused by Earth's rotation influence the near-Earth tail at the relevant 
X coordinate. Numerical simulations by a global MHD model of the magnetosphere reveal the effect required to 
generate the observed UT variations and with right order of amplitude, albeit too small by a factor of about one 
third. Reasons why this discrepancy may have arisen for the simulations used are discussed.

Plain Language Summary Earth's magnetic field is eccentric in that the main magnetic (dipole) 
axis does not pass through the center of the Earth. This introduces a wobble into many aspect of near-Earth 
space (the “magnetosphere”) as Earth rotates. Many consequences of this have been noted in previous papers. 
This paper investigates the effect of the eccentricity on the phenomenon of magnetospheric substorms. It is 
shown that the explosive releases of energy stored in the tail of the magnetosphere are more likely to start 
(“onset”) at some Universal Times (and therefore geographic longitudes) than others and an explanation of why 
is provided.
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is not generally valid. The standard way of describing an eccentric dipole, introduced by Bartels (1936), is to use 
the first eight coefficients that define a spherical harmonic expansion of the magnetic scalar potential, in models 
such as the International Geomagnetic Reference Field IGRF (Thébault et al., 2015). This is compared to the first 
three used to define a centered dipole. In eccentric models the “axial” poles (where the dipole axis threads the 
Earth surface) are offset from the rotational axis by different amounts in the two hemispheres and these magnetic 
poles are not separated by 180° in longitude as they are for a geocentric dipole. The eccentric dipole model of 
Koochak and Fraser-Smith (2017) gives the latitudinal offset of the axial magnetic pole and the rotational pole 
of 8.23° in the northern hemisphere in 1980 and this fell to 5.91° in 2015. On the other hand, the corresponding 
values in the southern hemisphere were 15.29° in 1980 and 14.59° in 2015. Hence the ratio of the South/North 
magnetic pole offsets has risen from 1.86 to 2.47 in just 35 years because the northern magnetic pole has migrated 
toward the rotational axis. The motion depends on the type of pole considered (there are “dip poles” where the 
field is vertical as well as geocentric and eccentric dipole poles) but the acceleration of the northern pole has 
increased in recent years and this is likely to continue; however, although the changes in the core-mantle bound-
ary that have caused this are understood, it is not yet possible to predict future changes (Livermore et al., 2020). 
Many effects of the offset of the rotational and magnetic poles in the two hemispheres that cancel for a geocentric 
dipole do not cancel for an eccentric one leaving net UT variations. Thus the recent changes in the Earth's intrinsic 
field mean that UT effects in the magnetosphere-ionosphere-thermosphere system are of increasing importance. 
There are a number of potential effects discussed in the following subsections.

1.2. Ionospheric Conductivity Effects

The most commonly invoked effect of the offsets of the magnetic and rotational poles is that of the changes in 
ionospheric conductivity at given polar and auroral locations in geomagnetic coordinates. This is because of 
the changes in solar zenith angles χ at such locations, which modulate the solar-EUV-generated ionospheric 
conductivities. This effect has been invoked a great many times in the context of UT variations in geomagnetic 
activity (e.g., Lyatsky et al., 2001; Newell et al., 2002; Wang & Lühr, 2007). This mechanism applies to enhanced 
conductivity that is generated by solar EUV illumination (Ridley et al., 2004) and the effects at a given geomag-
netic location are ordered by time-of-year (here quantified by the fraction of a calendar year, F) and UT. However, 
conductivity is also enhanced by particle precipitation. This second source is ordered in magnetic coordinates and 
is highly variable in time (Carter et al., 2020). At certain places and times, the precipitation source is dominant 
over the EUV source (Kubota et al., 2017). Both EUV and precipitation effects show transient events, the former 
mainly due to solar flare effects and the latter associated with magnetospheric storms and substorms. In both 
cases, strong UT variations occur as the event evolves but the timing of the events are essentially random in the 
UT of their occurrence and so regular, systematic UT variations are not seen. We have had well-established and 
well-used models of EUV-generated conductivity for several years (e.g., Brekke & Moen, 1993) but the variabil-
ity, in time and space, of precipitation-induced conductivity has made the development of equivalent models for 
precipitation effects much more difficult and complex (Carter et al., 2020; Zhang et al., 2015).

The dependence of EUV-generated conductivity at given geomagnetic coordinates on solar zenith angle means 
there is a dependence on the dipole tilt angle δ with which the Earth's magnetic axis is tipped toward the Sun. In 
the Solar Geocentric Ecliptic (GSE) frame, the X axis points from the center of the Earth toward the center of the 
Sun, the Z axis is the northward normal to the ecliptic and Y makes up the right hand set (and so is antiparallel to 
Earth's orbital motion). In three dimensions, the Earth's magnetic dipole axis 𝐴𝐴 �⃗�𝑀 makes an angle ψ with the GSE 
Z-axis and we here define the dipole tilt angle δ to be the angle that the projection of 𝐴𝐴 −�⃗�𝑀 onto the GSE XZ plane 
makes with the Z axis. (Note that this definition means that positive δ means that the northern magnetic pole is 
tilted toward the Sun and the southern away from it and negative δ means the southern/northern pole is tilted 
toward/away from the Sun). Because Earth's rotational axis is inclined at 23.44° with respect to the Z axis, this 
gives an annual contribution to the variation in δ of ±23.44° which depends on the fraction of the calendar year, 
F. The present paper considers data for 1985–2021, the middle of that interval being 2003. In that year, Earth's 
geocentric dipole axis made an angle of 10.32° with the rotational axis which gives an additional diurnal variation 
in δ of this amplitude, making the total range in δ over the year of ±33.76°. For an eccentric dipole, offsets of 
the north and south magnetic poles in 2003 were 6.81° and 14.96°, respectively, which gives total ranges of δ of 
±30.25° and ±38.40° for the north and south poles respectively.

Low values of |δ| form a characteristic pattern called the “McIntosh” or “equinoctial” pattern with F and UT. 
This pattern is also observed in geomagnetic activity, first reported by McIntosh (1959) and frequently discussed 
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since (e.g., Berthelier,  1976; Cliver et  al.,  2000; de La Sayette & Berthelier,  1996; Lockwood, McWilliams, 
et al., 2020; Lockwood, Owens, Barnard, Haines, et al., 2020; Lockwood et al., 2021). The equinoctial pattern 
is most clearly seen in the am index, which responds primarily to the substorm current wedge (Menvielle & 
Berthelier, 1991). The reason why am is the optimum index for observing this pattern is that it has the most 
uniform F-UT response pattern of all geomagnetic indices because it is constructed using homogeneous rings 
of stations in both hemispheres with weighting function corrections to allow for any unavoidable longitudinal 
inhomogeneities in the siting of stations due to oceans (Lockwood et al., 2019).

Low δ gives larger solar zenith angles χ at high latitudes which gives lower values in EUV-generated ionospheric 
conductivity (Moen & Brekke, 1993; Ridley et al., 2004). However, the conductivity pattern depends on δ and 
not |δ| and so it is not obvious how conductivities could generate an equinoctial pattern in geomagnetic activity. 
The proposal of Lyatsky et al. (2001) and Newell et al. (2002) is that global geomagnetic activity is enhanced 
when the midnight sector of both auroral ovals, where substorms are initiated, are in darkness at E-region heights 
(solar zenith angles χ greater than about 101°) and so have a lower conductivity, and this only occurs when |δ| 
is small. Alternatively, the conductivity variation with χ proposed by Nagatsuma (2004) has, due to slant path 
effects, a minimum at χ = 90° (which would be more common at low |δ|). However, this minimum is not present 
in the models and observations of Brekke and Moen (1993), Moen and Brekke (1993), and Ridley et al. (2004).

It should be noted that, as discussed in the following subsections, EUV-enhanced conductivities in polar regions 
is far from the only proposed mechanism by which the F-UT equinoctial pattern of |δ| can be imprinted on global 
geomagnetic activity.

1.3. Dipole Tilt Effects in the Geomagnetic Tail

The near-Earth tail is orientated with respect to the Earth's magnetic axis whereas the mid-tail and far-tail regions 
are orientated with respect to the solar wind flow (with a small aberration due to Earth's orbital motion). Conse-
quently, between the near-Earth and the mid-tail regions the tail bends through the “hinge angle” which is very 
close to being the same as the dipole tilt angle δ. Hence this tail hinge angle also shows the equinoctial pattern.

Kivelson and Hughes (1990) proposed that the hinge angle plays a role in the stability of the tail and the trigger-
ing of substorm onsets, an idea investigated further by a number of authors (Danilov et al., 2013; Korovinskiy 
et al., 2018; Kubyshkina et al., 2015, 2022). To fit the observations, substorm occurrence and strength (and hence 
also global geomagnetic activity) would need to be enhanced when the hinge angle is small (i.e., when |δ| is 
small). A variant of this idea was proposed by Alexeev et al. (1996) and Ou et al. (2022) who suggested the dipole 
tilt effect was through a change in the proximity of the ring current and the closest auroral electrojet.

A different mechanism for generating the equinoctial pattern in the geomagnetic tail has been proposed by 
Lockwood, McWilliams, et al. (2020) and Lockwood, Owens, Barnard, Watt, et al. (2020). This uses the fact 
that the dipole tilt influences how quickly open field lines are appended to the tail because of the shift with δ 
in the magnetic latitude of the magnetic reconnection site in the dayside magnetopause, as has been modeled in 
numerical MHD simulations (Eggington et al., 2020; Hoilijoki et al., 2014; Lockwood, Owens, Barnard, Watt, 
et al., 2020; Park et al., 2006) and also observed in satellite data (Kitamura et al., 2016; Trattner et al., 2012; 
Zhu et al., 2015). In the hemisphere in which the dipole axis is tipped toward the Sun (δ > 0 for the northern 
hemisphere), open field lines take longer than those in the other hemisphere or for when δ = 0: this is because 
they have further to travel and because, initially, the open field lines are moving under the magnetic curvature 
force against, rather than with, the magnetosheath flow. As a result, a larger fraction of the open flux threads 
the dayside magnetopause sunward of a given X in the tail in the hemisphere tipped toward the Sun (and hence a 
smaller fraction threads the tail lobe at that X). Numerical simulations show that the total field, in both lobes, is 
smaller for larger |δ| and so the magnetic shear across the cross-tail current sheet is greatest for δ = 0 and this too 
yields an equinoctial F-UT pattern (Lockwood, Owens, Barnard, Watt, et al., 2020). This mechanism is supported 
by the observation that the equinoctial pattern is enhanced by solar wind dynamic pressure which also enhances 
the magnetic shear across the near-Earth cross-tail current sheet by squeezing the near-Earth tail (Lockwood, 
McWilliams, et al., 2020; Lockwood, Owens, Barnard, Watt, et al., 2020).

1.4. Ion-Neutral Momentum Exchange

There are other effects of the Earth's dipole tilt. The dynamics of ionospheric plasma is ordered relative to the 
geomagnetic pole whereas the dynamics of the neutral thermospheric gas is ordered relative to the rotational 
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pole. Both ion-neutral and electron-neutral collisions contribute to ionospheric conductivities, but ion-neutral 
collisions have an additional role in momentum exchange between the ionosphere and thermosphere (specifically 
ions because their greater mass means that they carry much greater momentum than electrons). As a result, 
plasma convection influences thermospheric winds which, in turn influence the deposition of energy because 
ion-neutral frictional heating depends on the vector difference between the velocities of ions and neutrals. Hence 
both the wind response and the effect on energy deposition depend on UT (see review in Wang et al. (2017)). An 
important factor in these effects is temporal variability in the ionospheric convection because the greater number 
densities of neutrals atoms compared to ions, results in the response times of thermospheric winds to changes in 
ionospheric flow being larger than the response times of ionospheric flows to changes in magnetospheric dynam-
ics (Lockwood et al., 1988; Zou et al., 2021). Förster and Cnossen (2013) noted that the hemispheric intrinsic 
magnetic field differences were probably more important for polar thermospheric neutral winds than ionospheric 
plasma convection but can still influence currents, convection and power dissipation rates in the upper atmos-
phere and have implications that have been invoked by Cnossen et al. (2012), Förster and Cnossen (2013), and 
Laundal et al. (2017).

1.5. The Russell-McPherron Effect

The Russell-McPherron (R-M) effect (Russell & McPherron, 1973) is central to understanding the semi-annual 
variation in geomagnetic activity. A review of the evidence for this mechanism and of its influence has recently 
been given by Lockwood, Owens, Barnard, Haines, et al. (2020) and Lockwood, McWilliams, et al. (2020). The 
R-M effect arises because the interplanetary magnetic field (IMF) is ordered, on average, in a solar frame (the 
Parker Spiral configuration) but coupling into the magnetosphere depends on its orientation relative to Earth's 
magnetic dipole axis (in a frame such as Geocentric Solar Magnetospheric, GSM). The most appropriate solar 
frame is the Geocentric Solar Equatorial (GSEQ). The key effect is due to the Earth's dipole tilt: this results in 
negative IMF 𝐴𝐴 [𝐵𝐵𝑌𝑌 ]𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 giving a southward IMF component in GSM (hence enhancing solar wind-magnetosphere 
coupling) around the March equinox whereas around the September equinox it is positive 𝐴𝐴 [𝐵𝐵𝑌𝑌 ]𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 that has this 
effect. Geomagnetic activity shows, very clearly and very strongly, this preference for high geomagnetic activ-
ity at one or other equinox, depending on the polarity of the 𝐴𝐴 [𝐵𝐵𝑌𝑌 ]𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 component (Lockwood, McWilliams, 
et  al.,  2020; Lockwood, Owens, Barnard, Haines, et  al.,  2020; Zhao & Zong,  2012). This confirms the key 
importance of the R-M effect. The diurnal dipole tilt variation due to Earth's rotation means that the September 
peak (for 𝐴𝐴 [𝐵𝐵𝑌𝑌 ]𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 > 0 ) is at around 10 hr UT (with a minimum around 22 hr UT) whereas the March peak (for 

𝐴𝐴 [𝐵𝐵𝑌𝑌 ]𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 < 0) is at around 22 hr UT (with a minimum around 10 hr UT).

1.6. Other Dipole Tilt Effects on Magnetopause Reconnection Voltage

The R-M effect has a characteristic F-UT pattern which is quite different to the equinoctial pattern in |δ|. Hence 
the R-M effect does not generate the equinoctial pattern. Another proposal to explain the observed equinoctial 
pattern in geomagnetic activity is that the magnetopause reconnection voltage ΦD varies with the dipole tilt 
(Crooker & Siscoe, 1986; Russell et al., 2003). However (Finch et al., 2008), analyzed the F-UT patterns in data 
from a very large number of individual magnetometer stations and showed that the equinoctial pattern arises in 
the nightside auroral oval and that it was absent in data from dayside stations. Similarly, Lockwood, McWilliams, 
et al. (2020) and Lockwood, Owens, Barnard, Haines, et al. (2020) used the mid-latitude aσ indices, which cover 
6-hr ranges in Magnetic Local Time and showed the equinoctial pattern was strongest in the midnight sector but 
hardly detectable in the noon sector. This argues against the equinoctial pattern being generated by dipole tilt 
effects on dayside magnetopause coupling and the magnetopause reconnection voltage ΦD. These results strongly 
indicate that the equinoctial pattern in indices such as am is not consistent with dipole tilt modulation of the 
reconnection rate in the dayside magnetopause. However, this does not mean that such effects do not occur and 
numerical simulations by global MHD models have found dipole tilt modulation of the reconnection voltage and 
in cross-tail current sheet. This is discussed further in Section 6.

1.7. Inductive Effect of Pole Motions

Recently another mechanism has been added to this list. This is, in effect, a different manifestation of the effect 
of dipole tilt on the evolution of open flux tubes into the tail proposed by Lockwood, Owens, Barnard, Watt, 
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et al. (2020) that was discussed in Section 1.3. Lockwood et al. (2021) have 
noted that models and observations show that the ionospheric polar caps 
and auroral ovals undergo almost the same diurnal sunward and antisun-
ward sequence of motion due to Earth's rotation as the geomagnetic pole in 
a geocentric-solar frame (meaning any frame that has an X axis that points 
from the center of the Earth to the center of the Sun, such as GSE, GSM, and 
GSEQ). At first sight the velocities of these motions appear negligible, being 
smaller than typical solar wind flow speeds in the same frame by a factor of 
order 2 × 10 −4. However, the flow-transverse magnetic field is larger in the 
ionosphere than in interplanetary space by a factor that is typically 10 4 and 
hence in terms of electric fields and voltages the pole motions give values 
that are typically about half those in interplanetary space.

As demonstrated by Kabin et al. (2004), the effect of dipole tilt on the location 
of the open-closed field line boundary is readily seen in simulations made 
by numerical, global, MHD models of the magnetosphere. Figure 1 shows 
simulations by the SWMF numerical MHD model (version v20140611, 
also known as BATSRUS) with a geocentric dipole model of the intrinsic 
geomagnetic field. The solar wind at (and before) the run time used here 
(90 min) was steady at 400 km s −1 with an IMF pointing due southward in 
the GSM frame and of magnitude 5 nT. The solar wind number density was 
3 × 10 6 m −3 and the mean ion mass 1.1 amu. Using the empirical relation by 
Lockwood and McWilliams (2021a), the predicted magnetopause reconnec-
tion voltage ΦD is constant at 56 kV. Note that in order to isolate the effects 
of the dipole tilt angle δ, these simulations were carried out with two fixed 
values of δ (0 and 34°) and not one that varies with UT. Note also that the 
model has been run over 90 min to give a near steady-state with the effect of 
initial conditions removed.

Figure 1 shows noon-midnight cuts (i.e., in the XZ plane of the GSE frame) 
of the modeled structure in field strength (top panels) and antisunward flow 
speed (bottom panels) with the left-hand panels for a dipole tilt of δ = +34° 
and the right-hand panels for δ = 0. Plots for δ = −34° are not shown because, 
for the geocentric dipole used, the results for the northern hemisphere are the 
same as for the southern for δ = +34°. The magnetopause is shown by the 
black dashed line and the X value of the tail reconnection site by the vertical 
gray dot-dash line. The mauve lines are open field lines that were reconnected 
4 min apart. The symmetry of the δ = 0 case means that the open field line 
motion into the tail is the same in the two hemispheres and Figure 1d shows 
that in both hemispheres open field lines have the same antisunward speed 
at the magnetopause at all X and that in both hemispheres open field  lines 
take about 12.5  min for the point where they thread the magnetopause to 
move from the magnetopause reconnection site to the X coordinate of the 
tail reconnection site (X ≈ −21 RE): as a result, in Figures 1b and 1d in both 
hemispheres the two most recently reconnected field lines shown thread the 
magnetopause sunward of this X value, and the other five of the open field 

lines shown are appended to the tail lobe by this X: hence roughly (5/7) ≈ 70% of the open flux is appended to 
both tail lobes at this X in this case.

Figures 1a and 1c show how radically the dipole tilt alters this hemispheric symmetry. The field lines in the 
northern hemisphere reach a flow speed of VX = 200 km s −1 at a GSE latitudes near 80° latitude (approximately 
12 min after reconnection) whereas those in the southern hemisphere reach it at near 45° (after only 2.5 min). This 
is because the shift of the magnetopause reconnection site into the southern hemisphere means that for southern 
hemisphere open field lines the sheath flow and the tension force act together to move open flux tailward whereas 
initially the sheath flow is opposing the motion of northern hemisphere open flux toward the tail. As a result 
of this hemispheric difference in open flux evolution, only 4 out of the 7 open field lines are inside the tail lobe 

Figure 1. Numerical MHD model results from the SWMF model (version 
v20140611—also known as BATSRUS) for run time 90 min in the simulations 
described by Lockwood, Owens, Barnard, Watt, et al. (2020). Note these 
simulations use a geocentric dipole model of the Earth's intrinsic field. The 
plots show noon-midnight cuts in the Solar Geocentric Ecliptic XZ plane 
(Y = 0), panels (a, b) give color contours of the magnetic field strength, B 
(on a logarithmic scale) and panels (c, d) give color contours of the sunward 
flow speed, VX. Panels (a, c) are for a dipole tilt of δ = +34° and panels (b, 
d) are for δ = 0. The magnetopause, defined from the plasma beta, flow, and 
the magnetopause current in the Y direction, is shown as dashed lines and 
reconnection sites, identified by polarity flips in fast flows in the relevant 
direction, by black dots. The black and yellow line is the open-closed field 
line boundary. In addition, open magnetic field lines, reconnected 4 min apart, 
are shown in mauve. The vertical gray dot-dash line is at the X value of the 
tail reconnection X-line (at Y = 0) which is at X = −20.5 RE for δ = +34° and 
X = −21 RE for δ = 0.
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at the X of the tail reconnection site (approximately 60%) in the northern hemisphere, whereas in the southern 
hemisphere this figure is 6 out of 7 (approximately 86%).

The tilt of δ = 34° used in Figure 1 is an extreme deviation from δ = 0, slightly larger than the peak-to-peak diur-
nal variation of the southern ionospheric polar cap over 12 hr of 29.92° (for the pole offset in an eccentric dipole 
in 2003) and a bit over twice the corresponding diurnal range for the northern polar cap of 13.62°. However it 
clearly demonstrates how the polar caps move sunward and antisunward with the value of δ. The model runs 
shown in Figure 1 will be used in Section 5 to check that a best-fit value of a parameter used in this paper (RX, 
defined in Section 2.1) is reasonable.

There is also diurnal motion of the ionospheric polar caps in the Y-direction, but this is different in the GSE, 
GSM, and GSEQ frames as they differ in their Y-axis definition; however, they share the same X axis and so the 
polar cap motion in this direction (toward/away from the Sun) is the same in all these frames and here termed VP 
(VPN in the northern hemisphere, VPS in the southern). Assuming there is no change in the polar cap shape, the 
dawn-dusk voltage across the polar cap generated by these pole motions in all three frames is

𝜙𝜙 = 𝑉𝑉𝑃𝑃𝐵𝐵𝑖𝑖𝑑𝑑𝑃𝑃𝑃𝑃 (1)

where Bi is the ionospheric magnetic field and dPC is the maximum diameter of the polar cap in the dawn-dusk 
direction, perpendicular to X. Note that dPC, VP, and Bi are all values for the same altitude. We define VP as 
positive for motion toward the Sun which is in the opposite direction to the solar wind flow (which is close 
to the -X direction). For this definition, the voltage ϕ given by Equation 1 is subtracted from that generated 
across the polar cap by the solar wind flow because it is positive when the polar cap is moving sunward. Using 
the Expanding-Contracting polar cap model of ionospheric convection excitation (Cowley & Lockwood, 1992; 
Lockwood & Cowley, 2022; Lockwood & McWilliams, 2021b; Milan et al., 2021), the total voltage across the 
polar cap allowing for this pole motion effect becomes

Φ𝑃𝑃𝑃𝑃 = 𝑓𝑓𝐷𝐷Φ𝐷𝐷 + 𝑓𝑓𝑁𝑁Φ𝑁𝑁 + Φ𝑉𝑉 − 𝜙𝜙 (2)

where ΦD is the reconnection voltage in the subsolar dayside magnetopause (the rate of production of open 
flux), ΦN is the reconnection voltage in the cross-tail current sheet that is between open flux in the tail lobes 
(the rate of loss of open flux), ΦV is the “viscous-like” voltage induced by all non-reconnection mechanisms of 
solar wind-magnetosphere interaction. The factors fD and fN are the fractions of reconnection voltages (ΦD and 
ΦN, respectively) placed across the maximum diameter of the polar cap. These factors depend upon the shape 
of the polar cap and how it is changing: for the approximation of a polar cap that remains circular at all times 
fD =  fN = 0.5 (Lockwood, 1993) but in general the polar cap boundary shape is always evolving (Tulegenov 
et al., 2023) and so the factors fD and fN are not constant.

It is worth noting that the Y-direction motion of the polar cap is likely to also have some effects, for example, 
causing deformations of the ionospheric convection pattern, as illustrated schematically by Lockwood (1991). 
These diurnal motion effects of the polar cap would also be superimposed on the effect caused by the IMF 
Y-component described by Cowley et al. (1991) and are likely to add to the twist of the tail caused by IMF BY 
(Pitkänen et al., 2016) and hence the location of substorm onset (Østgaard et al., 2004), although some studies 
suggest such effects require a strong IMF BY that persists longer than the diurnal cycle of the pole motions 
(Milan et al., 2010). There are also indications that this can influence the occurrence of substorm onset (Liou 
et al., 2020).

Figure 2 looks at the implications of the pole motions by considering a Faraday loop PASGUC that is fixed in the 
GSM frame (shown by the yellow dashed line). The segment PC is the polar cap diameter and the voltage along 
it (i.e., the magnetic flux transfer rate across it) is ΦPC = ViBidPC where Vi is the plasma and frozen-in field veloc-
ity. The segment SG is just outside the bow shock in interplanetary space (sometimes referred to as the “Stern 
Gap”) and the voltage across it is ΦSG = VSWBZdSG, where VSW is the solar wind speed in the -X direction, BZ is 
the IMF component in the GSM Z direction and dSG is the spatial separation of S and G in the GSM Y direction 
(the width of the Stern gap). The segments of the loop PAS and GUC are the open field lines on the dawn and 
dusk extremities of the polar cap and neglecting any field-aligned voltages (that will be very small compared 
to ΦSG and ΦPC), Faraday's law tells us the difference in the flux transfer rates ΦSG − ΦPC is equal to the rate of 
growth of flux threading the loop PASGUC. Because the solar wind and relevant sheath flow are supersonic 
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and super-Alfvénic, the solar wind flow and voltage ΦSG is not influenced by any change in ΦPC caused by the 
pole motion. Hence, in addition to reducing the transpolar voltage ΦPC by ϕ, the effect of a sunward pole motion 
(ϕ > 0) is to increase the lobe flux by ϕ.

Hence the diurnal cycle of sunward and then antisunward pole motion caused by the rotation of the Earth gener-
ates a diurnal cycle of decrease then increase of the ionospheric transpolar voltage with an associated cycle of 
increase and then decrease in the rate at which open flux is added to the tail lobe.

1.8. Universal Time Variations

Many of the effects discussed above generate systematic UT variations when a subset of the data are considered 
but not when averages of all data are considered. For example, the R-M effect generates UT variations if we 
consider the two polarities of the IMF separately, but because the distribution of IMF BY values is very close to 
symmetric around zero, the effects of the two polarities almost completely cancel in a full data set and so the R-M 
effect does not give a net systematic UT variation if all data are considered.

Indeed, because the dipole tilt angle averages to zero over a full year, this is true for any mechanism that depends 
linearly on the dipole tilt. However, EUV-induced ionospheric conductivities have a non-linear dependence on 
solar zenith angle and hence on the dipole tilt. This means that the conductivity effects can give a net systematic 
UT variation even after averaging over a whole number of years. However, this depends on location, as demon-
strated by Figure 6 of Lockwood and Milan (2023).

The pole-motion effect is different because the diurnal variation of the sunward velocities VPN and VPS are almost 
independent of the time of year (Lockwood et al., 2021) and so their diurnal effect is not reduced or eliminated 
by averaging over a whole number of years.

Because the offset of the rotational and magnetic pole in the southern hemisphere is approximately twice that in 
the northern, the amplitude of the sinusoidal variation in the pole motion speed VPS is approximately twice that 

Figure 2. (a). Schematic of inductive decoupling of the “Stern Gap” voltage across open field lines in interplanetary space, 
ΦSG and the transpolar voltage in the ionosphere ΦPC. The magnetosphere is here viewed from northern middle latitudes in 
the mid-afternoon sector. The loops PASGUC (shown by the yellow dashed line) and PAUC (enclosing the northern tail lobe 
cross-section shaded pink) are fixed in the XYZ GSM frame, where P and C are the dawn and dusk extremes of the northern 
ionospheric polar cap, AP and UC are field-aligned in the magnetosphere, SA and GU are field-aligned in the magnetosheath, 
SG lies immediately outside the bow shock and AU in the tail magnetopause. The red flux tubes are open field lines and 
the northern-hemisphere tube threads the bow shock at B and the magnetopause at M and has an ionospheric footpoint, F. 
The solar wind flow is in the −X direction at speed VSW. (b) Is a view looking down (in the −Z direction) on the northern 
hemisphere polar cap in which the antisunward ionospheric convection velocity of the footpoint F is Vi. After Lockwood and 
Milan (2023).
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in VPN and so the effects on ionospheric transpolar voltage and lobe flux growth rate are roughly twice as large in 
the south than the north. In addition, whereas the sinusoidal variations would be in exact antiphase (and of equal 
amplitude) for a geocentric dipole model of the field (and hence would be equal and opposite and so cancel at any 
one time), the longitudinal separation of the axial poles for an eccentric dipole is not 180° and the hemispheric 
variations are not in exact antiphase as well as being different in amplitude. Thus there is a net UT variation for 
a global average for an eccentric dipole that is absent for a geocentric dipole. The longitudinal separation of the 
poles from the Koochak and Fraser-Smith (2017) eccentric dipole model has fallen from 152° in 1985 to 145° in 
2015. This means that the phase difference between the sinusoidal variations in VPS and VPN has decreased from 
0.85π to 0.81π, compared to the constant value of π for a geocentric dipole.

2. The Effect of Pole Motions on Substorm Growth Phases
2.1. A Simple Monte-Carlo Model of Substorm Growth Phases and Onsets

Lockwood and Milan (2023) have recently proposed a simple Monte-Carlo model of how pole motions influence 
substorm growth phases and so introduce a UT variation into substorm onset occurrence. This section refines 
that model slightly and Section 3 provides an independent test of the concepts it is based on. In this model, the 
magnetopause reconnection voltage ΦD is assumed constant and, because we are aiming to reproduce average 
behavior, we use the overall average 〈ΦD〉 of 24 kV. In Lockwood and Milan (2023), the nightside reconnection 
voltage ΦN was also held constant. In the present paper the linear open flux loss found by Lockwood et al. (2023) 
for times of small ∣SML∣ is used, with the loss time constant of τN = 6.8 hr = 2.448 × 10 4 s reported in that paper. 
Thus the open flux continuity equation for the growth phases simulated is

𝑑𝑑𝑑𝑑𝑃𝑃𝑃𝑃∕𝑑𝑑𝑑𝑑 = Φ𝐷𝐷 − Φ𝑁𝑁 = Φ𝐷𝐷 − 𝑑𝑑𝑃𝑃𝑃𝑃∕𝜏𝜏𝑁𝑁 (3)

The questions then arise “when do growth phases end?” and “what triggers substorm onset?.” This has been 
discussed for many years and many mechanisms proposed (Lyons et al., 2018; Milan et al., 2019; Spence, 1996; 
Tanaka et al., 2021). To determine when onset occurs, the model uses the concept from the analysis of FPC values 
at the time of onset by Boakes et al. (2009): this does not define the precise time of onset but does give us a 
useable statistical relationship. These authors found that for values of FPC below 0.3 GWb, the probability of a 
substorm onset occurring was negligible but that as FPC rose above this level the probability increased linearly 
and was undefined above 0.9 GWb. Lockwood and Milan (2023) took the probability of onset to become unity 
at FPC = 1.2 GWb, the maximum possible open flux estimated by Mishin and Karavaev (2017). The implication 
of the dependence of the probability of onset being set by the magnitude of the open flux FPC that it is set by 
the size of the cross-tail current (i.e., the magnetic shear between the two tail lobes) which increases with FPC, 
at least at distances from the Earth small enough for solar wind dynamic pressure to cause the lobe fields to 
rise with increased FPC. (Further down the tail, where the magnetopause becomes aligned with the solar wind 
flow, increased FPC causes the tail to flare but the field in the lobe is set by the static pressure in the solar wind 
(Lockwood, 2013)). The flux in one tail lobe, 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 , at a given (negative) value of X in the tail, is given by

[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 = 𝐹𝐹𝑃𝑃𝑃𝑃 − 𝐹𝐹𝑋𝑋 (4)

where FX is the open flux connected to the ionospheric polar cap in that hemisphere that still threads the dayside 
magnetopause sunward of X. Differentiating with time t gives

𝑑𝑑[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋∕𝑑𝑑𝑑𝑑 = 𝑑𝑑𝐹𝐹𝑃𝑃𝑃𝑃∕𝑑𝑑𝑑𝑑 − 𝑑𝑑𝐹𝐹𝑋𝑋∕𝑑𝑑𝑑𝑑 (5)

The pole motion influence on FX depends on the value of X considered and will decline with distance away from 
the Earth down the tail. We can allow for this with a factor that depends on X, RX, which is the ratio (dFX/dt)/ϕ,

𝑑𝑑[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋∕𝑑𝑑𝑑𝑑 = 𝑑𝑑𝐹𝐹𝑃𝑃𝑃𝑃∕𝑑𝑑𝑑𝑑 − 𝑅𝑅𝑋𝑋𝜙𝜙 (6)

The factor RX will, in general, depend on how much of the open flux was recently opened and hence the prior 
history of the voltage ΦD. However, the constant ΦD used in this simple model means that RX will be constant for 
a given X. Substituting from Equation 3 gives

𝑑𝑑[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋∕𝑑𝑑𝑑𝑑 = Φ𝐷𝐷 − 𝐹𝐹𝑃𝑃𝑃𝑃∕𝜏𝜏𝑁𝑁 −𝑅𝑅𝑋𝑋𝜙𝜙 (7)
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Note that Equation 7 applies to both hemispheres and that, because of Maxwell's equation 𝐴𝐴 ∇.�⃗�𝐵 = 0 , ΦD and FPC are 
the same for both hemispheres, as is the loss time constant τN. On the other hand, from the discussion in Section 1.7, 
we need to separately consider (RXNϕN) for the northern hemisphere and (RXSϕS) for the southern in order to compute 
the total tail lobe flux 𝐴𝐴 [𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 , which is the sum of the north and south lobe fluxes at X, 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋𝑋𝑋 and 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋𝑋𝑋 :

𝑑𝑑[𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋∕𝑑𝑑𝑡𝑡 = 𝑑𝑑[𝐹𝐹𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋𝑋𝑋∕𝑑𝑑𝑡𝑡 + 𝑑𝑑[𝐹𝐹𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋𝑋𝑋∕𝑑𝑑𝑡𝑡 = 2Φ𝐷𝐷 − 2𝐹𝐹𝑃𝑃𝑃𝑃∕𝜏𝜏𝑋𝑋 −𝑅𝑅𝑋𝑋𝑋𝑋𝜙𝜙𝑋𝑋 −𝑅𝑅𝑋𝑋𝑋𝑋𝜙𝜙𝑋𝑋 (8)

The survey by Boakes et al. (2009) found that substorm onset probability increased with the open flux FPC. The 
model of substorm growth phases employed here uses the equivalent of the Boakes et al. (2009) result but also 
allows for the open magnetic flux that threads the dayside magnetopause, FX and how it is influenced by the dipole 
tilt. It is proposed that the probability of onset being triggered primarily depends on the level of 𝐴𝐴 [𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 , rather 
than FPC. In order to demonstrate the principle, the ratios RXS and RXN are taken to be equal and held constant. The 
value was varied and the optimum fit to the observed UT variation of substorm onset (see Section 2.3) was found 
for RXS = RXN = 0.15 for the X coordinate relevant to substorm onset. In Section 3 this value is also shown to be 
consistent with a superposed epoch analysis of substorms onsets.

Because sequences of upstream IMF variation are independent of the phase of Earth's rotation, the model initi-
ates each growth phase at a UT that is selected using a random number generator. The integration of Equation 8 
is started from an initial tail lobe flux (in each lobe) of Fi = 0.2 GWb (𝐴𝐴 [𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 = 0.4  GWb) which is consistent 
with typical quiet time values of FPC. Note that, in reality, this value will vary but that lowering Fi increases the 
average length of the growth phases but does not influence the distribution of onset UTs because the start UT 
values of growth phases are randomly selected. Using Equation 3, the value of FPC throughout the growth phase is 
also computed and by assuming a circular polar cap this yields the polar cap diameter, dPC (using the equation by 
Lockwood et al. (2023), based on the work of Milan et al. (2021)). This is used in Equation 1 to compute ϕN and 
ϕS at each time. The model calculates 𝐴𝐴 [𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 every 1 s using Equation 8 and onset is determined to have occurred 
or not at each time step using a random number generator constrained to select onset occurrence based on the 
probability set by the 𝐴𝐴 [𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 value. Note that there are three improvements in the model used here, compared to 
that used by Lockwood and Milan (2023): (a) it allows for the effect of growth in FPC on the open flux loss rate 
ΦN and (b) it allows for the effect of changing polar cap diameter dPC on the pole-motion voltage ϕ (Equation 1) 
and (c) it allows for the RX factors.

This model is purely a model of substorm growth phases and onset and so cannot reproduce the intervals between 
onsets, Δto, because they also include the durations of the subsequent expansion and recovery phases (or alterna-
tively the period of driven reconnection as discussed by Milan et al. (2021)) and any interval of quiet (northward 
IMF) conditions between the substorms. Also notice that each substorm growth phase in the model starts from the 
same initial tail flux 2Fi and at a randomly selected UT. Hence the model cannot account for recurrent substorms 
during periods of persistent southward IMF, where a growth phase of a substorm starts immediately after the 
recovery phase of the prior substorm.

2.2. Effects of Pole Motions on Transpolar Voltages and the Accumulation of Magnetic Flux in the Tail 
Lobes

Figures 3b and 3d show idealized variations that give an indication of how the pole motions influence the trans-
polar voltage and the accumulation of lobe flux at the X relevant to onset. This plot is illustrative and for constant 
values of the reconnection voltages ΦD and ΦN. The value of ΦN and of the polar cap diameter dPC employed 
would apply for a polar cap flux of FPC = 0.54 GWb. The key point is that effects of the pole-motions in the two 
hemispheres are not of equal amplitude nor in perfect antiphase, as they would be for a geocentric dipole. As a 
result, there is a sinusoidal variation in both the average ΦPC and the average 𝐴𝐴 Δ[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 which is the integral of RXϕ 
with time. Figure 3c is for steady-state (ΦD = ΦN) whereas Figure 3d is for a growing polar cap with ΦD = 24 kV 
and ΦN = 22 kV. Figure 3d shows that, compared to the case without pole motions (the dashed black line), the net 
effect of the UT variations is to reduce the rate at which flux is added to the tail between 2.5 hr UT and 14.5 hr 
UT but to enhance it at all other UTs.

2.3. The UT Distribution of Substorm Onsets

Figure  4a shows the histograms of the numbers of substorm onsets No in UT bins 0.5  hr wide, derived for 
1985–2020 (inclusive) from the SML index and using the algorithm by Forsyth et al. (2015) (hereafter FEA). 
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The onset list by Newell and Gjerloev (2011a) and Newell and Gjerloev (2011b) (hereafter N&G) gives a very 
similar variation. The total number of substorm onsets ΣNo is 88,439 for the FEA list and 62,532 for the N&G 
list. Hence the FEA list includes more and smaller events that are not counted as distinct onsets in the N&G list. 
Despite this difference, the distribution in UT is similar in the two cases with a large peak near 12 hr UT. This is 
broadly reproduced by the simple Monte-Carlo model, as shown by the mauve lines in Figure 4a. In the model, 
this occurs because the slower than average rate of accumulation of tail lobe flux that starts at around 3 hr UT 
means that fewer simulated growth phases (that remember were started at randomly chosen UTs) are reaching the 
required tail lobe flux to give a lower probability of onset at those UTs. After 10 hr UT the rate at which growth 
phases reach the onset threshold rises again because the rate of increase in tail flux has grown due to the poole 
motions. The observed mean time between onsets Δto is shown by the blue histogram in Figure 4b: as discussed 
in Section 2.1, this cannot be reproduced by the model. However, the observed Δto also shows a marked variation 
with UT: it decreases from near 4 hr to close to 3 hr over the interval 5–12 UT while the number of onsets No rises. 
However after 12 UT it remains low even though No falls again. This shows that although substorm onsets are 
rarer by 15 UT, the events that do occur tend to recur in short succession. As discussed in Section 2.1, this behav-
ior cannot be captured in the model which restarts each growth phase at a random UT and so it is not surprising 
the observed variation cannot be reproduced by the model at these UTs in Figure 4a. However, the model does 
explain how the dipole tilt effect gives the observed peak in onset occurrence at around 12 UT.

It is interesting to note what is happening in the growth-phase model. Initially the open flux FPC is low and so the 
nightside reconnection voltage ΦN is considerably smaller than the dayside voltage ΦD. This means the polar cap 
flux grows rapidly. However, the rise in FPC increases the value of ΦN and the rise in FPC slows. Eventually the 
difference between ΦD and ΦN becomes small and so the lobe flux variations due to the diurnal pole motions and, 
in particular, the variations that they cause in 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 become significant. Hence although variations in 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 
due to the pole motions are small they have a significant impact on when the total tail field (𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋𝑋𝑋 + [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋𝑋𝑋 
reaches a value that makes the probability of an onset occurring high.

Figure 3. Plots of idealized Universal Time (UT) variations caused by pole motions. In all plots the red lines with red circle 
symbols are for the northern hemisphere polar cap, blue lines with blue square symbols are for the southern hemisphere 
polar cap and black lines with triangle symbols are for the global average of the two. Note that the symbols are added to aid 
readers with impaired color vision and spaced considerably further apart than the UT resolution of the plots which is 1 min. 
Variations are based on the eccentric dipole model of Koochak and Fraser-Smith (2017) for the year 2003. (a) The speed of 
sunward motion in the GSM frame of the geomagnetic poles at 120 km altitude in the E-region ionosphere, VNP in the north, 
VSP in the south and the average of the two in black. (b) The polar cap voltages ΦPC from Equations 1 and 2 for constant 
dayside reconnection voltages of ΦD = 24 kV and a constant nightside voltage of ΦN = 22 kV (the value we would expect at 
low—SML activity levels for an open flux of FPC = 0.54 GWb for the linear loss dependence with time constant τN = 6.8 hr). 
The viscous-like voltage ΦV is set to zero. For a circular polar cap this FPC gives a polar cap diameter of dPC = 3.71 × 10 6 m. 
(c) The contribution of the pole motions to the rate of accumulation tail lobe flux at X (for RX = 0.15), 𝐴𝐴 𝐴𝐴[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋∕𝐴𝐴𝑑𝑑 = 𝑅𝑅𝑋𝑋.𝜙𝜙 
that would be the only change if steady state applied with ΦD = ΦN. (d) The total accumulation of lobe flux 𝐴𝐴 Δ[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 for the 
values of ΦD, ΦN in panel (b). The dashed black line is for ϕ = 0.
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Figure 4c presents the UT variation in the mean of the modeled growth phase durations Δtgp. Unfortunately, we 
do not have a large observational database to compare these predictions to. However, the plot confirms the above 
interpretation of the model predictions, with the growth phases coming to an end at around 12 UT having greater 
durations on average. Figure 4d shows the overall distribution of the 200,000 simulated Δtgp values (in mauve) is 
quite similar to that of the 368 values observed by Li et al. (2013) (hereafter LEA), shown by the blue histogram. 
LEA divided the onsets into a high, medium and low subsets of the interplanetary electric field, ESW, and showed 
that the distribution of Δtgp values shifted to lower values for the larger ESW cases, as we would expect. The distri-
bution shown by the blue histogram in Figure 4d is the total for all three ESW subsets. The mean value of the LEA 
distribution is 77 min which is close to the value of 81 min for the modeled distribution. The major difference is 
that the modeled distribution has fewer very short growth phases which suggests that either the initial total lobe 
flux Fi is slightly too low or that the threshold tail flux of 0.6 GWb for the probability of onset rising above zero 
is slightly too high.

3. Superposed Epoch Analysis of Substorms
Section 2.3 shows that the simple Monte-Carlo model described in Section 2.1, whilst not fully modeling the 
observed UT variation of substorm onsets, provides an important insight into dipole tilt effects. In this section we 
look for more direct evidence of such an effect using analysis of the variations in the SMU and SML geomagnetic 
indices and in the magnetopause reconnection voltage estimated from interplanetary measurements, ΦD, using 
a superposed-epoch analysis (also known as Chree analysis or compositing). This paper presents the plots made 
using the FEA onset list, but results for the N&G list were similar.

Figure 5 presents superposed-epoch plots of the variations in (a) SML, (b) SMU, and (c) ΦD. The epoch time 
is relative to the times to of each of the 88,439 substorm onsets in the FEA list for the years 1985–2020, inclu-
sive. The mean value and the standard error in the mean are computed at epoch times (t −  to) between −240 
and +240 min in steps of δt = 1 min. This was repeated using randomly selected epoch times to as a test of 

Figure 4. The blue histograms in the top panels show observed distributions with Universal Time (UT) of (a) substorm onset 
times and (b) the interval after the prior onset from the list of such events compiled for 1985–2020 (inclusive) using the SML 
index and the algorithm by Forsyth et al. (2015). These plots both show a marked UT variation. The mauve line in panel (a) 
is the variation predicted by the simple Monte-Carlo model described in Section 2.1. (c) Means of the modeled growth phase 
duration in bins ΔUT = 1 hr wide, 〈Δtgp〉, as a function of the UT of onset. (d) The probability distribution of modeled growth 
phase durations Δtgp (mauve line), where n is the number in bins 10 min-wide bins and Σn is the total number (equal to 
200,000 for the model simulations). Also shown by the blue histogram is the distribution for Σn = 368 observed growth phase 
durations compiled by Li et al. (2013).
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significance: because of the very large numbers of samples, these random tests gave a completely flat variation: 
these are not shown in Figure 5 as values are considerably lower and so showing them suppresses detail in the 
plots for the real to; however each plot gives the mean for the randomly selected epoch times (respectively, 〈SML〉r,  
〈SMU〉r and 𝐴𝐴 ⟨Φ𝐷𝐷⟩𝑟𝑟 in Figures 5a–5c), plus and minus the value of the mean of the corresponding standard errors. 
The randomly selected onset values are shown in Figure 8 which presents the superposed-epoch plots at lower 
time  resolution but over considerably larger ranges of epoch time, (t − to).

In Figure 5, the black lines are the mean values over-plotted on top of gray bands that are plus and minus the 
standard error in the mean. Because of the very large numbers of samples, the gray band is hardly visible, 
especially for SML. The vertical black dashed line is at epoch time (t − to) = 0. The ΦD data have been lagged 
by a nominal propagation lag of δtp = 19 min from the nose of the bow shock. This value is appropriate to the 
transpolar voltage ΦPC and SML response to ΦD (Lockwood & McWilliams, 2021b), but values near 30–40 min 
would be more appropriate to the delay before substorm onset and SML. Hence in relation to onset the ΦD curve 
in Figure 5c may need to be shifted to the left by an additional lag of about 10–20 min in some considerations.

The variation in SML in Figure 5a is as expected with some small changes in the growth phase shortly before 
onset and a big perturbation to large negative values starting at onset. It should be remembered the onset times 
are determined from SML and so we would expect SML to be well ordered by the onset times to derived from it. 
The variation in SMU is also as expected with small increases in the growth phase and then larger positive values 
after onset. Note that for the randomly selected values of to the values (almost identical at all epoch times) are 
〈SML〉r = −134.44 ± 0.53 nT and so larger (less negative) than for the real epoch times and values of 〈SMU〉
r = 83.46 ± 0.26 are considerably lower. Hence in all of the 8 hr of epoch time shown, the disturbance levels of 
SML and SMU are considerably above the overall average values. Similarly 𝐴𝐴 ⟨Φ𝐷𝐷⟩𝑟𝑟 is 25.11 ± 0.10 kV at all epoch 
times and so considerably lower than for the 8 hr-period around substorm onset.

Figure 6 is the same as Figure 5c, but also shows the results for two 1-hour windows of the UT of the onset. The 
windows shown are 15–16 UT (in red) and 02–03 UT (in blue). These UT ranges are chosen as they give the 
maximum deviation either side of the values for all onsets. The means are taken over Δt of 5 min (rather than 

Figure 5. Superposed-epoch plots of substorms using the FEA list of substorm onsets for 1985–2020, inclusive. The mean 
value is shown as a function of epoch time (t − to), where t is the observation time and to is the time of onset, for: (a) the 
SML index; (b) the SMU index; and (c) the estimated reconnection voltage, ΦD, lagged by a nominal propagation lag of 
δtp = 19 min from the nose of the bow shock using the formula derived by Lockwood and McWilliams (2021a). The gray 
areas under the plotted black line are between plus and minus one standard error in the mean, but because of the very large 
number of samples (88,439) these areas are often smaller than the line width used and cannot be seen (particularly for SML).
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the 1 min used in Figure 5) because the higher time resolution is not needed 
and the 1-hr windows have fewer samples by a factor of roughly 24. The plot 
clearly shows that, on average, larger ΦD is needed ahead of substorm onsets 
at 15–16 UT than is needed ahead of onsets at 02–03 UT. The difference 
between the two is roughly constant at about 4  kV at all negative values 
of t  −  to shown and over that time this is a difference in opened flux of 
0.058 GWb which is of order 10% of an average open polar cap flux, FPC 
(Boakes et al., 2009; Milan et al., 2008).

At the start and end of the period shown ΦD is 30 kV (4.9 kV above average) 
and starts to rise above this at t − to near −150 min. Thus the contribution of 
enhanced magnetopause reconnection to the enhanced tail flux at onset, on 
average, begins at this time and increases until about 1 hr before onset (for 
the nominal propagation lag of δtp = 19 min). It then reaches a plateau for 
about half an hour before rising to a peak at t − to = −25 min (for the nominal 
δtp = 19 min). This marks the southward turning of the IMF that is usually 
taken to be the start of the growth phase. However, the plot reveals two levels 
of “preconditioning” by enhanced ΦD before this time. The first is the 4.9 kV 
by which ΦD is elevated above average values 4 hr ahead of onset. The second 
is the reconnection taking place in the 2 hr before the inferred southward 
turning (between (t − to) = −150 min and (t − to) = −30 min on average). 
Thus the open flux gained only between the southward turning and onset is 
not the only contribution to the tail lobe flux at the time of onset.

The first preconditioning, seen as the 4.9  kV by which ΦD is elevated at 
t − to = −240 min appears at first sight that it might be a solar cycle effect; 

however, Figure 7 shows that this is not the case. Such an effect would arise if onsets were more frequent at 
higher solar activity, as one might expect, and so the long-term averages of ΦD, SMU, and -SML would all be 

Figure 6. The same as Figure 5 but showing the values for onset Universal 
Time (UT) between 15 and 16 hr (in red) and between 02 and 03 hr (in blue). 
The pink and pale blue shaded areas are plus and minus one standard error 
in the mean. The averages are here taken over Δt = 5 min windows in epoch 
time, t − to. The black line and gray shaded area is for all UT (also shown in 
Figure 5c).

Figure 7. The left-hand column shows the Solar cycle variations in annual means (black lines) of: (a) the estimated 
magnetopause reconnection voltage, ΦD; (b) the SMU index; (c) the SML index; (d) the number of substorm onsets, No; and 
(e) the international sunspot number, R. In panels (a–d) the mauve lines show the linear regression fit of R to the parameter. 
The right-hand column gives the scatter plots of the annual means with R, the mauve line being the linear regression fit. In 
each case, the correlation coefficient r and the p-value of the null hypothesis that there is no correlation are given.
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increased above their overall means. Figure 7 plots the solar cycle variations in annual means for the data set 
used here (1985–2021) and although ΦD, SMU, and -SML are all correlated with sunspot number R as we would 
expect, surprisingly, the number of onsets per year, No is anticorrelated with more onsets occurring at sunspot 
minimum. (Note that SML not -SML is plotted in Figure 7 and that the anticorrelation for SML is weaker than the 
other correlations (larger p value of the null hypothesis) largely because of the anomalous year 2003 for which 
the mean SML was exceptionally low).

On the anticorrelation of No and sunspot number, its notable that (Tanskanen et al., 2011) found that full substorm 
cycles were most common in the declining phase of the solar cycle: hence their study gave a phase lag (relative to 
the sunspot cycle) of about π/2 for the number of full substorm cycles whereas the present study finds a phase lag 
of near π for the number of substorm onsets. Milan et al. (2021) show that “driven convection” events occur when 
the dayside reconnection voltage ΦD changes slowly enough for the nightside voltage ΦN to respond and so the 
two can become balanced for extended periods in which no substorm cycles and no onsets occur. These events are 
what were termed “steady convection events” by Lockwood et al. (2009) and McWilliams et al. (2008) showed 
that they are considerably more common at sunspot maximum than at sunspot minimum. This could therefore 
offer an explanation of the anti-correlation of No and sunspot number. However, this may also be convolved 
with the effect of high-speed solar wind streams that are more common in the declining and minimum phase of 
the cycle and have been observed to generate High-Intensity Long-Duration Continuous AE Activity intervals 
in which substorm-like features merge into an interval of continuous substorm-like activity (Milan et al., 2023; 
Tsurutani et  al.,  2011): this could give more onsets at these cycle phases, as defined by the FEA and N&G 
algorithms.

Figure 7 shows that the enhanced ΦD at the start of Figures 5 and 6 (over the overall mean value which is very 
close to the value for random selection of epoch times because the number of onsets is so high) is not due to 
the solar cycle variation in the numbers of onsets. Figure 8 looks at the origin of this by extending the interval 
covered by the superposed epoch study and including the plots for the random selection of epoch times (the green 
lines with pale green areas showing plus and minus one standard error; however, in most cases these are smaller 

Figure 8. Super-posed epoch plots like those in Figures 5 and 6, but for integration intervals Δt = 2 hr and covering epoch 
times (t − to) between −9 days and +9 days, where t is the observation time and to is the time of onset, for: (a) the SML index; 
(b) the SMU index; and (c) the estimated reconnection voltage, ΦD, lagged by a nominal propagation lag of δtp = 19 min from 
the nose of the bow shock. The black lines are the means for all data and gray areas are plus and minus one standard error 
in the means. The green lines are for randomly selected epoch times. In Panel (c), the red and blue lines are means of ΦD for 
onset UT between 15 and 16 hr (in red) and between 02 and 03 hr (in blue): the pink and pale blue shaded areas are plus and 
minus one standard error in the mean for these means.
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than the line width and not visible). In these plots the averaging interval was 
increased to Δt = 2 hr. Figure 8a shows that at epoch times well away from 
onset (t  −  to)  =  −9  days and (t  −  to)  =  +9  days, SML is very close to is 
overall mean and the randomly sampled value 〈SML〉r. Figure 8b shows the 
same is true for SMU, the average vale being found at (t − to) < −5 days and 
(t − to) > +2.5 days. The black line in Figure 8c shows that ΦD is the same 
as its randomly selected mean for (t − to) < −5 days and that the variation 
for 15–16 UT is not elevated above that for 02–03 UT for (t − to) < −6 days. 
Hence the UT variation in the voltage needed to cause an onset depends, to 
some degree, on a preconditioning (by prior magnetopause reconnection) of 
the substorm growth phase over an interval of about 6 days before the south-
ward turning that traditionally marks the start of the growth phase. The aver-
age effect of that preconditioning can be seen to increase considerably after 
(t − to) = −2.5 days. Magnetopause reconnection is likely to continue  after 
onset and only at (t − to) > 2 days does the mean value of ΦD fall back to 
is overall mean value. Hence substorm onsets tend to sit in intervals about 
4.5 days long in which ΦD is enhanced over the overall mean value.

The persistence in the plots in Figure 8 is surprisingly large. It we take the 
e-folding times to decay to e −1 times away from the peak of ΦD it is 0.99 days 
for going backwards with time before the peak and 0.42 days for after it. (For 
the 15–16 UT plot these e-folding times are 0.98 and 0.57 days, respectively, 
and for the 02–03 UT they are 1.11 and 0.46  days, and so very similar). 
Lockwood (2022) presented the autocorrelation functions for interplanetary 
parameters and for the various coupling functions derived from them. From 
these the correlation times (the e-folding times of the autocorrelation func-

tions) are: 0.63 days for the flow-transverse component of the IMF B⊥, 2.43 days for the solar wind speed, VSW; 
0.57 days for the solar wind mass density ρSW; and 0.07 days for the IMF orientation factor, sin 4(θ/2) (where θ is 
the IMF clock angle in GSM). The value for ΦD is 0.17 days. Hence the decays either side in the peak in Figure 8c 
are longer-lived than the autocorrelation time of the ΦD data series. However, Figure 8 is showing the average of a 
great many cases. If we look at the variations around individual onsets at high time resolution they show frequent 
falls to near-zero ΦD and then recoveries on typical variation timescale of about 0.05–0.1 days caused by the 
great variability in the IMF orientation factor. The greater persistence in the average of ΦD for many cases arises 
because the variability in the IMF orientation factor averages out to a near constant factor and we see the greater 
persistence of the other parameters that contribute to ΦD (in particular, the solar wind speed VSW). Hence it is the 
relative longevity of the more-geoeffective fast solar wind streams that give the great persistence in the averages 
shown by the superposed epoch plots for ΦD, SML, and SMU in Figure 8.

It is interesting to note that integrating ΦD over the interval between the apparent southward turning of the IMF 
(at (t − to) = −35 min, when mean values of ΦD start to rise sharply to the pre-onset peak) and (t − to) = 10 min, 
we find a total of 0.3 GWb of open flux is generated. If we look at the total opened over the preconditioning 
interval −4 days < (t − to) < −35 min, it is 9.3 GWb. Much of this open flux will be lost and Figure 8a shows that 
average -SML increases with the increasing ΦD over this interval, indicating enhanced open flux loss by enhanced 
nightside reconnection. However it is interesting how little open flux is, on average, generated in the growth phase 
and how much the occurrence of a substorm onset relies on open flux accumulated during the preconditioning 
phase. The growth phase adds the final flux that triggers onset, but the role of prior open flux and preconditioning 
appears to be very significant.

3.1. UT Variations in the Reconnection Voltage ΦD Prior to Onset

The black line in Figure 9 shows the variation of mean open flux generated in the interval 150 min before onset 
to 10 min after, ΔFgp, evaluated in bins of UT that are 1 hr wide. This is surrounded by a gray area that is plus 
and minus one standard error in these means. Because the variations of average ΦD with elapsed time (t − to) are 
very similar in form for all UTs (as in Figure 6), the results are insensitive to the interval of elapsed times that 
is adopted. Indeed, the same form is even seen if we take the integral over the whole preconditioning interval 

Figure 9. The variation of the open flux ΔFgp generated in the substorm 
growth phase, taken to be the interval between 150 min before onset and 
10 min after (using the nominal propagation lag of δtp = 19 min from the nose 
of the bow shock), which is the integral of ΦD over that interval. Values are 
shown as a function of Universal Time (UT) for 1-hr intervals of UT and with 
the mean for all UT, 〈ΔFgp〉, subtracted. The black lines are mean values from 
the data, with the gray area showing plus and minus one standard error in the 
mean. The mauve line is the model prediction (see Section 4 of text).
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of 4 days before onset, as discussed above; however, just as the total fluxes 
opened in that longer interval are roughly 30 times larger than in the hour 
before onset (as discussed in the previous section), so the amplitude of the UT 
variation is also 30 times larger.

This plot shows that there is a significant UT variation in the flux that is 
opened ahead of substorm onsets. The mauve line (with an estimated error 
shown by the pink area) is the predicted variation for pole motion effect. This 
uses a value of RX of 0.15 in both hemispheres and was derived in Section 4 
using the model used to predict the onset occurrence (see Figure  4a) and 
described in Section 2.1. The uncertainty of ±20% that is derived in Section 5 
from the numerical model predictions shown in Figure 1. It can be seen that 
this model prediction is not matching all the detail of the observed varia-
tion, but both the phase and the amplitude of the main component is well 
reproduced. Hence the UT variations in both the occurrence of onset and the 
integrated reconnection voltage needed to trigger a substorm can be predicted 
by the model based on the effect of pole motions.

4. Analysis of UT Variation of Flux Added in Substorm 
Growth Phase
Figure 10a gives the changes in the lobe fluxes (at X near zero) caused by the 
motions of the poles, ΔFlobe. This is the integral of the pole motion voltage ϕ 
with time. The colors and symbols are as used in Figure 3. Figure 10b is the 
variation of the lobe flux at X = −21 RE, 𝐴𝐴 Δ[𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 , obtained by multiplying 
the variations in Figure 10a by RX = 0.15. The justification for this factor is 
discussed in the next section. The black line is the average of the two which 
will be half the UT variation of the total lobe flux in the tail, 𝐴𝐴 Δ[𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 . The 
model assumes that it is this total flux that sets the probability of substorm 
onset occurring. To compensate for the UT variation in 𝐴𝐴 Δ[𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡]𝑋𝑋 and give 
the same probability of onset requires a UT variation in the total open flux 
produced by magnetopause reconnection which is given by the black line 
in Figure  10c. This is the same variation as the black line in Figure  10b, 
but inverted: it is the integral of the magnetopause reconnection voltage ΦD 
needed, which has been derived from the superposed epoch analysis of the 
data in Section 3.1. The uncertainty band shown by the gray area is for a 
±20% variation in RX which is derived in the next Section 5.

The variation shown in Figure 10c is reproduced in Figure 9 as the mauve 
line with the uncertainty plotted in pink. It can be seen that the model is 
reproducing main phase and amplitude of the variation in prior reconnected 
flux with UT. The amplitude depends on value of RX of 0.15 which agrees 

with the simple Monte-Carlo model of onset occurrence and which, in the next section, is found to be a reasonable 
value using the numerical simulations which gave Figure 1.

5. Numerical Modeling of the Magnetotail Response to Dipole Tilt
This section uses the results of a numerical, global, MHD model of the magnetosphere, shown in Figure 1, to 
gain some understanding of the factors RSX and RNX in Equation 8. The simulations are made using the BATS-
RUS global numerical model of the magnetosphere, specifically Space Weather Modeling Framework (SWMF) 
version v20140611 which deploys the Rice Convection Model. The runs were performed using NASA's Commu-
nity Coordinated Modeling Center (CCMC) (Tóth et al., 2005) and the simulation results are described in the data 
availability section and were those used by Lockwood, Owens, Barnard, Watt, et al. (2020).

The simulations used are for tilt angles δ of 0, 34° and −34°. (Note that the use of a geocentric dipole field means 
that the third simulation for δ = −34° gave identical results to δ = +34° but with the north and south hemispheres 

Figure 10. Variations giving the model prediction of the UT variation of 
flux opened during the growth phase, ΔFgp shown in Figure 9. (a) The flux 
added to the lobes by the pole motions, ΔFlobe, shown using the same colors 
and symbols as in Figure 3 (namely: red lines with red circle symbols are for 
the northern hemisphere polar cap, blue lines with blue square symbols are 
for the southern hemisphere polar cap and black lines with triangle symbols 
are for the global average of the two). This is the integral of ϕ with time for 
an average polar cap flux of FPC of 0.54 GWb (giving a polar cap diameter 
dPC of 3.73 × 10 6 m). (b) The variation in 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 , at a X coordinate of the 
tail reconnection site (X = −21 RE) (the same as inferred from the numerical 
simulation shown in Figure 1 and described below in Section 5). The value 
of RX is 0.15, also used to make the model predictions in Figure 4. (c). The 
variation in the integrated growth phase reconnection voltage needed to offset 
the variation in the average tail 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 caused by pole motions. This is an 
inversion of the black line in panel (b). The uncertainty band shown in gray is 
derived in Section 5.
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reversed). All three simulations were started (at simulation time ts = 0) with a large open flux of FPC = 0.85 GWb 
which decayed until near steady state was achieved shortly after ts = 90 min. The decay was greater for δ = ±34° 
than for δ = 0 largely because the dayside reconnection voltage ΦD was persistently lower for δ = ±34° and 
the nightside loss rate was high in both cases because FPC was high. At simulation time ts = 90 min, FPC was 
0.583 GWb for δ = 0 and 0.509 GWb for δ = ±34°, a ratio of 1.145. For this time, the numerical simulations give 
ΦD of 90.8 kV for δ = 0 and 78.3 kV for δ = ±34°. These voltages were computed from the MHD simulation 
results using a variant of the method described by Laitinen et al. (2006). Specifically, the magnetopause location 
was defined from the abrupt change in plasma β and field lines at grid points on either side of this boundary 
traced in both directions using the tracing derived by the model. Field lines are then classified as A. disconnected 
(interplanetary only), B. open and connected to the south pole ionosphere, C. open and connected to the north 
pole ionosphere or D. closed (both ends connected to the ionosphere). Points between category B and C field lines 
and between category A and D field lines were identified as close to the reconnection X-line which was defined as 
the average of the midpoints between the pairs of opposing categories. These locations were then connected using 
Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) interpolation of their X, Y, and Z GSE coordinates 
and the electric field variation along this X-line also derived by PCHIP interpolation of nearby grid point values. 
When integrated along the X-line, these interpolated electric field (reconnection rate) values yield an estimate of 
ΦD at that time.

The ratio of the reconnection voltages in the two cases was 1.160, similar to the ratio for FPC. To allow for the 
different reconnection rates and make comparisons, all open magnetic fluxes are adjusted so that the FPC is the 
average of the δ = 34° and δ = 0 cases (i.e., 0.546 GWb) which means multiplying the open flux for δ = 0 by 
0.937 and that for δ = ±34° by 1.073. We also apply these factors to the two parts that add up to the total open flux 
(Equation 4), FX and 𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 . The analysis was repeated without these flux normalization factors and the results 
for RX were very similar because their effects on the fluxes FX, ΔFPM, and FPC are very similar. As well as using 
the mean of the open flux for δ = 0 and δ = 34°, the value for each was employed and used to set an uncertainty 
on the RX values derived.

The input solar wind parameters in the simulations were held constant and were solar wind speed VSW = 400 km s −1, 
solar wind number density NSW = 3 × 10 6 m −3, mean ion mass mSW = 1.1 amu, IMF flow-transverse component 
Bt = 5 nT and an IMF clock angle in GSM θ = 180°. Note that the dayside reconnection voltages of 90.8 and 
74.3 kV generated by the model are both larger than we would expect from these input solar wind parameters 
using the empirical relationship by Lockwood and McWilliams (2021a) which gives 56.1 kV for ΦD but are more 
similar to the total polar cap voltage ΦPC from the same study (which includes the effect of nightside reconnection 
and any viscous-like voltage) of 69.6 kV.

Figure 1 gives an indication of how dipole tilt effects influence the magnetosphere but it is not the whole story 
as it only shows the (XZ) plane at Y = 0 and does not reveal the behavior closer to the dawn and dusk flanks. 
Figure 11 uses the same simulations to show how the total flux in the tail can be computed. It shows the magnetic 
field B in cross sections of the tail (YZ planes at various X) in which the minima in B clearly reveal the locations 
of the magnetopause currents and the cross tail current separating the lobes. (Both are also clearly identified from 
the simulated currents). The middle panel is for dipole tilt δ = 0 and the two lobes are symmetrical at all times 
and the cross-tail current lies at Z = 0 at all X and Y.

The left-hand panel shows that for dipole tilt angle δ = +34° the cross tail current sheet is warped, such that its 
displacement to positive Z seen at Y = 0 in parts a and c of Figure 1 is a maximum but this displacement in Z is close 
to zero at the dawn and dusk flank of the tail where it connects to the magnetopause currents. It can be seen that for 
δ = +34° the field in the southern lobe is considerably enhanced at all X compared to the δ = 0 case, whereas in the 
northern hemisphere it is decreased. Because this simulation is for an geocentric dipole field, the southern hemisphere 
for δ = +34° is identical to the northern hemisphere for δ = −34° (Lockwood, Owens, Barnard, Watt, et al., 2020).

For both values of δ, the field in the tail decreases with increasingly negative X. From the integral of the field 
threading the cross sections of the tail (the BX component) we obtain the magnetic flux in each lobe at each X, 

𝐴𝐴 [𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑋𝑋 . At X below about −20 RE there is no closed flux in the tail and so the decrease in this flux with increas-
ingly negative X is only because of open flux FX that threads the magnetopause sunward of the X in question.

From Equation 4 we can compute the flux threading the magnetopause sunward of X, FX and this is shown as a 
function of X in Figure 12a for the northern hemisphere for dipole tilt angles (positive for northern hemisphere 
tipped towards the Sun) of (red) δ = +34°, (green) δ = 0, and (blue) δ = −34°. This plot shows that the magnitude 
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of the effect on FX for a hemisphere tilted towards the Sun is somewhat smaller than for a tilt of the same magni-
tude away from the Sun. Hence the variation in the tail is not linear with δ.

From these variations we can compute the RX factors. By integration of the definition of RX with time, we 
have:

𝑅𝑅𝑋𝑋 = (𝑑𝑑𝑑𝑑𝑋𝑋∕𝑑𝑑𝑑𝑑)∕𝜙𝜙 = 𝑑𝑑𝑋𝑋∕∫ 𝜙𝜙𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑋𝑋∕𝑑𝑑𝑃𝑃𝑃𝑃 = Δ𝑑𝑑𝑋𝑋∕Δ𝑑𝑑𝑃𝑃𝑃𝑃 (9)

where in this case we consider the deviation from the δ = 0 case, 𝐴𝐴 Δ𝐹𝐹𝑋𝑋 = [𝐹𝐹𝑋𝑋]𝛿𝛿 − [𝐹𝐹𝑋𝑋]𝛿𝛿=0 . The corresponding flux 
ΔFPM is given by dPC.Bi.ΔX where ΔX is the difference in the X coordinate of the diameter of the polar cap for 
tilt angles of δ and of δ = 0. This yields |ΔFPM| of 0.585 GWb for the 34° change in δ. The red lines in Figure 12b 
gives the values of RX for tilting the polar cap sunward from δ = 0 to δ = +34° (or antisuward the other way) and 
the blue line the value of RX for tilting the polar cap sunward from δ = −34° to δ = 0 (or, again, antisuward the 
other way). The black line gives the average over a whole year of RX for the daily sunward/antisunward motion, 

𝐴𝐴 ⟨𝑅𝑅𝑋𝑋⟩1𝑦𝑦𝑦𝑦 . The derivation of this from the simulation results is explained by Figure 13.

Figure 13 is for the example X of −21 RE. The points in Figure 13a are the values of the flux threading the dayside 
magnetopause FX for δ = +34°, δ = 0, and δ = −34° at this X, as given in Figure 12a. The line is a second order 
polynomial fit to these points. This has been extended out to ±39°, which is the full range of possible δ values 
that the south pole can have. The vertical dashed lines mark the range of the annual variation due to Earth's orbital 
motion (±23.44°). For each value of δ between the dashed lines, the diurnal variation in δ is added and the diur-
nal change in FX (ΔFX) that it causes is then scaled from the polynomial fit in Figure 12a and the corresponding 
change in the pole motion flux FPM (ΔFPM) (the integral of ϕ calculated from Equation 1): ΔFX and ΔFPM are 
shown in Figures 12b and 12c, respectively, as a function of the daily mean δ, and the ratio of the two, (equal to 
RX by Equation 9), is shown in Figure 12d.

Figure 11. Cross-sections of the tail showing the field strength B in the GSM YZ plane from the simulations shown in 
Figure 1. From top to bottom the rows are for X of −10, −15, −20, and −25 RE. The left-hand column is for dipole tilt angle 
δ = +34°, the middle column is for δ = 0 and the right-hand column shows the difference between the two, ΔB.
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A total of 365 values of RX were computed for the daily average of δ of each day of the year and the mean taken 
to give the average value over a full year caused by the diurnal variation. The results show the means are the same 
for the two hemispheres and equal to 0.092. The analysis was re-run using the FPC of the δ = +34° simulation and 
then again using that for δ = 0 (rather than the mean of the two which is used in Figures 12 and 13). This yields 
an uncertainty range in the RX value of ±0.013.

The RX value of 0.092 is of the required order of magnitude but is smaller than the 0.15 used in Figure 9, and we 
need to look for potential missing factors of the ratio of the two, 1.6. There are a number of considerations that 
can, individually or collectively, explain this factor. The values of RX depend on how much recently opened flux 
is present and so the time history of ΦD is important: larger fluxes of more-recent opened field lines give a higher 
FX for a given FPM. The simulations are for near constant ΦD whereas in substorm growth phases ΦD has increased 
with time, giving a higher fraction FX/FPC. However, from the time variations of ΦD shown in Figure 5, this factor 
gives, at most, a rise by a factor of only about 1.05 in RX. A bigger factor is the value of the open flux FPC which 
is only 0.546 GWb in the simulations but Boakes et al. (2009) find is typically 0.75–0.9 at the time of onset. The 
value of FX is close to being proportional to FPC and, for a circular polar cap, ϕ (and hence FPM) is proportional to 

𝐴𝐴 𝐴𝐴 0.5

𝑃𝑃𝑃𝑃
 . Hence, by Equation 9, RX is proportional to 𝐴𝐴 𝐴𝐴 0.5

𝑃𝑃𝑃𝑃
 . This gives a factor of between 1.2 and 1.3. Another factor 

is the number density of the solar wind, NSW which controls the magnetosheath density at the dayside magnet-
opause, and hence the Alfvén speed with which newly opened field lines move over the dayside magnetopause 
away from the reconnection site. In the simulation, a low value was used (3 × 10 6 m 3) whereas the average value is 
roughly twice this. Increasing NSW by a factor of 2 would lower the Alfvén speed at the dayside  magnetopause by 
a factor of 2 0.5 = 1.4 and this would increase the FX for a given FPC and δ. This would therefore also increase the 
RX. Lastly, the value of RX = 0.092 is derived from the simulations for the reconnection X-line position in those 
simulations at the steady state achieved at simulation time ts = 90 min. As shown in Figure 1, this is at X = −21RE. 
It is highly probable that the X-line at substorm onset forms closer to the Earth than this and Figure 12 shows that 
the simulations give RX = 0.11 at X = −15 RE and RX = 0.12 at X = −13 RE.

These considerations mean that the simulations can only be used as an order of magnitude guide but we can 
conclude that they give RX values that are reasonably consistent with the empirically derived value of 0.15, 
particularly if we take all the factors that are likely to increase the value of RX into account.

Figure 12. (a) Variation of the fluxes threading the dayside magnetopause FX with X for a fixed polar cap flux FPC of 
0.546 GWb: red, green, and blue are for dipole tilt angles (positive for northern hemisphere tipped toward the Sun) of 
δ = +34°, δ = 0, and δ = −34°. The X of the tail reconnection site (−21 RE) is shown by the vertical dashed line. (b) The 
values of RX derived from panel (a) for (red) δ = +34° and (blue) δ = −34°. The black line is the annual mean of the RX 
values that are due to diurnal motions, 𝐴𝐴 ⟨𝑅𝑅𝑋𝑋⟩1𝑦𝑦𝑦𝑦 , the derivation of which is explained in Figure 13.
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6. Discussion and Conclusions
This paper has studied systematic UT variations in magnetospheric substorms, using a simple Monte-Carlo model 
and 1-min observations taken over a 34-year interval. In addition, a global numerical MHD model has been used 
to show that simulated tilt-induced changes in tail lobe flux at the tail reconnection site are of the magnitude 
expected for this effect. Note that the MHD model used cannot reproduce the net pole-motion effect directly 
because it uses a geocentric rather than an eccentric dipole model of the geomagnetic field. All reveal an effect 
consistent with the effect of diurnal motions of the magnetic poles in a geocentric-solar frame of reference caused 
by Earth's rotation and the eccentric dipole nature of the intrinsic geomagnetic field.

The analysis has focused on the effect of dipole tilt on the tail flux as an explanation of UT effects but we should 
also remember that the num,erical simulations give a dayside reconnection voltage ΦD that is 16% higher (92 kV) 
for δ = 0 than for δ = ±34° (78 kV). As discussed in Section 1.6 such a variation in ΦD with δ has been invoked 
as the origin of the equinoctial pattern and we need to be clear what this means for average variations with UT. 
By Maxwell's equation 𝐴𝐴 ∇.�⃗�𝐵 = 0 , ΦD must be the same for both hemispheres (as must ΦN) but note that transpolar 
voltages ΦPC can differ in the two polar caps because of induction effects associated with field changes in the 
magnetosphere and magnetosheath. For simplicity of explanation, we here consider a geocentric dipole (epoch 
2003) and the fact that ΦD must be the same for the two hemispheres means that the variation of ΦD with δ must 
be symmetrical about zero, such that the value for a given tilt δ is the same as that for −δ. The left hand column 
in Figure 14 shows four model variations of ΦD with δ that meet this condition. In row (A) there is a minimum 
in ΦD at δ = 0. The right hand panel shows the F-UT pattern of ΦD (F being the fraction of a calendar year) that 

Figure 13. The derivation of the annual mean of the RX values due to diurnal motions, 𝐴𝐴 ⟨𝑅𝑅𝑋𝑋⟩1𝑦𝑦𝑦𝑦 (the black line in Figure 12b) 
shown here for the example X of −21 RE. The points in panel (a) are the values of the fluxes threading the dayside 
magnetopause FX for δ = +34°, δ = 0, and δ = −34°, as given in Figure 12a and the line is a second order polynomial fit to 
these points. The plot covers the full potential range of δ (for the southern pole) and the vertical dashed lines mark the range 
of the annual variation due to Earth's orbital motion. For each value of δ in this range the maximum and minimum δ due to 
the diurnal variation is considered and the change that the diurnal motions cause in FX, ΔFX is scaled from the polynomial fit 
in panel (a) and shown in panel (b) as a function of the daily mean of δ. The corresponding change in the pole motion flux 
caused by the diurnal motion in the polar cap (the integral of ϕ) is calculated from Equation 1, ΔFPM, and shown in panel (c). 
Panel (d) gives RX = ΔFX/ΔFPM. The mean value over a whole year for both hemispheres is 0.092. An uncertainty is derived 
using the open flux for each of the two runs, rather than the mean of the two. This yields an uncertainty in the change that the 
diurnal motions cause in RX of ±0.013.
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this generates. Averaging over all 365 days of a year at a given UT yields the means 𝐴𝐴 ⟨Φ𝐷𝐷⟩𝐹𝐹 shown as a function 
of UT in the middle panel the middle panel. The F-UT pattern is an “inverse equinoctial” pattern: inverse because 
the contours of low |δ| give minima. The variation with UT shows a semi-diurnal form with minima near 11 and 
23 UT.

Row (B) shows the case for a maximum in ΦD at δ = 0. This is the case that was revealed by the numerical simu-
lations discussed in Section 5 and, indeed, the variation has been scaled to the values obtained in that section for 
|δ| = 0 and |δ| = ±34°. This does give the equinoctial pattern, with low |δ| giving maxima, as seen for geomagnetic 
activity. The UT variation again has a semi-diurnal form, but this time it is maxima at 11 hr UT and 23 hr UT.

Row (C) shows what happens when the peak ΦD is at an intermediate δ (here ±17.5°). The F-UT pattern is like 
an equinoctial form but is more complex, having a deep minimum embedded within the bands of the maximum 
ΦD. The UT variation is, however, the same in form as for (B).

The global numerical simulations by Eggington et al. (2020) are of great relevance to the present study. These 
authors increase the tilt angle up to the extreme limit of 90° but we here consider only the range 0°–34° applicable 
to the Earth. Figure 7a of that paper shows that the simulated magnetopause reconnection voltage ΦD increases 
with increased tilt angle between about 0 and 10° but thereafter decreases. Figure S2 of the Supporting Informa-
tion file accompanying the paper by Eggington et al. (2020) shows that the open flux decreases with increased 
tilt angle. This means that the change in the tail reconnection voltage ΦN is not the same as that in ΦD and the  tail 
voltage is independently influenced by the tilt angle, as is inferred in the present paper. The imbalance of ΦN 
and ΦD means that the magnetosphere-ionosphere system is not in steady state (Cowley & Lockwood, 1992), 
something that can also be seen in their Figure 7b which shows unequal voltages across the northern and southern 
ionospheric polar caps.

Figure 14. Analysis of the effects of various variations of the magnetopause reconnection voltage, ΦD, with the tilt angle 
δ. The left-hand column gives the variation of ΦD with δ. The right-have column gives the resulting F-UT pattern of ΦD 
(where F is the fraction of a calendar year). The middle column gives ΦD averaged over a year (x-axis) as a function of UT 
(y-axis). The input variations are all scaled between a maximum of 92 kV and a minimum of 78 kV to match the results of the 
numerical MHD simulations shown in Figures 1, 11, and 12 and a geocentric dipole is used for simplicity. The top row (a) is 
for a minimum ΦD at δ = 0; row (b) is for a maximum at δ = 0 (the variation consistent with the numerical simulation results) 
row (c) is for a maxima at |δ| = 17.5° and row (d) is the variation from the numerical simulations by Eggington et al. (2020) 
(scaled to the same minimum-to-maximum range as the other panels).
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Row (D) shows the results for the variation of ΦD with δ from the simulation results of Eggington et al. (2020). 
These have been scaled up to the same range as the other variations in the figure. At first sight we would expect 
the results to be similar to those in row (C) for peak ΦD at intermediate δ and indeed, the F-UT plot has similar-
ities but the features are much narrower and sharper. This has a major effect when we average over all F and no 
consistent variation of 𝐴𝐴 ⟨Φ𝐷𝐷⟩𝐹𝐹 with UT is seen. However, it should be noted that the simulations by Eggington 
et al. (2020) show considerable rapid time variation in ΦD which the authors smooth by taking 5-min averages 
with the variation indicated by error bars. This variability may have influenced the ΦD variation with δ that is 
here taken from the smoothed averages and hence differences between row (D) and row (C) of Figure 14 may not 
be significant. Indeed the decrease in ΦD at δ below 10° may not be significant considering this numerical noise 
in which case the difference between rows (D) and (B) are not significant. In this case the study by Eggington 
et al. (2020) can be considered to give a dipole tilt dependence that could, potentially, explain the equinoctial 
pattern through the modulation of the magnetopause reconnection voltage, ΦD. However, as discussed earlier, a 
key point about these simulations is that the open flux decreases with tilt angle meaning that the reconnection 
voltage in the cross tail current sheet ΦN decreases by more than the decrease in ΦD. This points to a second, 
larger and independent mechanism decreasing ΦN with increased tilt angle and explaining the equinoctial pattern. 
This is consistent with the findings of empirical studies (Finch et al., 2008; Lockwood, Owens, Barnard, Haines, 
et al., 2020; Lockwood, Owens, Barnard, Watt, et al., 2020) and numerical modeling studies presented here and 
by Lockwood, Owens, Barnard, Watt, et al. (2020).

Figure 14 shows that variations of ΦD with δ can give an equinoctial pattern but the diurnal variation seen when 
data for a given UT are averaged over all F gives two peaks a day. These are at 10.8 hr UT and 22.8 hr UT for a 
geocentric dipole and at 9.0 hr UT and 21.0 hr UT for an eccentric dipole (times for 2003). Figure 9 shows the 
dominant variation is diurnal and not semidiurnal which eliminates variations in the magnetopause reconnection 
rate as the cause. That being said, the deviations from a pure sinusoidal form in Figure 9 might well be explained 
by a semi-diurnal oscillation in ΦD, but that would be a considerably smaller amplitude modulation than the 
dominant diurnal one shown.

Another reason why we can discount the effects of modulation of ΦD by δ for the effects studied here comes from 
the superposed epoch plots shown on Figure 8c. If the difference between the variations at a given UT were due to 
semi-diurnal variations in ΦD, we would expect the superposed epoch variations to show oscillations in ΦD with 
a 1-day period. These are not seen, but can be seen in the plots for SML and SMU (Figures 8a and 8b), which we 
would expect because of conductivity effects. We do note, however, that tilt angle effects on ΦD could give the 
equinoctial pattern, but the evidence points to a larger tilt angle effect on the nightside reconnection voltage ΦN, 
be it through enhanced instability in the tail to substorm onset, that is, through lowering the tail flux threshold 
needed for onset to occur—as proposed by Kivelson and Hughes (1990), or through the effect of dipole tilt on the 
tail field, as modeled by Lockwood, Owens, Barnard, Watt, et al. (2020).

On the other hand, the paper has shown that the UT variations are consistent with the diurnal pole motions of an 
eccentric dipole. Using a simple Monte-Carlo model based on the idea that the probability of onset is raised by the 
total magnetic flux in both lobes in the near-Earth tail, we can model the observed UT variation in the number of 
onsets (Figure 4) except the model as yet has no way of including recurrent substorms due to persistent southward 
IMF and instead re-starts each growth phase at a random time.

This idea (of the probability of substorm onset being raised by the tail lobe field which is modulated by the dipole 
tilt) is supported by the superposed epoch studies. These clearly show larger magnetopause reconnection volt-
ages are required for onsets at some UTs than at others. Figure 8 shows that the average behavior is that after a 
substorm onset the reconnection voltage has fallen back to it average value in about 2 days. However, before onset 
a considerably longer period of enhanced opening of magnetospheric flux is required. The plots (Figures 5 and 8) 
reveal a rise in ΦD, on average, of order 30 min ahead on an onset. This is consistent with the southward turning 
that traditionally starts substorm growth phases. However there seems to be two levels of preconditioning before 
this. The first is an average rise in ΦD in the 100 min prior to the southward turning. The second is a precondi tion-
ing from overall average levels that increases over the prior 6 days. Analysis of solar cycles shows, somewhat 
surprisingly, substorm onsets are more common at sunspot minimum and hence this cannot be attributed to the 
variation of average solar wind conditions with the sunspot cycle.

A theory that allows us to accommodate the effect of pole motions and an eccentric dipole into magnetospheric 
dynamics has been presented. In relation to substorm growth phase termination and onsets, the major unknown 
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is the extent to which dipole tilts influence the tail and X coordinates that influence onset. This has been allowed 
for in the present paper with the factor RX, which is the ratio of the change in tail lobe flux at the X coordinate 
of the tail reconnection site to the change in total open flux in that lobe (Equations 5 and 6). The Monte-Carlo 
model of onsets requires RX ≈ 0.15, a value that is shown here to agree well with the UT variation found from the 
superposed epoch studies. A test of this value using a numerical MHD model of the magnetosphere is shown to 
result in a value near 0.10. However, there are a number of factors that could be invoked to increase this number 
and make it consistent with the 0.15 value. The present paper does no more than establish that the numerical 
model simulations show an effect that gives the required diurnal variation with the correct phase, but the ampli-
tude is smaller than needed to fit the observations by a factor of about a third. Further work is needed to establish 
if indeed RX = 0.15 is the correct value.

Data Availability Statement
The data used in this study are all openly available. The interplanetary data are available from the Physics Data 
Facility (SPDF) at NASA's Goddard Space Flight Center as the Omni composite from https://omniweb.gsfc.
nasa.gov/ow_min.html. The SuperMAG SML and SMU indices and the substorm onset lists are available from 
the SuperMAG project website at the Johns Hopkins University Applied Physics Laboratory at http://supermag.
jhuapl.edu/indices/. The numerical MHD model results are available from NASA's Community Coordinated 
Modeling Center (CCMC) and the simulation results are available from https://ccmc.gsfc.nasa.gov. The results 
are from the BATSRUS global numerical model of the magnetosphere, specifically Space Weather Modeling 
Framework (SWMF) version v20140611 which deploys the Rice Convection Model. The runs employed are 
labeled HenryZhou0406161, HenryZhou0406162, HenryZhou0406163).
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