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Explainable AI for Human-Centric Ethical IoT 

Systems 
 

Nancy Ambritta P., Parikshit N. Mahalle, Senior Member, IEEE, Rajkumar V. Patil, Nilanjan Dey, Senior Member, 

IEEE, Rubén González Crespo, Senior Member, IEEE, and R. Simon Sherratt, Fellow, IEEE

Abstract—The current era witnesses the notable transition of 

the society from an information centric to a human-centric one 

aiming at striking a balance between economical advancements 

and upholding societal and fundamental needs of humanity. It is 

undeniable that Internet of Things (IoT) and Artificial Intelligence 

(AI) are the key players in realizing the human-centric society. 

However, for society, and individuals to benefit from the advanced 

technology, it important to gain the trust of the human users by 

guaranteeing the inclusion of ethical aspects such as safety, 

privacy, non-discrimination, and legality of the system. 

Incorporating Explainable AI (XAI) into the system to establish 

explainability and transparency supports the development of trust 

amongst the stakeholders including the developers of the system. 

This paper proposes a framework for a human centric IoT system 

with Explainable AI that provides explanations for a particular 

decision by the AI model. Further, we incorporate mechanisms to 

improve the system from providing mere explanations to 

decisions, into systems that are interpretable, context adequate, 

and actionable.  The XAI framework will consider all possible 

future events with quantifiable values assigned to features and 

outcomes, enabling the users to undertake well informed decisions. 

 
Index Terms—Explainable AI (XAI), Ethical AI, Trustworthy 

AI, privacy, security, human-centric AI, contextual AI, actionable 

AI, interpretability, Society 5.0. 

I. INTRODUCTION 

HE Internet of Things (IoT) across various application 

domains uses Artificial Intelligence (AI) techniques for 

various activities, including automated decision 

making, learning from user actions, tracking, tracing user 

activity, and event notification. While most of the AI techniques 

are promising in terms of performance and accuracy, the 

understandability of these models and their outcomes is a recent 

point of concern with the new laws being introduced that 

uphold the fundamental rights of the users. Applications in non-

critical domains such as agriculture, hospitality etc., use AI 

algorithms to learn from sensor inputs and propose actions 

directed towards attaining the target features. In such cases, the 

human users depend upon the system’s decisions to carry out 
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tasks without understanding the reason behind the decision or 

outcome. The users eventually begin to trust the system with a 

tolerance to the minimal error percentage that may occur. 

However, in critical application domains such as healthcare, 

traffic safety etc., a collaboration between the machine and the 

human users is required. Inclusion of human users in the system 

mandates addressing important ethical aspects pertaining to the 

fundamental rights of humans. Albeit a lot of debate exists on 

the ways to express ethical AI. The question is whether it can 

be called AI ethics, responsible AI, or trustworthy AI. 

Trustworthy AI may fit more appropriately. We want people to 

understand and trust the AI technology that it is well built, and 

it does what it is meant to do. 

Globally, there is not one way to look at and explain ethics, 

as different cultures, societies, and beliefs come into existence. 

However, everybody understands what trust is and how we 

build that will be the crux of the ethics that we deal with. 

Understanding the stakeholders and government structure in 

key regions is important in developing the trustworthy AI. The 

four pillars that are the primary elements for a trustworthy AI 

are privacy, safety & security, non-discrimination & 

elimination of bias, explainability, and transparency [1]. The 

need for the four pillars is because, if we are speaking about 

trust then we need to comply with certain regulations. Although 

a lot of research has been undertaken in the fields of privacy 

and safety and security, the two pillars that are newer and need 

understanding are the fields of non-discrimination and bias, and 

explainability. Explainability involves two aspects. First, is to 

whom we are trying to explain and the next is what we are 

trying to explain. Our focus in this research is to address the 

explainability and interpretability issues in human centric IoT 

systems in addition to the privacy and security aspects. This 

requires the AI system to present the reasons towards taking up 

a particular course of action to the humans in an understandable 

form, thereby upholding the ethical values.  Fig 1 shows a 

typical IoT system with AI framework in a human-centric 

society. The IoT sensors that collect data from the surroundings, 
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and the software applications that are built for a particular IoT 

application to facilitate interaction and operation shown in Fig. 

1 are typical in any IoT application. They are connected over 

the Internet over which resourceful operations such as AI 

processing of data and analysis, storage, computation, and 

communication occur. Human users interact with each of these 

layers based upon the level of access, purpose, and usage such 

as the developers, end users, system admins and the technical 

support team as presented in Fig. 1. 

 

 
Fig. 1. A typical IoT system with AI framework in a human-

centric society. 

 

This paper proposes a human inclusive Explainable AI (XAI) 

framework for IoT that supports informed and transparent 

decision making to the end users in critical applications. The 

framework proposes to consider all possible outcomes upon the 

choice of a particular course of action thereby making the 

system actionable. The changes or improvement in outcomes 

can be assessed by the end users by toggling between selected 

features involved in the decision-making process thereby 

making the system interpretable. Furthermore, solutions to 

presenting explanations pertaining compliance to privacy and 

security aspects have been addressed in the proposed 

framework. An attack model based on the study of possible 

attacks to the system is also presented in the paper. 

The rest of the paper is organized as the follows. We present 

and discuss the challenges in realizing a trustworthy human 

centric ethical IoT system in section II. Here we highlight the 

various possible security attacks possible in an IoT system 

followed by presenting an attack model based on the discussion. 

Various mitigation techniques are discussed which helps in 

identifying a suitable technique for our proposed system. In this 

view emphasis has been made on the intrusion detection 

mechanisms from existing literature. In section III we discuss 

the application of XAI in various autonomous decision making 

IoT applications that emphasize the inclusion of human users. 

The literature presented in this section elaborates on use of XAI 

in providing explanations to various intrusions detected in the 

system. In section IV we discuss the various factors that make 

explainability in a human centric IoT system to be a difficult 

yet not an impossible task. This will shed light on the aspects 

that must be considered while introducing explainability into 

the IoT system. In section V we present our proposed 

architecture that uses two XAI frameworks, one to explain the 

detected intrusion in the system which will also include features 

of actionability and interpretability, and the other to explain the 

incorporation of data protection rules in the system which will 

improve the trustworthiness of the system amongst the 

stakeholders. Section VI presents our conclusions and potential 

further work. 

II. CHALLENGES IN TRUSTWORTHY HUMAN-CENTRIC ETHICAL 

IOT SYSTEMS 

The major ethical aspect to be considered in Society 5.0, 

human in the loop model, is to ensure that the system is 

trustworthy. Trustworthiness of a system depends upon the 

system’s ability to ensure confidentiality, integrity, availability, 

and accountability. Although, various systems claim to ensure 

all the above criteria, it is important to involve the stakeholders 

in the process and make the system more transparent and 

interpretable. This section discusses the various cyber threats in 

the cyber physical systems that are also possible in medical 

cyber physical systems, leading to disruption in services and 

malfunctioning. Attacks to the system happen by exploiting the 

vulnerabilities in the system that exists in the two spaces (cyber 

space and physical space) of the IoT system. Attackers either 

breach the privacy or try to directly influence the system and 

compromise the functioning. The common sources or entry 

points for the attackers are through communication links, 

software, platform/hardware, and users in general. 

A. Vulnerabilities 

Vulnerabilities in IoT systems occur due to the following 

reasons, namely, weak identity management and access control, 

lack of security policies by design, platform vulnerabilities, 

network, or communication link vulnerabilities. The weak 

identity and access management leads to many insider attacks 

in the system who may leak sensitive information to 

unauthorized users and access/tamper sensitive devices causing 

damage to the end users. Insider attacks affect all the security 

aspects such as confidentiality, integrity, and availability [2]. 

The confidentiality of the system is compromised due to weak 

encryption of data in transit thereby enabling attacks to 

eavesdrop over the communication link and tamper/steal 

information [2]. Vulnerabilities in the software enable the 

attacks to affect the integrity of the system by performing 

memory related attacks such as buffer overflow attack and 

malware injection to modify the critical decision variables and 

sensor information [3]. False data packet injection and replay 

attacks affect the integrity of the system by modifying the 

information or injecting new fabricated information [4]. The 

physical layer/platform/hardware is also prone to attacks such 

as sensor data spoofing and tampering of configurations 

affecting the security of the system [5]. DoS attacks are major 

contributors affecting the availability of the system. Attacks 
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such as traffic jamming affects normal and relevant 

communication by creating interference and collision of 

requests over the communication link. Broadcasting spoofed 

network packets, causing an overflow of the buffer memory and 

corruption of data or modification of physical configurations of 

devices also affect the availability of the system. Other 

vulnerabilities in the system include weak personal data 

management, increased heterogeneity and connectivity and lack 

of security policies by design. With the above discussed 

vulnerabilities, we can now list down the possible attacks on the 

system and further model the attacks. Table I presents various 

vulnerabilities and the associates attacks that affect the system’s 

confidentiality, integrity, availability, and accountability of the 

system. A pictorial representation of the various vulnerabilities 

and attacks that affect the confidentiality, integrity, and 

availability of the IoT system is also shown in Fig. 2. 

B. Attack Modelling 

Fig. 3 shows the attack model in a human centric IoT system. 

The attacks labelled 1-7 in Fig. 3 are discussed below with 

reference to the attacks discussed in Fig 2. 

 

TABLE I 

VULNERABILITIES AND ATTACKS IN AN IOT SYSTEM 
 

Vulnerabilities 

Attacks 

Confidentiality Integrity Availability 

Weak identity 

and access 

control 

1) Insider Leak  
2) Inadvertent leak 

7) Insider 

tampering 

11) Insider 

manipulation  

Platform 3) Hardware 

hacking 

8) Sensor 

spoofing 

12) 

Configuration 

modification 

Network and 

communication 

link 

4) Eavesdropping  9) Packet 

injection 
10) Replay 

attack 

13) Jamming 

14) Flooding 

Software 5) Malware 

6) Buffer overflow 
 

Malware, 
Buffer 

overflow 

Malware, 

Buffer  
overflow 

 

 

 
Fig. 2. Vulnerabilities and Attacks in the IoT system. 

 

 
Fig. 3. Attack modelling. 

 

1) Spoofing 

Spoofing refers to the attack where a suspicious agent 

portrays to be a legitimate entity by stealing the identity of a 

legitimate user and attempts to gain sensitive information from 

users with an intent to cause damage. Spoofing occurs in a 

variety of forms and a few of them are sensor spoofing, packet 

injection, eavesdropping and replay attacks that also affects the 

integrity of the system. 

2) Phishing 

Phishing is an attack on the system wherein an attacker lures 

the users into sharing sensitive information by means of social 

engineering. Malware, packet injection and replay attacks are 

forms of phishing attacks on the system. 

3) Tampering 

Tampering is an attack on the system that targets application 

parameters, manipulates data or information in transit thereby 

affecting the integrity of the system. Attacks such as insider 

tampering, insider manipulation, packet injection, replay attack 

and malwares are a few forms of tampering attacks. 

4) Repudiation 

Repudiation attacks are performed with the goal of making a 

suspicious activity untraceable or claiming that a 

communication or exchange of data never happened. Improper 

tracking or log maintenance, poor identity and access control 

techniques leads to repudiation attacks such as the replay attack, 

packet injection, insider tampering, insider manipulation, 

configuration manipulation and hardware hacking. 

5) Information disclosure 

Information disclosure generally affects the confidentiality 

of the system. It is the inability of an application to secure 

sensitive data that is not meant to be exposed to users without 

proper access. Exposure of vulnerabilities in the system is also 

a form of information disclosure that would enable the attacks 

to exploit and gain access to the system. Insider leak, 

Inadvertent leak, hardware hacking, eavesdropping, malware 

and buffer overflow are a few attacks that contribute to 

information disclosure. 
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6) Denial of Service (DoS) 

DoS attacks are performed to hamper the normal activities of 

the system thereby affecting its availability. Jamming, flooding, 

malware, and buffer overflow are few forms of the DoS attacks. 

7) Privilege Elevation 

Privilege Elevation leads to unintended attacks on the system 

by providing unauthorized access to external as well as internal 

users paving way for attacks such as insider leak, insider 

tampering, insider manipulation, hardware hacking and 

platform configuration manipulation. To counter this proper 

identity and access management schemes should be in place. 

C. Mitigation Techniques 

The known methods in securing the medical cyber physical 

systems fall under the three broad categories namely, the 

intrusion detection mechanism, cryptographic methods, and 

system hardening.  

Cryptographic measures refer to the usage of encryption 

techniques to protect the communication channels and the 

messages in transit from unintended access and manipulation. 

However, the traditional cryptographic measures are not 

suitable for the human centric IoT system as the computations 

require high energy and resources which are limited in the IoT 

devices. The problem of overhead has been addressed through 

alternate approaches such as compression techniques used 

before applying encryption and light weight cryptographic 

techniques as proposed by Masud et al. [6]. Similarly, Ullah et 

al. [7] proposed a lightweight scheme to ensure confidentiality 

and authentication by combining the encryption and digital 

signature methods in a single step process. Shamshad et al. [8], 

proposed a lightweight key establishment protocol to secure a 

patient’s physiological datum. Hahn et al. [9] proposed an 

effective countermeasure for securing the resource-limited 

mobile healthcare systems while still providing effective access 

control and delegation mechanisms. Xu et al. [10] proposed a 

blockchain based trustworthy edge caching scheme to improve 

the Quality of experience for mobile users.  

System hardening refers to the measures taken to combat the 

attacks that occur in the IoT system due to interfacing with 

external devices, software, and execution environments. By 

utilizing the hardware security models such as Intel’s TrustLite 

[11] and TrustZone ARM, applications that are very critical and 

require more security can be isolated from untrusted OS. Liu et 

al. [12] proposed a trust detection based secured routing 

(TDSR) scheme that provides a secured route to carry data 

packets from source nodes to data centers. The problem that 

arises due to the heterogeneity of the connected devices from 

various networks can be handled by inter-authentication of 

devices. Renuka et al. [13] proposed a secure password-based 

authentication scheme that facilitates participating entities in a 

M2M network to mutually authenticate each other to share data 

securely with the help of a shared session key. Shepherd et al. 

[14] presented an analysis of various trusted computing 

technologies in the CPS domain such as the Trusted Platform 

Module (TPM), Secure Elements (SE), Hypervisors and 

Virtualization, Intel TXT, Trusted Execution Environments 

(TEE) and Encrypted Execution Environments. 

Intrusion detection includes monitoring the IoT system at 

runtime for any suspicious activity. The intrusion detection 

mechanisms generally fall under two broad categories namely 

the data centric approaches and specification centric 

approaches. In the data centric approach, the measurements 

collected from the physical devices help in detection of 

intrusions. The anomaly-based intrusion detection and 

device/network fingerprint mechanisms are examples of the 

data centric detection approaches can be seen in Keshk et al. 

[15] and Zhou et al. [16]. Although the data centric methods 

make it easy to apply machine learning techniques to the cyber 

and physical domains irrespective of the characteristics of the 

CPS, neglecting the domain specific details of the CPS is 

critical in analyzing the impact of the attacks.  

The specification centric approach makes use of already 

established standards, rules, and specifications of the specific 

CPS models to detect anomalies and inconsistencies. However, 

designing specification centric detection mechanisms is often a 

challenging task, since revealing the design documents to third 

party security monitoring bodies could affect the business and 

incur loss. Mitchell and Chen [17] proposed a mechanism to 

transform the behavior of a physical device being monitored 

into a state machine against which the behavior can be verified 

to detect any deviations. Mowla et al. [18] proposed a 

lightweight classification algorithm that runs locally on the 

device, thereby preserving the privacy of the data and reducing 

the overhead on the communication channel. A hybrid detection 

method that includes the advantages of both the data centric and 

specification centric detection mechanisms are widely used 

across the CPS domains. Fauri et al. [19] demonstrated that the 

combined hybrid method of leveraging the 

measurements/characteristics collected from the cyber domain 

for anomaly detection paired with the mathematical models of 

the physical devices (state machines etc.), can effectively detect 

the attacks to the system. As discussed earlier, most of the 

attacks to an IoT system occur in the cyber domain that cause 

disruptions to the physical layer leading to physical device 

malfunction, threat to safety of patients, financial loss and 

hampering the observability of the physical devices [20]. For an 

IoT system, the aspect/feature that is critical in designing the 

detection methods is the cyber and physical domain 

characteristics of the involved robots and devices. Timely 

detection of attacks in the cyber layer is very important before 

the effects are applied to the physical devices. The hybrid 

detection approach is found to be handy in such cases wherein 

a dynamic behavioral model of the physical devices/ actuators 

to measure the effects of the control commands before the 

actual application and an anomaly detection module for 

continued monitoring of measurements in the cyber domain 

[21]. 

III. USING XAI TO EXPLAIN INTRUSIONS 

While many machine learning and deep learning models help in 

effectively detecting intrusion in cyber physical systems, the 

transparency and interpretability of the models is still a question to 

be addressed considering the emerging human-in-the-loop society, 
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i.e., society 5.0. Involving the stakeholders in the process via XAI 

provides avenue for improvement of the model and gaining trust 

amongst the users. Table II shows a summary of the literature that 

uses XAI methodologies to address the security and efficiency 

problems in various domains. Zebin et al. [22] addressed the issue 

that exists in the DNS over HTTPS (DoH) protocol wherein the 

network administrators are incapable of identifying malicious 

network traffic generated by malware and suspicious tools. The 

authors have developed a novel machine learning framework using 

the random forest algorithm to identify and classify the DNS over 

HTTPS attacks. Also, XAI has been utilized to highlight the 

features that contributed towards the classification thereby making 

the results transparent and explainable. Hwang and Lee [23] 

proposed a mechanism using XAI to visually display the sensors 

that are behaving abnormally when an intrusion happens to reduce 

the overhead of multiple checks in the event of a false alarm. 

Moraliyage et al. [24] proposed a novel multimodal classification 

approach for deep learning algorithms, that enable the 

identification and classification of the onion services in the dark 

web. The anonymity of the services and the complexity of the 

Tor’s HS protocol upon which the dark web operates makes it 

difficult for the cyber threat intelligence software to identify these 

services with criminal intent. Here, the authors have used XAI 

technology to classify and contextualize the features of these onion 

services. Suryotrisongko et al. [25] proposed a mechanism to 

identify and classify the DGA-based botnets based upon statistical 

features, using the random forest AI algorithm. XAI technologies 

along with the Open-source intelligence (OSINT) has been utilized 

to improve the model’s explain ability of the output thereby 

improving the trustworthiness of the model. Li et al. [26] proposed 

a mechanism for the detection of Advanced Persistent Threats 

(APT) at the resource constrained edge devices using XAI and 

CTI. The defense mechanisms and resource allocation at the edge 

devices is designed and governed by the explanations and 

guidelines provided by the proposed mechanism. Mane and Rao 

[27] demonstrated the intrusion detection mechanism on the NSL 

KDD Dataset that contains normal and attack data. A Deep neural 

network has been used to detect the attack and XAI has been 

applied to explain the prediction based upon features at every stage 

of the machine learning pipeline. Table II shows a consolidated 

view of the various applications of XAI in the existing literature.  

IV. EXPLAINABILITY ISSUES IN HUMAN CENTRIC IOT SYSTEMS 

Although XAI has been effectively used in a wide range of 

domains, the automated decision-making process in critical 

application domains, such as banking, healthcare etc., raise 

concerns in upholding the fundamental rights of users. 

A. Legal Requirements: Expanding XAI to Interpretable and 

Actionable AI 

The legal requirement in critical automated decision-making 

process emphasizes the involvement of human users. Enabling 

them to assess the decision process, express their point of view 

and contest the decision if required is an important provision 

mention in GDPR. Ensuring the compliance to the data 

protection rules and regulation laid down by specific 

government organizations is of prime importance in critical 

automated decision-making applications. Hamon et al. [28] 

explained the necessity to incorporate explainability in the 

system to explain the compliance to rules and regulations 

thereby implementing trustworthiness in the critical automated 

decision-making systems by design. Furthermore, they 

emphasized the fact that although mechanisms to document and 

audit the logic of the underlying algorithm involved in decision 

making are in place, the increased complexity of the AI based 

algorithms makes it difficult to present the outcomes in an 

understandable format to the humans. Upholding the ‘right to 

explanation’ is a tedious aspect to address as the evaluation of 

the relevance of the explanations from a legal perspective and 

the establishment of strong causal links between the input data 

and the outcomes is not agreeably established. Understanding 

the context of the application should also be considered while 

evaluating the relevance and adequacy of explanations. 

 While explainability refers to providing an explanation of 

the system’s internal working to the users, interpretability refers 

to the transition that occurs when the cause and effect of the AI 

system’s decision is understandable to the users. The decision 

of an AI system should be contextual. Objectives and situations 

keep varying in real-time. Therefore, it is important that the 

decisions consider all possible future effects, or the AI systems 

proposes a decision that considers the most probable future 

event and presents it to the humans using XAI. This will enable 

the users to make informed decisions, in critical situations. 

Further, actionability of the AI systems includes providing a 

level of confidence associated with a particular course of action. 

Albeit the incorporation of these features into explainable AI 

framework comes with a set of challenges as discussed below. 

B. Challenges in Providing Human Understandable 

Explanation for AI-Based Decision-Making Systems 

Consider a scenario wherein a person suspects they have a 

COVID-19 infection and therefore presents themselves at the 

emergency ward for observation. After a blood test, a nurse 

conveys reports to suggest a possibility of COVID-19 infection. 

In such cases, the patient is examined by the doctor and 

admitted to the intensive care unit anticipating lung damage due 

to pneumonia. However, when a doctor is not available, an AI 

based automated decision-making system can make 

recommendation based on the X-ray images. Bringing the 

automated decision-making system into the process mandates 

the implementation of fundamental rights of the users as 

mentioned in the previous paragraphs. Involving the humans in 

the process requires explanations. The wide range of technical 

aspects that challenge the feasibility of providing explanations 

to AI based models are presented below in this section with the 

help of the above use case. 

1) Complexity of data 

The increased storage facilities of devices and digitalization 

of equipment has supported the collection of diverse data 

including image, text, tabular data, graphs and many more. The 

technological assistance in these devices also facilitates the 

detailed collection of data. For example, in the scenario 

presented above, the X-ray in medical imaging data consists of 
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numerable pixels with larger spatial information of organs 

including various color codes. 

2) Complexity of models 

The models used in machine learning play an important role 

in transforming the input data into predictions. The model’s 

complexity is increased by stacking together multiple layers of 

simple operations to solve complex tasks. This eventually 

affects the interpretability of the model. For example, in the use 

case presented above, the deep learning model generally 

consists of multiple layers with a series of operations and 

parameters. The deeper layers have complex patterns that are 

difficult to be interpreted by the practitioners themselves.  

3) Complexity of AI algorithms 

The development of an AI based system involves a 

systematic and sequence of steps namely, data processing, 

training, and evaluation. Implementing these steps involves 

several processes such as cleaning, data acquisition, feature 

extraction, sample generation, optimization schemes and many 

more. After the model has been trained, its performance is 

evaluated against suitable metrics. The complexity that comes 

with the incorporation of all the above-mentioned steps makes 

it difficult to reverse engineer the results/predictions, thereby 

making it difficult to perform audits on the respective 

algorithms. 

4) Complexity of explanatory techniques 

The techniques used for explanations vary depending upon 

the AI models, since different models depend upon different 

features for classification and decision making. Hence, in case 

of medical imaging use case, methods such as occlusion maps. 

Here the abnormality in a particular region is identified with the 

help of a prediction score set for a masked region on the image. 

A high score indicates a non-infection in the masked are. Other 

methods include gradient descent, counterfactuals etc., all of 

which do not guarantee that the indicated regions are the ones 

considered in the decision making. Selection of proper 

parameters such as the appropriate size of the masked area and 

a step size for movement also influences the outcome. 

5) Trade-off between accuracy and explainability 

In general, the two desirable properties of a system include 

its accuracy (perform computations with less errors) and 

interpretability (ability to explain the internal workings of the 

system). However, achieving one property comes at the 

expense of the other. A method that is interpretable, would 

involve constraints that reduce the complexity of the system 

such as reduction in the number of features/parameters to be 

considered, thereby reducing the accuracy of the model. For 

example, in the COVID-19 use case, the deep learning methods 

have increased their accuracy by increasing the complexity of 

the models. This has made it difficult to provide explanations 

to such complex systems. 

V. PROPOSED FRAMEWORK 

In this section we propose a framework that incorporates XAI to 

provide interpretations and explanations to the stakeholders and 

present them as actionable outcomes. In our previous work, we 

have proposed the inclusion of a security layer with security 

protocols such as OAuth and UMA to implement personal data 

management following the data protection laws of the country in 

the design phase itself [29]. Here, we further extend the proposed 

system by introducing an intrusion detection mechanism/AI model 

into the system. Further, we incorporate the XAI model that 

analyzes the AI model’s output based on various inputs. The 

explanation interface provides explanations to the stakeholders in 

understandable formats such as visualizations, graphs, and reports. 

A high-level design of the proposed framework is shown in Fig. 4, 

is an extension to Fig. 1 which shows a typical IoT system with AI 

framework in a human-centric society. Here, an additional 

TABLE II 

XAI APPLICATIONS IN THE EXISTING LITERATURE 

References 
Purpose of XAI 

Research 

Detection 

Mechanism 
Domain 

XAI Explanation 

Type 
XAI Model AI Algorithm 

Zebin et al. [22] 
DNS over HTT 
PS attack 

Data centric- anomaly 

detection (cyber 

space) 

Networking 
Feature importance 

and visualization 
SHAP 

Random 

Forest 

Hwang and Lee [23] 
To reduce false 

positive (“ESFD”) 

Data centric- anomaly 

detection (cyber 

space) 

Industrial Anomaly Feature Importance SHAP Bi-LSTM 

Moraliyage et al. 

[24] 

Onion services – 

information 

trafficking 

Data centric- anomaly 

detection (cyber 

space) 

Dark web-onion 

services 
Visualization 

Grad-CAM & 
attention maps 

Bi-LSTM 

Suryotrisongko et al. 

[25] 

Domain Generation 

Algorithm based 

Botnet – Charbot, 

DeepDGA, 

MaskDGA 

Data centric- anomaly 

detection (cyber 

space) 

Networking 
Feature Importance, 
summary plot 

LIME, SHAP, 

counterfactuals 

and ANCHORS 

Random 
Forest 

Li et al. [26] 
Advanced 

Persistent threats 

Data centric- anomaly 
detection (Physical 

Edge devices- Device 

Layer) 

Networking (Cloud 

-Edge devices) 
Datapoints LIME 

LSTM & Conv 

LSTM 

Mane and Rao [27] 
DoS, Probe, U2R, 

R2L 

Data centric- anomaly 

detection (cyber 
space) 

Networking 
Feature Importance, 

summary plot 

SHAP, LIME, 
CEM, 

Protodash, 

BRCG 

Deep Learning 

Neural 
Networks 

 

 



7 

> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

component, i.e., XAI block has been included that interacts with 

the AI model, processing and storage components over the 

cloud/Internet and takes care of the explanations, to provide a 

reasoning and develop trust with the stakeholders. In our detailed 

proposed framework shown in Fig. 5. We have incorporated two 

separate XAI interfaces to address the context adequacy 

requirement. The first interface takes inputs that are specific to 

intrusion detection such as packet flow characteristics, network 

traffic, access control and firewall breaches etc., from the IoT 

application, communication network and the intrusion detection AI 

model. It then presents the explanations in appropriate formats 

such as graphs and data plots that are understandable to the 

developers and users. The second XAI interface houses the 

personal data evaluation framework. We present here that the XAI 

models themselves as a singular tool cannot provide satisfactory 

explanations to the stakeholders. Regulators are not necessarily 

technical people and hence we propose to present explanations in 

the form of reports with supporting tools. The inputs to this 

interface are event logs and class diagrams that provide important 

information required for the general data protection laws such as 

the fundamental data entities in the system, personal data used in 

the system, data storage location, mechanism and circumstances of 

data collection, usage of the data, access control and privileges, 

consent of data collection and usage, security level of the data, path 

taken for data exchange, and third parties involved in data 

exchange. The proposed system thereby ensures achieving 

trustworthiness by expanding ‘explainability’ into a system that is 

interpretable and actionable. To aid the interpretability of system 

in users, they are provided with the facility to toggle between the 

important features contributing to the decision and check the AI 

system’s reaction to the changes. Further, actionability is 

implemented by assigning quantifiable values to the various 

alternatives course of actions provided by the system to improve 

the trust level in the users. Based upon the values a user can decide 

on a suitable action plan that will meet the user’s needs based on 

the current situation. The user groups to whom the explanations are 

presented are general end users of the application, developers, and 

regulators. The end users use the explanations to choose between 

alternatives and make critical decisions. The developers use the 

explanations to understand the finer details of the system and refine 

the system design. Regulators use the explanations to evaluate the 

data protection laws and suggest design changes if necessary.  

Furthermore, an explanation evaluation framework has been 

included in the system following the guidelines laid down by 

DARPA [30]. The evaluation framework also aims at enhancing 

the trust and appropriate use of the system thereby supporting the 

human-machine collaboration. The evaluation measures are of 

 
Fig. 5. Proposed Framework for an IoT system with Explainable AI in a human centric society. 

 

 
Fig. 4. High level IoT system with Explainable AI 

framework in a human centric society. 
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three categories, namely, functionality measures, learning 

performance measures and explainability effectiveness measures. 

Functionality measures pertain to the speed of generation of 

explanations, the content (cause, effects, examples, relations etc.), 

exploration options for users (query, multiple choice etc.) and 

mode of explanation (visual, text etc.). The learning performance 

measures represent the accuracy of prediction of the machine 

learning model. An explanation effectiveness measure refers to the 

explanations’ level of satisfaction, goodness and understanding by 

the users. The explanation effectiveness can be measured by 

conducting surveys and interactions with the users and are critical 

evaluation metrics in XAI. 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper we have presented an overview of the current IoT 

system and the ethical aspects surrounding the development an IoT 

system with human in the loop considering the future society 5.0. 

The importance of an ethical system for the trustworthiness and 

upholding of fundamental human rights has been discussed. We 

have also presented the vulnerabilities and mitigation techniques in 

the IoT system with supporting literature. The challenges in 

providing explanations to gain human trust in human centric IoT 

systems has been discussed by means of a medical imaging use 

case. Finally, the proposed system has been elaborated in detail 

which houses the components to realize a context aware, 

interpretable, actionable, and evaluable explainable AI system that 

aims at enhancing the usability and trustworthiness in the IoT 

system. Our future work would be to concentrate on the data 

collection mechanisms for the IoT system and elimination of bias 

in data collection that affects the system’s performance and 

decisions in critical tasks. 
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