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1.  Introduction
Lakes are a major component of the hydrosphere which are able to accumulate and transfer energy and matter 
to and from other spheres of the environment. Lakes, especially the largest ones, have higher thermal inertia and 
longer residence times than those of other inland water bodies such as rivers and lagoons, and thus they act as 
buffers in the inland waters transport network. As such, they play an important role in the global water cycle and 

Abstract  Lake thermal dynamics have been considerably impacted by climate change, with potential 
adverse effects on aquatic ecosystems. To better understand the potential impacts of future climate change on 
lake thermal dynamics and related processes, the use of mathematical models is essential. In this study, we 
provide a comprehensive review of lake water temperature modeling. We begin by discussing the physical 
concepts that regulate thermal dynamics in lakes, which serve as a primer for the description of process-based 
models. We then provide an overview of different sources of observational water temperature data, including 
in situ monitoring and satellite Earth observations, used in the field of lake water temperature modeling. We 
classify and review the various lake water temperature models available, and then discuss model performance, 
including commonly used performance metrics and optimization methods. Finally, we analyze emerging 
modeling approaches, including forecasting, digital twins, combining process-based modeling with deep 
learning, evaluating structural model differences through ensemble modeling, adapted water management, and 
coupling of climate and lake models. This review is aimed at a diverse group of professionals working in the 
fields of limnology and hydrology, including ecologists, biologists, physicists, engineers, and remote sensing 
researchers from the private and public sectors who are interested in understanding lake water temperature 
modeling and its potential applications.

Plain Language Summary  Lake thermal dynamics are fundamental in controlling mixing processes 
and have significant implications for biological and geochemical processes. Consequently, the impacts of 
climate change on these dynamics can have severe consequences for the health of lakes and their aquatic 
ecosystems. In this context, mathematical models are essential for understanding the potential effects of future 
climate change on lake thermal dynamics and related processes. This manuscript offers a comprehensive review 
of lake water temperature modeling. It covers the fundamental physical concepts that govern thermal dynamics 
in lakes and provides an overview of various sources of observational water temperature data, including in situ 
monitoring and satellite data used in these models. The study evaluates different types of lake water temperature 
models, including statistical, process-based, and hybrid models. It explores emerging modeling approaches such 
as forecasting, digital twins, combining process-based modeling with deep learning, ensemble modeling, and 
climate-lake models coupling. Model performance is also discussed, highlighting suggested evaluation metrics 
and providing a comprehensive analysis of the state-of-the-art optimization methods to assess model accuracy. 
This review targets researchers in limnology, hydrology, ecology, biology, physics, engineering, and remote 
sensing from the private and public sectors interested in lake water temperature modeling and its applications.
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in regulating biodiversity, the availability and quality of water resources, and the provision of ecosystem services. 
In many regions of the world, lakes are of key significance in purely environmental terms, and also through their 
relevance for human life and socioeconomic activities. Human activities contribute to the ongoing alteration of 
the quality of inland water bodies. For example, over-exploitation of water resources causes the progressive, 
and sometimes abrupt, shrinking of lakes. This is an emergent issue especially in drylands (Klein et al., 2014; 
H. Liu et al., 2019) that leads to, for example, the disappearing of the Aral Sea. A decrease in lake water storage 
across the globe is also an effect of climate change (E. A. Webb & Liljedahl, 2023; F. Yao et al., 2023; G. Zhao 
et al., 2022), which has motivated a growing need for models that predict lake water levels (Ozdemir et al., 2023).

Recent studies have suggested a rapid and abrupt change in water temperature, ice cover, water quality, and hydro-
biological conditions in lakes worldwide, with clear regime shifts observed in some cases (North et al., 2013; 
Tan et al., 2018; Van Cleave et al., 2014; W. Wang et al., 2023; Woolway, Kraemer, et  al., 2020), driven by 
climate change. Specifically, changes in meteorological conditions (e.g., air temperature) are the most closely 
associated with those observed in lakes. Based on lake model projections, the anticipated evolution of climate 
change under various Representative Concentration Pathways (RCPs) suggests that the current trajectory will 
persist in the coming decades. This is true when considering the most optimistic future emission scenarios 
(e.g., RCP2.6), and it can be even worse under moderate to severe future emission scenarios (e.g., RCP4.5 and 
RCP8.5) (Golub et al., 2022; Kraemer et al., 2021; Maberly et al., 2020; Merz et al., 2023; Piccolroaz, Zhu, 
et al., 2021; Woolway, 2023; Woolway, Jennings, et al., 2021). Shifts in lake thermal regimes can have exten-
sive and potentially profound impacts on lake ecosystems. Shorter winters (e.g., ice cover) and an earlier onset 
and strengthening of summer stratification are projected to occur this century (see e.g., Anderson et al., 2021; 
Fenocchi et al., 2018; Mullin et al., 2020; Piccolroaz, Zhu, et al., 2021; Shatwell et al., 2019; Woolway, Sharma, 
et al., 2021; Xue et al., 2022). These are expected to be accompanied by a reduction of lake turnovers and eventual 
mixing regime shifts (Shatwell et al., 2019; Woolway & Merchant, 2019; Wood et al., 2023), which can generate 
complex physical, chemical, and biological feedback mechanisms and modify the lake ecosystem functioning 
(Mesman et al., 2021). Deep mixing in lakes is crucial for redistributing nutrients throughout the water column, 
maintaining oxygen levels in deep layers and preventing a deoxygenation of bottom waters which pose a threat to 
aquatic fauna and can facilitate the release of phosphorus from lake sediments (Hupfer & Lewandowski, 2008). 
The progressive warming, depletion of dissolved oxygen, and increase of nutrient concentrations in deep layers 
have already been observed in numerous lakes worldwide. In many cases, these factors occur simultaneously, 
posing significant challenges to lake ecosystems (see e.g., Jane et al., 2023; Kong et al., 2023; North et al., 2014; 
Rempfer et al., 2010; Straile et al., 2003) and highlighting the importance of conducting further research in the 
field of lake thermal dynamics and regimes.

Water temperature is one of the most commonly used indicators to assess the impact of climate change on the 
physical and ecological functioning of lakes. Indeed, water temperature is one of the most widely monitored 
physical characteristic of lakes. Most lake temperature records start during the second half of the 20th century or 
in the 21st century, although for some lakes regular measurements of water temperatures are available for even a 
longer period (see e.g., some Austrian lakes, Dokulil et al., 2006; Livingstone & Dokulil, 2001; some lakes in the 
English Lake District, Feuchtmayr et al., 2012; Lake Peipsi in Estonia/Russia, Kangur et al., 2020, 2021; Lake 
Mendota in the USA Robertson, 2016; see also Pilla et al., 2021). The relatively large availability of lake water 
temperature observations is due to both (a) the relative ease and affordability of acquiring this type of measure-
ment and (b) the central role of water temperature in controlling most of the physical and bio-chemical processes 
in a lake (Mollema & Antonellini,  2016; Woolway, Kraemer, et  al.,  2020). It is sufficient to cite that water 
temperature is at the basis of the classification of lakes' mixing regimes starting from the seminal contribution by 
Hutchinson and Löffler (1956) and its revised version by (W. M. Lewis, 1983) until more recent classifications 
(Kirillin & Shatwell, 2016; Yang et al., 2021). As such, water temperature is increasingly used as one of the main 
indicators to quantify and communicate the impact of climate change on inland water bodies.

Technological advancements have made temperature monitoring more efficient and accurate through (a) increas-
ing availability of remote sensing data starting from the 1980s and their use for lakes (Carrea, Crétaux, et al., 2022; 
Layden et  al.,  2015; Merchant & MacCallum,  2018; Schneider & Hook,  2010; Schneider et  al.,  2019), with 
improving sensors (higher stability, better traceability chain (Smith et al., 2021), and finer spatial/temporal reso-
lution) and refined retrieval techniques tracking uncertainties from the thermal noise of the instrument to the 
uncertainty in the retrieval (Carrea, Crétaux, et al., 2023), (b) easier access to low-cost sensors that promoted the 
building of self-made systems for in situ monitoring (Demetillo et al., 2019; Marcé et al., 2016), and (c) general 
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improvement of the sensors' performance and accuracy (Sommer et al., 2013; Van Haren et al., 2001). Paral-
lel to this, new types of instruments have been produced and are increasingly used as for example, turbulence 
microprofilers (Piccolroaz, Fernández-Castro, et al., 2021; Sepúlveda Steiner et al., 2021), autonomous profilers 
(Rainville & Pinkel, 2001; Ward et al., 2014), underwater gliders (Austin, 2013; Sepúlveda Steiner et al., 2023) 
and fiber-optics (Duraibabu et al., 2017; Selker et al., 2006), thus allowing a larger spectrum of possible monitor-
ing applications. Accordingly, lake water temperature data are of different types, in terms of measurement tech-
nique (in situ sampling vs. remote sensing), temporal resolution (periodic or spot samplings data vs. continuous 
data) and spatial coverage (point data vs. maps passing through profiles and transects).

Exploring the dynamics of water temperature is highly beneficial for understanding past and current states of 
lakes and forecasting the possible trajectories lakes may take in the future. Mathematical models play a crucial 
and powerful role in projecting the impact of climate change on future lake mixing and thermal dynamics. Thanks 
to the increasing availability of data and progress in computational technology, the limnological community 
contributed to the development and application of a number of water temperature models. Figure  1a reports 
the number of scientific publications from 1960 to 2022 containing the term “lake*” (L) and those containing 

Figure 1.  (a) Number of articles published per year from 1960 to 2022 containing the term “lake*” (L) or the terms “lake*” 
(L) and “model*” or “simulation” (M) in title, abstract and keywords, with a specific focus on those also containing the 
terms “temperature” (T) and “climate change” or “climatic change” (CC). The milestones in climate change mitigation and 
adaptation summits are also reported, including the establishment of the Intergovernmental Panel on Climate Change (IPCC), 
the United Nations (UN) Earth Summit, and various climate protocols and agreements. The percentages of articles dealing 
with modeling (L + M) relative to all lake studies (L), modeling lake temperature (L + M + T) relative to all lake modeling 
studies (L + M), and lake temperature modeling and climate change (L + M + T + CC) relative to all the lake temperature 
modeling studies (L + M + T) is also reported in subplots (b), (c), and (d). Source: Scopus, 19 April 2023.
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also the terms “model*” or “simulation” (L + M) in title, abstract and keywords (* being a truncation wild-
card operator; right y-axis). Among the latter group we identified those also containing the terms “temperature” 
(L + M + T, bars in the left y-axis) and “climate change” or “climatic change” (L + M + T + CC, inner bars in the 
left y-axis). The scientific production was limited before the 1960s, after which it underwent an exponential trend 
with a marked increase after mid of 2000s. The fraction of lake studies (L) containing the search words “model*” 
or “simulation” (L + M) shows a clear boost in the early 1970s, consistent with the introduction of the personal 
computer and the progress in high-performance scientific computing, followed by a steady increase (Figure 1b). 
In 2022 about one third of L studies included the terms “model*” or “simulation”. A similar trend has been 
observed in the closely related field of integrated water resource assessment and modeling, as reported by Zare 
et al. (2017). The fraction of L + M studies containing the search word “temperature” (L + M + T) was constantly 
around 15% (Figure 1c), with a small decline down to ∼10% around 1980s followed by a steady increase up to 
20% in the last decade. The publications that also contain the search terms “climate change” or “climatic change” 
(L + M + T + CC) first appeared in 1987 and become more widespread after the 1990s, consistent with the time-
line of climate change mitigation and adaptation summits (Figure 1a). Since then, the percentage of these studies 
relative to the lake temperature modeling studies (L + M + T) has been steadily increased up to more than 20% 
in recent years (Figure 1d).

The available modeling studies span a wide range of applications (see e.g., T. Jia et al. (2022) for a recent review) 
from the hindcast of historical lake water temperature conditions (Hegerl et al., 2018; Piccolroaz et al., 2020) to 
the forecast of lake water temperature over seasonal (Mercado-Bettín et al., 2021) to climatological time scales 
(Golub et al., 2022). Indeed, depending on the type of model, water temperature simulations can cover different 
extents (local vs. global lakes), refer to different temporal scales (from daily to climatological time scales) and 
account for various spatial dimensions (from zero-dimensional lake surface water temperature (LSWT) models 
to fully three-dimensional hydro-thermodynamic models).

In this contribution, we review lake water temperature models, and summarize their advantages and limita-
tions and the data sources required to drive them. Here, we distinguish between (a) models used to predict 
LSWT, which is increasingly used as an indicator of global warming, and (b) models to reproduce the vertical 
distribution of lake water temperature that describe vertical stratification and mixing, with a particular focus 
on one-dimensional (1D) models. In Section 2, we discuss the physics regulating thermal dynamics in lakes as 
a primer for the description of physical or process-based models. In Section 3, we provide an overview of the 
different sources of observational water temperature data used in the field of lake water temperature modeling. 
The classification and a detailed review of the water temperature models available in the literature is provided in 
Section 4. Model performance and optimization methods are discussed in Section 5, whereas emerging modeling 
approaches are examined in Section 6. Finally, the main conclusions are drawn in Section 7.

2.  Heat Budget and Thermodynamics of Lakes
Any change in lake water temperature is determined by the imbalance in heat gains and losses of the lake, that 
is, by the net heat flux passing through the boundaries between the lake and the surrounding environment. The 
direction and magnitude of the net heat flux change over multiple time scales: from daily (day-night cycles), to 
seasonal (depending on the climatic conditions), and climatological (due to long-term trends). Most of the heat 
fluxes occur at the lake surface, between the lake and the overlying atmosphere, and are linked with natural 
processes. However, heat exchanges can also occur below the surface (e.g., thermal vents, groundwater-lake inter-
actions) and may be due to anthropogenic activities (e.g., sewage inflows, selective withdrawals; see Figure 2). 
The net heat flux passing across the lake boundaries (Hnet, W/m 2) can be summarized as:

𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛 = 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 +𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 +𝐻𝐻𝑤𝑤 +𝐻𝐻𝑐𝑐 +𝐻𝐻𝑒𝑒 +𝐻𝐻𝑝𝑝 ±𝐻𝐻𝑖𝑖∕𝑜𝑜,� (1)

that is the combination of net short-wave solar radiation (Hs,net), net long-wave radiation emitted from the sky 
(Ha,net) and from the water surface (Hw), sensible (Hc) and latent (He) heat fluxes, and advectived fluxes due to 
precipitation (Hp) and inflows/outflows (Hi/o). The first two terms in the equation account for the short-wave and 
long-wave reflectivities (albedoes) of the water, denoted by rs and ra in Figure 2. Specifically, Hs,net and Ha,net are 
calculated as (1 − rs)Hs and (1 − ra)Ha, respectively, where Hs and Ha are the incident radiations. We note that 
in the case of ice-covered lakes, the ice acts as insulation between the lake water and the atmosphere and influ-
ences surface albedo, hence it impacts the thermal dynamics of the lakes (for a more in-depth physical review, 
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please refer to Kirillin et al.  (2012)). Hereafter, all heat flux components (expressed in W/m 2) are defined as 
positive when entering the lake (warming). The first three terms are referred to as radiative fluxes, the terms He 
and Hc as turbulent fluxes which depend on wind speed, air-water temperature difference, near surface humidity 
and atmospheric stability, and the last two terms as advective fluxes. All the radiative and turbulent fluxes are 
boundary fluxes acting at the water surface, while short-wave radiation penetrates and is attenuated through the 
water column thus acting as a volumetric source of heat (Bouffard & Wüest, 2019). We notice that it is a common 
practice to calculate all the heat flux terms in Equation 1 by dividing by the surface area of the lake A0, as it is 
there where most of the heat exchanges occur (Imboden & Wüest, 1995). This applies also to the advective heat 
exchanged with inflows and outflows, which can be written as:

𝐻𝐻𝑖𝑖∕𝑜𝑜 =
1

𝐴𝐴0

𝜌𝜌𝜌𝜌𝑝𝑝𝑄𝑄𝑖𝑖∕𝑜𝑜𝑇𝑇𝑖𝑖∕𝑜𝑜,� (2)

where ρ is the density of water, cp its heat capacity, Qi/o is the inflows/outflows discharge and Ti/o its temperature. 
Equation 2 provides the module of Hi/o, its sign being positive for inflows and negative for outflows. The water 
temperature of outflows can be taken equal to the LSWT for surface outlets, and equal to lake water temper-
ature at a given depth for withdrawals or groundwater seepage. Groundwater recharge is generally computed 
assuming that Ti is equal to the mean annual air temperature (Winter et al., 2003). We note that if the effect 
of inflows and outflows is included in the heat budget, the volume balance of the lake must be solved as well, 
unless it is reasonable to assume that the inflows balance the outflows (i.e., Qi = Qo = Q) and the lake does not 
undergo volume changes. In this case, Equation 2 can be used to evaluate the net inflows/outflows heat flux as 
follows: 𝐴𝐴 𝐴𝐴𝑖𝑖∕𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =

1

𝐴𝐴0
𝜌𝜌𝜌𝜌𝑝𝑝𝑄𝑄(𝑇𝑇𝑖𝑖 − 𝑇𝑇𝑜𝑜) . In many practical applications, advective heat fluxes associated with inflows/

outflows are neglected (Fukushima et al., 2022; Rahaghi et al., 2018), which can be a reasonable assumption for 

Figure 2.  Schematic of the main heat flux components contributing to the heat balance of a lake. The subdivision of the 
lake volume into epilimnion, metalimnion and hypolimnion is also shown, assuming an hypothetical temperature profile and 
corresponding Brunt-Väisälä frequency profile. The lake in the schematic is inspired by Crater Lake and its Wizard Island 
(Oregon, USA).
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some but, clearly, not all large lakes (Raman Vinna et al., 2018), but not for small lakes with short residence times 
primarily controlled by riverine and groundwater exchanges (Carmack, 1979). This is true also for the heat flux 
associated with precipitation (Hp), although in some cases it can be relevant (Rooney et al., 2018) depending on 
the rainfall intensity and temperature difference between the rain and lake. The term Hp is normally quantified 
by assuming the precipitation temperature to be equivalent to the wet bulb temperature at the time precipitation 
occurred (Sturrock et al., 1992). Finally, we note that the sensible heat flux (Hc) term also includes the heat flux 
exchanged by conduction at the water-sediment interface. Although this term is generally small due to the low 
thermal diffusivity of the lake sediments, it is important for many lakes, especially for shallow lakes (de la Fuente 
& Meruane, 2017), where the ratio of sediment interface-to-lake volume is larger, and in ice-covered lakes, where 
also the heat fluxes across the lake surface are limited thus resulting in one of the main drivers for under-ice 
circulation and mixing (Kirillin et al., 2012). On average, the heat transfer is from lake water to bottom sediments 
in summer and from bottom sediments to lake water in winter, thus adding significant thermal inertia to the water 
column (Fang & Stefan, 1996). However, this heat exchange is very dynamic and changes direction frequently, 
particularly in transparent shallow lakes and littoral areas where sediments are heated by solar radiation directly. 
In lakes with volcanic or tectonic origins, the water-sediment flux is primarily governed by the geothermal heat 
flux, which can be especially relevant (Boehrer et al., 2013; Wood et al., 2023). We refer the interested reader to 
(Schmid & Read, 2022) for a recent overview of the heat budget of lakes, which provides a quantitative compar-
ison among the different heat flux components for a temperate and a tropical lake (the radiative fluxes being the 
dominant terms, see also Imboden and Wüest (1995)) and contains some selected references to case studies that 
may be of interest to deepen some aspects of the topic.

The heat flux components listed in Equation 1 can be measured directly or calculated using equations derived 
from well-known principles of physics (e.g., the Stefan-Boltzman law for the long-wave heat fluxes), fundamen-
tal trigonometric principles of astronomy (e.g., to calculate extraterrestrial short-wave radiation under clear sky 
conditions and flat topography), or extensively validated empirical relationships (e.g., the Dalton's law for the 
evaporative heat flux). Detailed reviews of the most established literature parameterizations used to quantify the 
surface heat fluxes can be found in Henderson-Sellers (1986) and J. L. Martin and McCutcheon (1999), among 
others, and a script for calculating the surface energy fluxes according to these and other methodologies has been 
provided by Woolway et al. (2015). Additionally, many lake models are published with large sections and appen-
dices describing the details of the heat flux equations and the decision trees for their implementation (Cole & 
Wells, 2006; Goudsmit et al., 2002; Hamrick, 1992; Hipsey et al., 2019; Piccolroaz et al., 2013). Here, we provide 
only the key equations that are needed for the comprehension of the modeling sections.

Following Edinger et al. (1968), we refer to the sum of Hs,net and Ha,net as the absorbed radiation, which is inde-
pendent of the surface water temperature Ts, and that can be measured or computed from meteorological obser-
vations (see e.g., Henderson-Sellers, 1986). All the other terms depend in different ways on Ts, air temperature, 
water vapor pressure, wind speed, and other variables as explained below.

The emitted long-wave radiation Hw is described by the Stefan-Boltzman's law:

𝐻𝐻𝑤𝑤 = −𝜖𝜖𝑤𝑤𝜎𝜎(𝑇𝑇𝑠𝑠 + 𝑇𝑇0)
4
,� (3)

where Ts is the surface water temperature in °C, T0 = 273.15, ϵw is the emissivity of water (i.e., about 0.97), and 
σ is the Stefan-Boltzmann constant (i.e., 5.67 × 10 −8 W m −2 K −4). The minus sign indicates that the heat flux 
is from the lake to the atmosphere. This equation can be simplified by taking the Taylor expansion of the above 
equation around the origin and truncating it at the second-order term since Ts ≪ T0, to give:

𝐻𝐻𝑤𝑤 ≈ −𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎
4
0

[

1 + 4

(

𝑇𝑇𝑠𝑠

𝑇𝑇0

)

+ 6

(

𝑇𝑇𝑠𝑠

𝑇𝑇0

)2
]

.� (4)

The rate of heat loss by evaporation He can be expressed as a simple bulk formula:

𝐻𝐻𝑒𝑒 = −𝐿𝐿𝐿𝐿𝐿𝐿 (𝑊𝑊 )(𝑒𝑒𝑠𝑠 − 𝑒𝑒𝑎𝑎),� (5)

where L is the latent heat of evaporation, the f(W) is a transfer function that can be chosen from a wide range of 
empirical relationships essentially depending on the wind speed W, and 𝐴𝐴 (𝑒𝑒𝑠𝑠 − 𝑒𝑒𝑎𝑎) is the difference between the 
saturated vapor pressure at the surface water temperature and the actual vapor pressure at the temperature of the 
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air. Often, this equation is simplified by approximating the relationship between the saturation vapor pressure of 
water and the water temperature by a linear function of the form:

(𝑒𝑒𝑠𝑠 − 𝑒𝑒𝑎𝑎) = 𝛿𝛿𝑠𝑠(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑑𝑑),� (6)

where Td represents the dew point temperature (i.e., the temperature the air needs to be cooled, at constant 
pressure and constant water vapor content, to become saturated with water vapor), and the slope δ of the linear 
approximation can be quantified using observed values of Ts and Td and reading values of es and ea from a curve 
of vapor pressure versus temperature.

Introducing the Bowen ratio 𝐴𝐴 𝐴𝐴 = 𝐻𝐻𝑐𝑐∕𝐻𝐻𝑒𝑒 = 𝜉𝜉
𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑎𝑎

𝑒𝑒𝑠𝑠 − 𝑒𝑒𝑎𝑎
 as the ratio between sensible and latent heat fluxes where ξ is 

the psychrometric constant which depends on atmospheric pressure and temperature, the heat flux by conduction 
is given by:

𝐻𝐻𝑐𝑐 = −𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 (𝑊𝑊 )(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑎𝑎) .� (7)

By substituting Equations 3–7 into Equation 1 and neglecting the effects of precipitation, inflows/outflows, and 
water-sediment exchanges, the net heat exchange can be expressed as:

𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛 ≈ 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 +𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

− 𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎 4
0

[

1 + 4
(

𝑇𝑇𝑠𝑠

𝑇𝑇0

)

+ 6
(

𝑇𝑇𝑠𝑠

𝑇𝑇0

)2
]

− 𝐿𝐿𝐿𝐿𝐿𝐿 (𝑊𝑊 )[𝛿𝛿𝑠𝑠(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑑𝑑) + 𝜉𝜉(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑎𝑎)] .

� (8)

This is an approximate estimate of Hnet. To obtain the precise quantification of the heat fluxes contributing to Hnet, 
specific coefficients and correction functions should be taken into account. For example, atmospheric stability 
should be considered in the estimation of the turbulent fluxes. Ideally, these coefficients and correction functions 
are known, but in practice, they are often case-study-dependent and need to be determined through calibration 
(Rahaghi et al., 2018). One way to do this is by writing the heat balance of the lake, which equates the change in 
time of the total heat content of the lake (HC) with the net heat flux exchanged with the surrounding environment:

𝑑𝑑

𝑑𝑑𝑑𝑑
(𝐻𝐻𝐻𝐻) =

𝑑𝑑

𝑑𝑑𝑑𝑑 ∫𝑉𝑉

𝜌𝜌𝜌𝜌𝑝𝑝𝑇𝑇 (𝑧𝑧𝑧 𝑧𝑧)𝑑𝑑𝑑𝑑 = 𝐴𝐴0𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛,� (9)

where t is time and z is the vertical coordinate, T is the water temperature of the lake, V its volume and A0 its 
surface area. If water temperature profiles are available in space and time, Equation 9 can be used to tune the cali-
bration parameters included in the different components of Hnet (Fukushima et al., 2022; Rahaghi et al., 2018). 
The same heat balance can be used to quantify unknown heat flux components (Sturrock et al., 1992; Winter 
et al., 2003), by relying on measured water temperature profiles to calculate HC and on measurements or estima-
tions (using equations with predefined or best guess parameters' values) of the other heat fluxes.

When the net heat flux Hnet is known, Equation 9 can be used to evaluate the change in time of the HC of the lake. 
Taking V equal to the total volume of the lake, this provides the change in time of the average water temperature 
of the lake Tlake. Likewise, considering V equal to the volume of surface well-mixed layer Vs, it is possible to 
calculate the change in time of the average water temperature within this layer, reasonably assuming that during 
the stratified period vertical transfer of heat below the thermocline is inhibited (see e.g., Toffolon et al., 2022). 
In this case, if we assume that the heat gain/loss associated to the temporal variation of the volume of the surface 
well-mixed layer is of minor importance, then the volume term can be extracted from the time derivative and the 
change in time of water temperature in this layer (Ts) can be expressed as:

𝑑𝑑𝑑𝑑𝑠𝑠

𝑑𝑑𝑑𝑑
=

𝐴𝐴0

𝜌𝜌𝜌𝜌𝑝𝑝𝑉𝑉𝑠𝑠

𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛 =
1

𝜌𝜌𝜌𝜌𝑝𝑝𝐷𝐷𝑠𝑠

𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛,� (10)

where Ds = Vs/A0 is the average depth of the surface well-mixed layer. This is the reference equation at the basis 
of physically-based zero-dimensional (0D) or half-dimensional (0.5D) lake temperature models (see Sections 4.1 
and 4.2).

The spatial variability of water temperature is shaped by the transport and mixing processes taking place within 
the lake, which are primarily determined by the fluxes of mechanical energy and by lake morphology. Spatial and 
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temporal changes in water temperature are described by the advection-diffusion equation for temperature T that, 
using Einstein summation notation where repeated indices imply the summation over all the values of the index 
(j = 1, 2, 3), reads:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+ 𝑢𝑢𝑗𝑗

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑗𝑗

=
𝑆𝑆𝑇𝑇

𝜌𝜌𝜌𝜌𝑝𝑝
+𝐷𝐷

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
𝑗𝑗

,� (11)

where ST is a source or sink term for heat production or consumption, uj is the jth component of the velocity along 
the xj direction, D is the molecular diffusivity of temperature, and the second term on the left-hand side represents 
the advective term. As all natural water bodies, lakes are turbulent environments, where the fine-scale structures 
of the flow embedded in the advective term of Equation 11 generates turbulent mixing that is usually much faster 
than molecular diffusion (Fisher et al., 1979; Imboden & Wüest, 1995). Accounting for turbulence explicitly 
would require solving the equations expressing conservation of mass and conservation of momentum (i.e., the 
Navier-Stokes equation) and the advection-diffusion equation on fine computational grids and using small time 
steps (Direct Numerical Simulation—DNS), to an extent that is normally prohibitive for environmental applica-
tions. A classical way to account for turbulent fluxes in a computationally affordable way is through Reynolds' 
decomposition, which consists in simplifying the governing equations by statistically splitting variables such 
as velocity and temperature into a temporal mean component (representative of the mean, large scale advection 
and denoted with an overbar) and a fluctuating term about the mean component (accounting for small-scale 
turbulent fluctuations and denoted with a prime ′). For the generic variable f, the Reynolds' decomposition reads: 

𝐴𝐴 𝐴𝐴 = 𝑓𝑓 + 𝑓𝑓 ′ . By substituting each variable in Equation 11 by the sum of the mean and perturbation components 
and by taking the time-average of the resulting equation (we refer to classical fluid mechanics books such as e.g., 
Kundu & Cohen, 2012 for the details), the advection-diffusion equation for temperature can be rewritten into:

𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕
+ 𝑢𝑢𝑗𝑗

𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕𝑗𝑗

=
𝑆𝑆𝑇𝑇

𝜌𝜌𝜌𝜌𝑝𝑝
+

𝜕𝜕

𝜕𝜕𝜕𝜕𝑗𝑗

(

𝐷𝐷
𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕𝑗𝑗

− 𝑢𝑢′
𝑗𝑗
𝑇𝑇 ′

)

,� (12)

in which the rules 𝐴𝐴 𝑓𝑓 = 𝑓𝑓  and 𝐴𝐴 𝑓𝑓 ′ = 0 have been used. This is the advection-diffusion equation valid for the mean 
flow and accounting for transport of water temperature due to turbulent mixing through the non-linear term 𝐴𝐴 𝑢𝑢′

𝑗𝑗
𝑇𝑇 ′ . 

The unknown higher-order correlations between fluctuating velocity and temperature introduced by this term 
can be approximated using lower-order closure schemes. The simplest approach is the use of a first-order local 
closure scheme according to the so-called eddy formulation where the turbulent flux of temperature is modeled 
as being proportional to the local gradient of the mean temperature through a positive coefficient 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑗𝑗
 called eddy 

diffusion of temperature:

𝑢𝑢′
𝑗𝑗
𝑇𝑇 ′ = −𝐷𝐷𝑇𝑇

𝑗𝑗

𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕𝑗𝑗

.� (13)

From this it follows that the turbulent fluxes of temperature, as well as of any other scalar property, flows down 
the local gradient of the mean temperature, analogous to molecular transport (see Fick's first law). Since the 
eddy diffusivity is typically much larger than its molecular counterpart, the eddy formulation allows to transform 
Equation 12 by neglecting molecular diffusion (but assuming it as the lower bound of 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑗𝑗
 , that is 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑗𝑗
≥ 𝐷𝐷 ) into:

𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕
+ 𝑢𝑢𝑗𝑗

𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕𝑗𝑗

=
𝑆𝑆𝑇𝑇

𝜌𝜌𝜌𝜌𝑝𝑝
+

𝜕𝜕

𝜕𝜕𝜕𝜕𝑗𝑗

(

𝐷𝐷𝑇𝑇
𝑗𝑗

𝜕𝜕𝑇𝑇

𝜕𝜕𝜕𝜕𝑗𝑗

)

.� (14)

To solve this equation, the associated flow field is required to quantify the advective heat exchanges and deter-
mine the eddy diffusivity of temperature. This can be done by solving the three- or two-dimensional (3D or 2D) 
conservation of mass and momentum equations or, in many practical applications, through reducing the problem 
to a 1D diffusion equation along the vertical direction, neglecting advective fluxes and introducing empirical 
algebraic models to describe eddy diffusivity and vertical mixing (see Sections 4.3 and 4.4, respectively).

3.  Water Temperature Monitoring Approaches
Water temperature is one of the most widely monitored characteristic of lakes. Typically water temperature is 
routinely measured by various governmental agencies, universities and companies in thousands of lakes around 
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the world. Water temperature records, however, are different in terms of type of collected data and the instru-
ments used to collect them. As a first level classification, we can distinguish between in situ monitoring and 
remote sensing and then between manual and automatic measurements. Depending on the considered monitoring 
methodology, the spatial, temporal, and temperature resolutions can be different and, in general, can span differ-
ent orders of magnitudes. Furthermore, the spatial and temporal coverage generally differ significantly. In this 
section, we present the main monitoring methodologies (Figure 3).

3.1.  In Situ Monitoring

Systematic records of water temperature began in the 20th century (see e.g., Kangur et al., 2021; Livingstone & 
Dokulil, 2001). Historically these measurements were collected manually using mercury thermometers directly 
immersed (a) in the lake surface water to measure LSWT or (b) in water samples collected at depth and brought up 
to the boat deck (e.g., Hampton et al., 2008) or using reversing thermometers integrated in sampling bottles (e.g., 
Leoni et al., 2019) when collecting water temperature profiles. Historical LSWT records were often collected 
relatively close to the shore (e.g., Gerten & Adrian, 2000; McCormick & Fahnenstiel, 1999) and sometimes in 
river outlets just downstream of a lake (e.g., Austin & Colman, 2007), while full water temperature profiles were 
typically taken in the deepest point of a lake (e.g., Rimet et al., 2020; Salmaso et al., 2014). In order to ensure 
continuity and homogeneity of observations, the historical monitoring points have been typically kept unchanged 
throughout time. According to the global data sets and relative methodological details published by Sharma 
et al.  (2015) for LSWT and Pilla et al.  (2021) for water temperature profiles, manual sampling was typically 
scheduled in the morning and in the early afternoon, with a time frequency that ranged from daily to monthly 
with sporadic cases in which water temperature was sampled twice daily, in the morning and in the evening 
(Noges & Noges, 2014). Due to technological and automation advancements, mercury thermometers have been 
progressively replaced by digital thermometers and/or multi-parametric probes, and manual sampling replaced 
by automatic sampling using buoys equipped with surface sensors (e.g., Austin & Colman, 2007) or moored 
stations equipped with thermistor chains providing water temperature measurements at discrete depths (Tiberti 
et al., 2021; Valerio et al., 2012). In some cases, these moored stations are real floating laboratories, providing 

Figure 3.  Overview of the main methodologies used to collect water temperature data in a lake.
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space for laboratory equipment and personnel (see Wüest et al., 2021 that details the LéXPLORE platform on 
Lake Geneva and a list of other lake platforms).

The introduction of a new generation of temperature sensors in place of mercury thermometers significantly 
improved the resolution of the measurements (from O(0.1) K Niedrist et al., 2018) to O(0.1) mK (Van Haren 
et al., 2005)) and the automation of the monitoring stations increased the sampling frequency. In this case, more 
than reporting on the wide spectrum of possible sampling frequencies that are available nowadays (up to 1,024 Hz 
for microstructure purposes, see e.g., Kolås et al. (2022), but the choice is dependent on the compromise between 
desired resolution of the final data set and available storage capacity), it is probably more relevant commenting 
on the advantages introduced by automated stations in terms of limiting the well-recognized influence of weather 
conditions on the availability/quality of the final measurements. On the one hand manual measurements suffer 
from the so-called “fair weather bias,” where manual sampling is avoided or impossible in bad weather condi-
tions, and on the other hand the quality and accuracy of these measurements, when their acquisition is logistically 
possible, are affected by the weather conditions (Rand et al., 2022). However, it should be noted that the availa-
bility of continuous, automatic in situ monitoring can be affected by the presence of harsh weather/climate condi-
tions: a clear example is the removal of surface buoys from the Laurentian Great Lakes when they freeze in winter 
to avoid risk of damage by ice (e.g., Van Cleave et al., 2014). Automatic monitoring also allowed for installing 
networks of sensors within a lake (e.g., Hart & Martinez, 2006; Meinson et al., 2016) or in different lakes of a 
region (e.g., Vitale et al., 2018), generating spatially distributed in situ data to an extent that was improbable using 
manual sampling alone. However, it should be recognized that earlier examples of distributed monitoring based 
on manual sampling are available even for large lakes (see e.g., Izmest'eva et al., 2016 for a network of 79 stations 
sampled ca. annually from 1977 to 2003 in Lake Baikal, Russia).

Despite the advent of automatic measurements, manual monitoring has not been disappearing and, in many 
cases, it is still the only source of observations. Manual monitoring is routinely performed with CTD or multipar-
ametric probes for research and quality control purposes. Besides routine measurements, typical manual moni-
toring activities include the acquisition of high frequency temperature microstructure profiles for turbulence 
analysis (e.g., Macintyre et al., 2021), which can also be used for investigating specific physical (e.g., Piccolroaz 
et al., 2019) and biological processes (e.g., Sepúlveda Steiner et al., 2019). It should be noted that in recent years 
there were attempts to alleviate the operational burden associated with taking this type of measurements, through 
the development of automatic microstructure profilers either (a) propelled by the action of waves and moving 
vertically along a wire (Pinkel et al., 2011) or (b) propelled by internal-battery-powered thrusters and free to drift 
(see e.g., the Argo float program, Roemmich & Owens, 2000 or the ASIP—Air-Sea Interaction Profiler, Ward 
et al., 2014) that have been used in the ocean. Buoyancy-driven Autonomous Underwater Vehicles (AUVs; also 
called gliders) were also traditionally developed for application in the oceans, but their limnological applications 
are increasing, particularly in large lakes as such as Lake Superior (Austin, 2012, 2013), Lake Tahoe (McInerney 
et al., 2019), and Lake Geneva (Sepúlveda Steiner et al., 2023). Gliders allow for repeated observations cover-
ing long distances over periods from days to weeks. These instruments are typically operated in “yo-yo” mode, 
conducting depth/distance transects with a time and spatial resolution that are difficult to attain using other 
manual or automatic monitoring techniques. In this respect, the use of gliders is particularly promising for the 
understanding of temperature related processes such as internal waves and deep intrusions, thus being particularly 
useful for the validation of 2D and 3D lake models. Among the emerging techniques for spatially distributed 
monitoring, we refer to the use of autonomously operating vessels to measure near surface water temperatures, 
and drones and balloons (Uncrewed Aerial Vehicles—UAVs) equipped with infrared camera for the observation 
of lake surface thermography (Irani Rahaghi et al., 2019). In the latter case, high resolution maps (∼1 m) can be 
acquired, thus allowing to appreciate LSWT patterns at sub-pixel satellite scale (see the next section and Table 1).

3.2.  Satellite Observation of LSWT

Records of LSWT based on in situ measurements are not always easily accessible, and global-scale in situ LSWT 
observations are rare. This is particularly the case for tropical lakes, where compared with temperate and arctic 
regions, long-term, in situ LSWT data sets are scarce. Furthermore, the available in situ data do not provide 
comprehensive coverage of entire lake surface and are limited to point measurements. Additionally, there is 
significant variation in the temporal coverage of data across different lakes, making it challenging to conduct 
global or regional studies with a high degree of certainty. In contrast, satellite observations have provided a global 
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Sensor Satellite
Spectral 

resolution (μm)

Number 
of TIR 
bands

Spatial 
resolution 

(m)

Time 
resolution 

(days) Coverage Agency

MSS (LS 1–3) Landsat 1 10.4–12.6 1 79 18 1972–1978 NASA

Landsat 2 1975–1982

Landsat 3 1978–1983

TM Landsat 4 10.40–12.50 1 120 16 1982–2001 NASA

Landsat 5 1984–2013

ETM+ Landsat 7 10.31–12.36 1 60 16 1999– NASA

TIRS Landsat 8 10.60–11.19 2 100 16 2013– NASA

11.50–12.51

TIRS-2 Landsat 9 10.60–11.19 2 100 16 2021– NASA

11.50–12.51

Aster Terra 8.125–8.475 5 90 16 1999– NASA

8.475–8.825

8.925–9.275

10.25–10.95

10.95–11.65

MODIS Terra 6.535–6.895 10 1,000 2 2000– NASA

7.175–7.475

8.40–8.70

9.58–9.88

10.78–11.28

Aqua 11.77–12.27 2 2002– NASA

13.185–13.485

13.485–13.785

13.785–14.085

14.085–14.385

ATSR-1 ERS-1 10.35–11.35 2 1,000 3–4 1991–2000 ESA

11.50–12.50

ATSR-2 ERS-2 3.55–3.93 3 1,000 3–4 1995–2003 (2011) ESA

10.35–11.35

11.50–12.50

AATSR ENVISAT 3.55–3.93 3 1,000 3–4 2002–2012 ESA

10.40–11.30

11.50–12.50

AVHRR/2 NOAA-10 3.55–3.93 3 1,100 0.5 1986–2001 NOAA

NOAA-11 10.30–11.30 0.5 1988–2004

NOAA-12 11.40–12.40 0.5 1991–2007

NOAA-14 0.5 1994–2007

NOAA-15 0.5 1998–

AVHRR/3 NOAA-16 3.55–3.93 3 1,090 0.5 2000–2014 NOAA

NOAA-17 10.30–11.30 0.5 2002–2013

NOAA-18 11.50–12.50 0.5 2005–

NOAA-19 0.5 2009–

Table 1 
Infrared Sensors and Satellite Platforms Used to Record Lake Surface Water Temperature
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archive of LSWT in recent decades, oftentimes with several passes per day, with progressively higher spatial 
and temporal resolution in recent years. This invaluable data source, which can rectify the latitude bias of in situ 
LSWT monitoring, allows for near-daily observations of LSWT over the full lake, across many lakes worldwide 
consistently for the same period of time, depending, of course, on the availability of cloud-free pixels.

Indeed, satellite Earth Observation data are critical for studying climate change impacts on lakes worldwide by 
routinely measuring LSWT from space. Satellite Earth observations have largely contributed to the availability 
of global lake observations in recent decades (Carrea, Crétaux, et  al.,  2023; MacCallum & Merchant,  2012; 
Schneider & Hook, 2010), and can be considered a key tool for assessing climate change impacts in lakes world-
wide. LSWT is defined as an Essential Climate Variable (ECV) by the Global Climate Observing System (GCOS) 
(GCOS-244, 2022). To be considered an ECV, a variable must meet three primary criteria: (a) that the variable 
in question is critical for characterizing the climate system and its changes; (b) observing and deriving the vari-
able on a global scale is technically feasible using proven and scientifically sound methods; and (c) generating 
and archiving data on the variable is affordable, mainly relying on coordinated observing systems using proven 
technology. LSWT meets these criteria, largely owing to recent developments in satellite technology and process-
ing methods, which have made the characterization of LSWT from space more comprehensive and quantita-
tively robust, overcoming the lack of a standardization of observations that characterizes long-term ground-based 
observational data. Though satellite observations have greatly expanded our ability to monitor lake temperature 
across the globe, it is not without challenges. Efforts investigating lake responses to climatic variations need to be 
grounded in a sustainable and systematic way.

Lake water temperature is measured from satellite by an instrument called a radiometer, but not directly. The 
quantity measured by the radiometer is the radiant flux (energy emitted per unit time) emitted by the surface of 
the lake water per unit solid angle and unit projected area. This quantity is called radiance and the temperature 
is then inferred through mathematical inversion (Rodgers, 2000). To retrieve LSWT, radiances are measured for 
frequency bands in the infrared (but also microwave) region of the electromagnetic spectrum. In these frequency 
bands, the atmosphere is almost transparent and when no clouds are present, the radiances measured by the 
satellite are related to the energy emitted by the surface water and ultimately to the temperature of the water. 
Using an infrared radiometer operating at wavelengths across 3.7–12 μm, the water temperature is sensed at a 
depth of 10–20 μm, depending on the local energy flux through the surface of the water. This depth is within 
the so-called “skin layer.” This skin layer is the molecular boundary between a turbulent water surface and a 
turbulent atmosphere. Below the skin layer, water temperatures then transition to what is commonly referred to 
as  the “bulk” temperature. This bulk layer temperature is comparable to that measured conventionally using float-
ing thermometers or instruments mounted on in situ monitoring stations. The bulk temperature is consistently 
warmer than the skin temperature, typically by a few tenths of a degree, but the difference between the two can 
also be much higher (Hondzo et al., 2022; Hook et al., 2003; Wilson et al., 2013). This temperature difference 

Sensor Satellite
Spectral 

resolution (μm)

Number 
of TIR 
bands

Spatial 
resolution 

(m)

Time 
resolution 

(days) Coverage Agency

AVHRR/3 METOP-A 3.55–3.93 3 1,090 0.5 2006–2021 EUMETSAT

METOP-B 10.30–11.30 0.5 2012–

METOP-C 11.50–12.50 0.5 2018–

SLSTR Sentinel-3A 3.34–4.14 3 1,000 <1.8 2016– ESA

Sentinel-3B 10.08–11.63 <1.8 2018–

Sentinel-3C 11.12–12.93 ≥2024

VIIRS Suomi-NPP 3.55–3.93 4 750 0.5 2011– NASA

8.4–8.7

10.26–11.26

11.54–12.49

Note. Detailed information can be found at: https://webapps.itc.utwente.nl/sensor/. TIR stands for thermal infrared.

Table 1 
Continued
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between the skin and bulk temperature is commonly known as the cool skin 
effect (Fairall et al., 1996; Minnett et al., 2011), the magnitude of which is 
influenced by the air-water surface heat fluxes (Hondzo et al., 2022; Wilson 
et al., 2013). The cool skin effect also varies considerably at diurnal times-
cales (Hook et al., 2003). In brief, nighttime skin temperature retrievals are 
considered to provide better accuracy than daytime data when compared with 
bulk temperatures due to, among other things, the absence of solar heating 
(Hook et al., 2003). At depths of a meter or more below the lake surface a 
bulk temperature measurement can differ from the skin layer by a few degrees 
Celsius, depending on the depth and variability of the diurnal mixed layer 
(Imberger, 1985). Although the cool skin effect in lakes leads to oftentimes 
noticeable differences between bulk temperatures and those measured from 
satellite Earth observations, skin surface temperatures are nonetheless tightly 
coupled to temporal variations in bulk lake surface temperature, particularly 
over long timescales. In turn, these global observations have been used exten-
sively to observe climate change signals in lakes.

For several decades, satellite Earth observation have provided continuous 
data for observing spatial and temporal variations of LSWT worldwide (see 
Table 1 and T. Jia et al., 2022 for a recent review). Most studies have been 
based on moderate spatial resolution high radiometric quality meteorolog-
ical sensors, with a pixel size of approximately 1  km, including MODer-
ate resolution Imaging Spectroradiometer (MODIS), Along Track Scanning 
Radiometer (ATSR), and Sea and Land Surface Temperature Radiometer 
(SLSTR), at up to daily time scales (Carrea, Crétaux, et al., 2023; MacCallum 
& Merchant, 2012; Reinart & Reinhold, 2008; Schneider et al., 2009). These 
have been heavily relied upon to estimate LSWT in recent years, as well as 
to investigate lake responses to climate change. However, their application to 
small sized lakes is limited due to their relatively moderate spatial resolu tion, 
resulting in most global scale studies being restricted to the largest lakes of 
the world (Carrea, Crétaux, et  al.,  2023; MacCallum & Merchant,  2012; 
Schneider & Hook, 2010). In contrast, Landsat satellites could provide useful 
information of LSWT for both large and small lakes worldwide. The strength 
of Landsat includes its high spatial and radiometric resolution, and long-term 
continuous record. However, the 16-day revisit time, which can be longer due 
to cloud cover, limits the applicability of Landsat for tracking sub-seasonal 
patterns in surface water temperature. This can be particularly problematic 
for some parts of the world where cloud cover is common (see Figure 4 and 
relative discussion below), thus limiting the reliability of estimated changes 
in LSWT. Furthermore, Landsat offers two infrared channels only from Land-
sat 8 onwards in the series, which do observe at 100 m resolution. However, 
currently no mature LSWT method or product of the accuracy required by 
users for climate related purposes (of order 0.5 K or better; GCOS-245, 2022; 
Schaeffer et al., 2018) is available for Landsat data. Future developments are 
aiming to improve high resolution LSWT retrievals.

Some of the first studies investigating the impact of climate change on global 
LSWT via satellite Earth observation focused on a central within-lake region 
(Schneider & Hook, 2010). This central region, often defined relative to a 
maximum distance from land and based on 3  ×  3 arrays of ∼1  km 2, was 
chosen to provide a balance between sampling a relatively large surface area 
and conservatively avoiding any potential bias by including shoreline pixels, 
which would result in contamination of the LSWT retrieval. Subsequent 
studies that were able to investigate spatially resolved LSWT, and provide 
pixel-based information, calculated both average LSWT (i.e., averages across 

Figure 4.  (a) Number of days when a lake surface water temperature 
(LSWT) observation at the lake center (as defined in Carrea et al. (2015)) is 
present in the timeseries over the 1995–2022 period in the European Space 
Agency-Climate Change Initiative Lakes LSWT data set v2.0.2 (Carrea, 
Crétaux, et al., 2022) extended for the European Union Copernicus Climate 
Change Service (Carrea et al., 2020). Note that the number of days in the 
period 1995–2022 with satellite coverage over the 2024 lakes is 9,757. 
Observations associated to quality level 1 (bad data) have been discarded as 
they should never be used. (b) Fraction of daytime LSWT of quality levels 4 
and 5 in relation to the total number of available observations (quality levels 
≥2) shown in subplot (a). LSWTs of quality levels 4 and 5 are the only ones 
which should be safely used. (c) LSWT trend for 1976 lakes calculated over 
the 1995–2022 period. Note that to avoid overlapping in high density areas, 
the dot has been plotted at the latitude of the lake center but the longitude has 
been shifted.
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all pixels within a water body) (MacCallum & Merchant, 2012; Woolway & Merchant, 2017) and within-lake 
thermal patterns, as well as their responses to climate change (Calamita et al., 2021; Mason et al., 2016; Woolway 
& Merchant, 2018; Zhong et al., 2016). Specifically, studies that have investigated spatially resolved observa-
tions of LSWT demonstrated considerable within-lake warming patterns, with warming rates often differing at 
sub-basin scales (Kraemer et al., 2015; Mason et al., 2016; Zhong et al., 2016). The Laurentian Great Lakes, for 
example, show clear intra-lake warming patterns, often associated with shortening winter ice cover as well as 
other geophysical factors, such as bathymetry (Calamita et al., 2021; Mason et al., 2016; Toffolon et al., 2020; 
Zhong et al., 2016). In particular, higher summer warming rates have been reported over the deepest parts of the 
Laurentian Great Lakes. Similar responses have also been reported in other lakes throughout the Northern Hemi-
sphere (Woolway & Merchant, 2018). Such analyses of spatially resolved LSWTs have been pivotal in improving 
our understanding of within-lake thermal responses to climate change and the underlying mechanisms.

LSWT from satellite and measured on-site are used in climate reports, such as the State of the Climate Report 
released every year by the Bulletin of the American Society (see for example Carrea, Merchant, et al., 2023), where 
the lake-average warm-season temperature anomalies of the year are reported in the context of the anomalies across 
the full extension in time of the satellite data record. Satellites provide consistent data in space and time, which allow 
us to understand where water bodies are more drastically impacted by global climate change. The latest published 
version of LSWT data set (Carrea et al., 2020; Carrea, Crétaux, et al., 2022; Carrea, Crétaux, et al., 2023; Carrea, 
Merchant, et al., 2023) from satellites is currently provided for a period of 25 years (with harmonisation across 
different instruments), with regular updates aiming to increase the temporal coverage of the record, and with future 
releases that will include improvements of the data set/coverage. The LSWTs of 2,024 lakes (selected within the 
European Space Agency-ESA Climate Change Initiative-CCI project, Carrea, Merchant, & Simis, 2022) are avail-
able at a spatial resolution of about 1 km, on regular grid, with an estimation of the uncertainty and a confidence 
level (quality level), and they are validated against in situ data. The LSWT data set has been created utilising only 
daytime imagery as it was coupled with a threshold-based water detection algorithm that does not rely on a solid 
prior to classify water/non-water pixels. The time resolution and spatial coverage of satellite data depends, among 
other factors, on the cloud/ice cover, since radiances that are affected by clouds/ice differ from clear-sky radiances 
(Merchant et al., 2019). Figure 4a illustrates the total number of available observations at the lake centre (Carrea 
et al., 2015), which exclude LSWT measurements at a quality level equal to 1 and days without LSWT values due 
to various factors such as cloud cover, ice cover, polar night, among others. We note that we excluded quality level 
1 (bad data) from the count as they should never be used (Carrea, Crétaux, et al., 2023). The tropical area is known 
to be affected by clouds, as confirmed by the figure, which clearly shows that data availability for lakes located at 
equatorial latitudes is lower in comparison to other regions. A low number of days with observations is appreciable 
also in the Arctics, which is primarily attributed to polar nights, which restrict LSWT daytime observations, and ice 
cover. Likewise, the frequency of observations decreases towards higher latitudes and in the Tibetan Plateau due to 
ice cover, while in Australia because  the selected lakes are very likely experiencing drying out conditions. Figure 4b 
shows the fraction of LSWT with good/best quality levels, specifically quality levels 4 and 5, recommended for 
climate applications, for each lake with respect to the total number of available observations reported in Figure 4a. 
The map clearly indicates that the tropics have the lowest fraction of observations of good quality, primarily due to 
factors such as thin clouds and high density of low water vapor, which make the retrieval of LSWT more complex.

Despite the inherent data gaps in satellite observations, they remain highly valuable for describing where climate 
change is currently impacting water bodies most substantially. This is primarily due to the consistent global cover-
age provided by a limited number of instruments, whose characteristics are well-known and closely monitored 
during their orbital operation. Figure 4c shows LSWT trends computed from 1995 to 2022 of the lake-average 
warm-season LSWT anomalies. The warm season is defined as July-August-September for the northern hemi-
sphere, January-February-March for the southern hemisphere and the whole year for the tropics (region between 
the ±23.5 parallels). Only the acceptable/best quality levels LSWT data have been used to compute the trends 
for 1978 lakes (out of the ESA CCI 2024 for which a sufficient number of observations was available). From 
Figure 4c it can be clearly seen that lakes in southern and eastern Europe, in the Middle East, eastern China, and 
in some regions in the Arctics are warming faster than the lakes in the other regions. Overall, the majority of 
lakes, approximately 85%, exhibit a warming trend. However, there are a few regions, particularly in the southern 
hemisphere and in Central Asia, where this warming pattern is less prevalent.

Satellite Earth observation data are also often used to validate LSWT simulations in climate change assessments. 
For example, satellite-derived LSWTs have been used to validate lake models, which were then applied in the 

 19449208, 2024, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023R

G
000816 by U

N
IV

E
R

SIT
Y

 O
F E

SSE
X

, W
iley O

nline L
ibrary on [12/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Reviews of Geophysics

PICCOLROAZ ET AL.

10.1029/2023RG000816

15 of 52

analysis of seasonal cycles (Maberly et al., 2020), the onset of summer stratification and overturning behavior 
(Fichot et al., 2019; Woolway, Jennings, et al., 2021), and climate-induced alterations in lake mixing regimes 
(Woolway & Merchant, 2019). However, it's important to note that if the error in satellite-derived surface temper-
atures (e.g., Schaeffer et al., 2018) is greater than the predictive error from models, then satellite Earth observa-
tions are less useful for validating simulations (e.g., Willard, Read, et al., 2022).

4.  Classification of Lake Temperature Models
For many decades, two major types of models have been used to simulate lake temperatures: statistical models 
based on regressions, and deterministic models. More recently, two other groups of models have been devel-
oped, namely machine learning (ML) models, and hybrid models that combine statistical or ML approaches with 
process-based approaches. These different models can be represented on a two-dimensional plane, where one 
axis measures the amount of data needed to run a model and the other measures the scientific knowledge required 
to represent the underlying processes (see Figure 5, modified from Karpatne et al. (2017)). The combination of 
statistical and ML models belongs to the realm of data-driven models, which directly distill critical information 
from data sets to elucidate system behavior and relationships among variables. Conversely, deterministic models 
require the formulation of first principles and relationships among variables, according to empirically or theoret-
ically derived laws. When scientific knowledge is limited, deterministic models may require simplifying assump-
tions that can reduce their performance and make it difficult to interpret the results. Similarly, when data are 
scarce, data science models may struggle to learn as well as extrapolate from the data, and identify relationships 

Figure 5.  Classification of lake temperature models based on model type and scientific knowledge versus data information 
requirements (adapted from Karpatne et al. (2017)).
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among variables. In this regard, hybrid models combine the available sources of information, leveraging available 
data while being grounded on the underlying scientific knowledge (Karpatne et al., 2017).

Statistical models have the advantages of being simple and generally requiring little data for their use. These 
models provide mathematical relationships between forcing variables and the target variable (water tempera-
ture), without inferring the mechanistic connections among them. For this reason, their performance is highly 
dependent on the case study and quality of data at hand, and their use may be questionable when applied with 
input variables going beyond the limits used for model calibration, as for example, in climate changes studies 
(Piccolroaz et al., 2018) or when extreme events are of interest (Jankowski et al., 2006; Shinohara et al., 2023). 
These models require little or no scientific knowledge about the simulated processes, making them accessible to 
a wider range of users.

The boundary between statistical models and ML is a topic of current debate (see e.g., Bzdok, 2017; Bzdok 
et  al., 2018; Wikle & Zammit-Mangion, 2023), and one may consider the two types of models belonging to 
the same macro-group. The main difference between classical statistics and ML methods can be found in the 
degree of automation (which is lower for statistical models), complexity, and in the number of assumptions 
that are needed to solve a problem (which is higher for statistical models). Deep learning methods are generally 
regarded as a subset of ML, and have been combined with both statistical models (Shlezinger et al., 2023; Wikle 
& Zammit-Mangion, 2023) and physical models (Read et al., 2019; Reichstein et al., 2019; Y. Zhu et al., 2023). 
Deep learning models have limited assumptions on the data and processes that are to be modeled, and can use a 
large amount of information. However, they cannot be treated as a panacea for solving any task, as they can learn 
spurious relationships and make bad predictions outside of observed conditions, can demand a lot of computa-
tional resources (Menghani, 2023), and can sometimes be less accurate than process-based or simpler statistical 
models (Gamage & Samarabandu, 2020; Korbmacher & Todeaux, 2022; Rajula et al., 2020; H. Zhao et al., 2022).

Deterministic models, also referred to as mechanistic, process-based or theory-based models (see e.g., Soares 
and do Carmo Calijuri, 2021) simulate the fundamental processes relevant for lake water temperature, including 
the accurate quantification of the different energy fluxes involved. The development of these conceptual models 
requires an understanding of the fundamental processes involved and the ability to represent them mathemati-
cally. Depending on the complexity of the processes involved, these models may require a significant amount of 
diverse data for their proper functioning, which may not always be available with sufficient spatial and temporal 
coverage.

Hybrid models are somewhat in between process-based and statistical models (in its wider sense, including clas-
sical statistics, statistical learning, data-driven optimization, up to deep learning). These models combine first 
principle-based models with data-driven models into a joint architecture (Kurz et al., 2022) and aim at preserving 
some of the physical realism of process-based models, while allowing for the flexibility, simplicity, and perfor-
mance of data-driven models. Hybrid models do not necessarily use more knowledge or data, but combine the 
benefits of process-based and statistical models, placing them at a level equal to or below the highest data and 
knowledge use scenarios (Figure 5).

Models can also be classified according to the number of spatial dimensions that they can solve, ranging from 
zero-dimensional (0D) to three-dimensional (3D) models (see Figure 6). The choice of the best model to use 
depends upon the processes that are investigated and the morphological characteristics of the lake at hand and 
is often constrained by the type and quality of available data. In this respect, we refer the interested reader to 
the study by Ishikawa et al.  (2022) for a detailed comparison among models with different dimensions (from 
1D to 3D) in relation to their ability in simulating, among others, thermal stratification in a medium-sized 
drinking-water reservoir. Here, we provide a description of each category of model along with references to the 
most relevant literature on the topic, with a particular focus on 0D and 1D models passing through 0.5D models.

4.1.  0D Models

0D models (also termed bulk models) are used for modeling either LSWT or the vertically homogeneous 
water temperature of a lake assuming complete mixing throughout the water column (e.g., in shallow lakes). 
Depending on the spatial representativeness of the data used for model calibration, 0D models can be used to 
model spatially-averaged or local lake water temperature. In all cases, this category of models does not consider 
any spatial variability in either horizontal or vertical direction. These models generally belong to the category 
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of  statistical models (e.g., Sharma et al., 2008; Willard, Read, et al., 2022), although there are examples of hybrid 
0D models (e.g., Bilello, 1964; Kettle et al., 2004). Furthermore, since such models are typically designed for 
the purpose of predicting LSWT, according to the notation already introduced in Equation 10, in the following 
we will denote water temperature as Ts. This can be interpreted as the temperature of the surface well-mixed 
layer (i.e., the epilimnion, see Figure 2) normally measured from ships, buoys, or moored stations at depths 
ranging from centimeters to a couple of meters below the lake surface (bulk temperature) or as the temperature 
of the thin surface layer on the order of 10 μm generally measured by infrared radiometers (skin temperature; see 
Section 3.2).

4.1.1.  Climatological Models

An example of 0D statistical models are sinusoidal models fitted to observed data, which are able to capture 
LSWT seasonality and the timing of maximum and minimum temperatures, but limited to the climatological 
mean only, thus neglecting any inter-annual variability. These models can be first-order models based on a 
sine-cosine pair with annual periodicity (Flaim et al., 2016) or higher-order models with additional sine-cosine 
pairs characterized by sub-annual periodicity (Minns et al., 2018):

𝑇𝑇𝑠𝑠 = 𝛽𝛽0 +

𝑛𝑛
∑

𝑖𝑖=1

(

𝛽𝛽𝑠𝑠𝑠𝑠𝑠 sin

(

𝐷𝐷𝐷𝐷𝐷𝐷
2𝜋𝜋

365

)

+ 𝛽𝛽𝑐𝑐𝑐𝑐𝑐 cos

(

𝐷𝐷𝐷𝐷𝐷𝐷
2𝜋𝜋

365

))

,� (15)

where β denotes a generic model parameter both here and throughout the rest of the text, DOY refers to the day 
of the year, and n is the number of sine-cosine pairs. Likewise, certain authors proposed models founded on the 
complementary error function erfc (Hutorowicz, 2020), which take the form:

𝑇𝑇𝑠𝑠 = 𝛽𝛽0 + 𝛽𝛽1𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

[

(

𝐷𝐷𝐷𝐷𝐷𝐷 − 𝛽𝛽2

𝛽𝛽3

)2
]

.� (16)

However, one may prefer to consider the climatological year obtained by averaging the temperature for each 
DOY as a better, first-approximation model of the water temperature seasonality. Expanding upon these basic 
models, a more sophisticated, yet still simple, statistical 0D model is the three part, trapezoidal-like model 
proposed by Trumpickas et al. (2009) consisting of linear warming through the spring, a plateau in mid-summer, 
and linear cooling in fall. Besides being lake-specific, the model parameters are year-specific, allowing to deter-
mine the relationships between model parameters and climate variables (e.g., air temperature). These relation-
ships can be used to draw preliminary climate-change-related considerations in the context of expected climate 
scenarios.

Figure 6.  Classification of lake temperature models according to the number of spatial dimensions solved.
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4.1.2.  Regression Models

Moving toward more advanced statistical 0D models, we can refer to statistical models that utilize multivariate 
regressions to establish the correlation between water temperature and one or more predictors. These models 
allow for a deeper understanding of the seasonality and inter-annual variability of water temperature. A generic 
multivariate regression model can be represented as:

𝑇𝑇𝑠𝑠 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 +⋯ + 𝛽𝛽𝑁𝑁𝑥𝑥𝑁𝑁 + 𝜖𝜖� (17)

where x1, x2, …, xN are the independent variables (the predictors), β0, β1, β2, …, βN are the regression coeffi-
cients, and ϵ is the error term. Previous studies found that water temperature can be effectively explained by 
utilizing a combination of different predictors. The most commonly used predictors include meteorological vari-
ables like air temperature, dew point temperature, solar radiation, wind speed, wind direction and precipitation 
(Hondzo & Stefan,  1993). Geographical information such as latitude, longitude and elevation are additional 
factors that have been considered, particularly when the objective is to set-up a multi-lake modeling framework 
specifically tailored to a specific region (e.g., Bachmann et al., 2019; Livingstone et al., 1999; Sabás et al., 2021). 
Lake morphological variables such as lake area, volume, depth, and shape have been shown to be important 
factors affecting water temperature dynamics (e.g., Calamita et al., 2021; Edmundson & Mazumder, 2002; Kettle 
et al., 2004; Toffolon et al., 2014; Woolway et al., 2016), and as such have been considered as relevant predictors 
in several statistical models (Edmundson & Mazumder, 2002; Sharma et al., 2008; Shuter et al., 1983; Snucins 
& Gunn,  2000). In accordance with the climate-morphometry-typology hierarchical framework, as proposed 
by Edmundson and Mazumder (2002) to describe the thermal properties of Alaskan lakes, another significant 
set of predictors pertains to water quality and chemistry (Rose et al., 2016). These may include parameters such 
as Secchi depth (a measure of water clarity, introduced by Italian priest and scientist Pietro Angelo Secchi in 
the mid-19th century, determined by lowering a standard disk into the water until it is no longer visible, then 
measuring the depth at which it disappears), turbidity, water color, and dissolved organic carbon, which are 
examples of parameters frequently employed as predictors in previous studies (e.g., Minns et al., 2018; Snucins 
& Gunn, 2000). A generic multivariate regression model can either be linear, where all predictors are assumed 
to have a linear relationship with the response variable, or non-linear, allowing for more complex relationships 
between predictors and the response variable. In some cases, quadratic or higher order terms, logarithmic or 
exponential functions, or other transformations of the predictors may also be included in the model (e.g., Minns 
et al., 2018; Sharma et al., 2008).

Many studies, from regional (e.g., Livingstone & Lotter, 1998; Woolway, Jennings, & Carrea, 2020) to worldwide 
(e.g., Schmid et al., 2014; S. Wang et al., 2021; Winslow et al., 2018) applications, have consistently demon-
strated a significant relationship between air and water temperatures. This has motivated the development of 
numerous simple linear regression models that utilize air temperature alone to predict water temperature values 
on a daily (e.g., Bachmann et al., 2019; Matuszek & Shuter, 1996), monthly (e.g., McCombie, 1959), and annual 
(e.g., Shuter et al., 1983) basis, or to predict peak summer temperatures (Minns et al., 2018; Sharma et al., 2007). 
In deep lakes characterized by clear hysteresis cycles between air and water temperatures, the impact of the 
lake's thermal inertia is addressed indirectly by estimating separate seasonal regressions of air-water temperature 
relationships for each branch of the hysteresis loop (M. S. Webb, 1974). Alternatively, linear regressions can be 
used  to estimate monthly means of surface water temperature from monthly means of measured air tempera-
ture  data (Lathrop et al., 2019; McCombie, 1959). In some cases, linear regressions are substituted by non-linear 
functions such as the logistic function that is given by:

𝑇𝑇𝑠𝑠 = 𝛽𝛽0 +
𝛽𝛽1 − 𝛽𝛽0

1 + exp(𝛽𝛽2(𝛽𝛽3 − 𝑇𝑇𝑎𝑎))
,� (18)

where Ta is air temperature. This model has been widely applied in studies on stream water temperature forecast-
ing (Mohseni & Stefan, 1999; Piccolroaz et al., 2016; S. Zhu et al., 2018), but has also been applied to LSWT 
forecasting, (Roberts et al., 2017; S. Zhu, Ptak, Choiński, & Wu, 2020; S. Zhu, Ptak, Yaseen, et al., 2020). 
While the logistic model generally offers better performance compared to linear regression models for extreme 
upper and lower values, its applicability is reasonably restricted to the case of shallow lakes that, similar 
to rivers, exhibit a small thermal inertia and thus weak (or absent) hysteresis cycles between air and water 
temperatures.
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4.1.3.  Autoregressive Models

In some cases, particularly when thermal inertia is high and water temperature reacts to air temperature changes 
with a damped and delayed response, autoregressive models that account for the previous predicted values have 
been used (e.g., Håkanson, 1996; Kettle et al., 2004; Ottosson & Abrahamsson, 1998; Prats & Danis, 2019). For 
example, to estimate the hypolimnion temperature, Prats and Danis (2019) used an autoregressive model based 
on an exponential smoothing function of the epilimnion temperature, which in turn was modeled through an 
exponential smoothing function of air temperature based on the model proposed by Kettle et al. (2004) that is 
presented below (see Hybrid models). In this context, it is worth noting that second-order Markov models have 
been successfully employed for modeling river water temperature (Caissie et al., 2001; Cluis, 1972). Although 
such systems exhibit lower thermal inertia than lakes, there is potential for these models to be applicable in lake 
systems. In this type of model, water temperature is represented as the sum of two terms. In parallel with the 
Reynolds notation introduced earlier, these two terms can be understood as the mean annual component, denoted 
as 𝐴𝐴 𝑇𝑇  , and a residual (or fluctuating) component, denoted as 𝐴𝐴 𝐴𝐴 ′ , such that 𝐴𝐴 𝐴𝐴 = 𝑇𝑇 + 𝑇𝑇 ′ . The mean annual compo-
nent is described by a sinusoidal model of the type shown in Equation 15. The residual component is obtained 
by subtracting the actual water temperatures from the annual component, and this series are subsequently used to 
calibrate a stochastic second-order Markov model of the type:

𝑇𝑇 ′
𝑠𝑠 (𝑡𝑡) = 𝛾𝛾1𝑇𝑇𝑠𝑠(𝑡𝑡 − Δ𝑡𝑡) + 𝛾𝛾2𝑇𝑇𝑠𝑠(𝑡𝑡 − 2Δ𝑡𝑡) + 𝛾𝛾3𝑇𝑇

′
𝑎𝑎 (𝑡𝑡),� (19)

where 𝐴𝐴 𝐴𝐴 ′
𝑎𝑎 (𝑡𝑡) is the residual of air temperature with respect to its corresponding annual component evaluated 

according to a sinusoidal model as done for water temperature, and 𝐴𝐴 𝐴𝐴  denotes a generic model parameter. More 
specifically, 𝐴𝐴 𝐴𝐴1 and 𝐴𝐴 𝐴𝐴2 are related to the autocorrelation coefficients for a lag of Δt and 2Δt, respectively (Caissie 
et al., 2001; Cluis, 1972), where Δt is generally assumed equal to one day.

4.1.4.  Bayesian Models

Bayesian regression models extend standard regression models and use Bayes' theorem to infer the probability 
distribution of the parameters. The posterior distribution is obtained by combining the prior distribution, which 
represents our prior beliefs about the parameters, and the likelihood of the data, which represents the probability 
of obtaining the observed data given the parameter values. This approach allows for modeling uncertainty in the 
parameters and provides a probabilistic framework for making predictions. More specifically, the prior distri-
bution represents our initial beliefs or guesses about the probability distribution of the model parameters before 
observing any data. The posterior distribution, in contrast, incorporates both the prior distribution and the likeli-
hood of the data, resulting in an updated probability distribution of the model parameters that accounts for both 
the prior information and the information contained in the observed data. In general, probability distributions are 
built using Monte Carlo simulations.

Bayesian modeling allows for a hierarchical approach that can be applied to analyze complex data structures. 
This approach is based on a sequential procedure with more than one model structure in the hierarchy, allowing 
for estimation of the parameters and prior distributions for each level using the observed data. In this way, each 
model structure builds upon the previous model's results, incorporating informative priors that leverage addi-
tional sources of information and enable the use of past knowledge in the analysis. As an example, Christianson 
et al. (2019) implemented a sequential procedure with three models in hierarchy to predict sub-daily LSWT of 
high altitude lakes of the Southern Rocky Mountains (U.S.A). The first-level model described daily and seasonal 
variation in LSWT by combining sine and cosine functions and a linear term dependent on lake surface area. 
Here, vague priors were employed initially, assuming normal distributions, while in subsequent steps the means 
and covariance results from the previous model were utilized for all previously introduced parameters. In the 
second-level model, the effect of elevation was added to account for the wide range of variability of the studied 
lakes. Finally, the third-level model has been built on the second one by adding a term dependent on the year and 
considering an unknown sampling time, yielding to the full equation written below:

𝑇𝑇𝑠𝑠 = 𝛽𝛽0 + 𝛽𝛽1 sin

(

2𝜋𝜋
𝑡𝑡

24

)

+ 𝛽𝛽2 cos

(

2𝜋𝜋
𝑡𝑡

24

)

+ 𝛽𝛽3 sin

(

2𝜋𝜋
𝐷𝐷𝐷𝐷𝐷𝐷

365

)

+ 𝛽𝛽4 cos

(

2𝜋𝜋
𝐷𝐷𝐷𝐷𝐷𝐷

365

)

+ 𝛽𝛽5𝐴𝐴0 + 𝛽𝛽6Elev + 𝛽𝛽5Year,

� (20)

where A0 is lake surface area, Elev is the lake elevation, and Year is the year of observation. In this case, not only 
did the complexity of the model increase moving through the hierarchy, but the authors also used different data 
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sets with increasingly larger but more sparse (i.e., less densely sampled in time and space) observations at each 
level.

4.1.5.  Machine Learning

ML models are now a popular tool for water quality modeling (Appling et al., 2022). Studies that used ML for 
lake temperature modeling can be divided into two groups: shallow and deep ML models. The shallow ML 
models used in the literature include artificial neural networks (Di Nunno et al., 2023; Heddam et al., 2020; W. 
C. Liu & Chen, 2012; Saber et al., 2020; S. Zhu, Ptak, Yaseen, et al., 2020; S. Zhu et al., 2023), support vector 
regression (Quan et al., 2020), adaptive neuro-fuzzy inference system (Yousefi & Toffolon, 2022), and decision 
trees (Heddam et al., 2020; Yousefi & Toffolon, 2022). Most deep ML models use recurrent neural networks, for 
example, long short-term memory (LSTM) models (X. Jia et al., 2021; Read et al., 2019; L. Wang et al., 2022; 
Willard, Read, et al., 2022; Yousefi & Toffolon, 2022) to replicate the memory of the thermal system.

The majority of studies using ML for lake temperature prediction have focused on surface predictions (e.g., 
Di Nunno et al., 2023; Hao et al., 2023; Heddam et al., 2020; Quan et al., 2020; Saber et al., 2020; Sharma 
et al., 2008; Yousefi & Toffolon, 2022; Willard, Read, et al., 2022; S. Zhu, Ptak, Yaseen, et al., 2020; S. Zhu 
et  al.,  2023), but some have also simulated depth-resolved lake water temperatures (e.g., Read et  al.,  2019; 
Willard et al., 2021). Among these studies, Yousefi and Toffolon (2022) compared nine ML models including 
both shallow and deep models for the forecasting of LSWT and evaluated the best input predictors. The results 
showed that none of the nine ML models performed significantly better, and that the best input predictors are air 
temperature and day of the year. The analysis also showed that including the air temperature from previous days 
as inputs in the ML models improved prediction performance, as this helped to retain the historical context of the 
forcing conditions.

ML has the potential to improve modeling of lake water temperature at broad spatial scales through several mech-
anisms. ML models can leverage information across thousands of lakes to improve predictions. Willard, Read, 
et al. (2022) used LSTM-based deep learning to estimate LSWT for 185,549 lakes in the conterminous United 
States, and the results showed that a global deep learning model substantially improves predictive accuracy 
compared to a prior empirical model and a debiased process-based approach. For temperature profiles, Willard 
et  al.  (2021) proposed a meta-transfer learning method, which predicts transfer performance from candidate 
source models to unmonitored target lakes using lake attributes. This work showed that information from lakes 
that are similar (e.g., similarity in maximum depth) can be successfully transferred between well- and unmoni-
tored systems, and that hybrid deep learning and process-based models (described in the next paragraph) trans-
ferred better than process-based models. An additional challenge for broad scale modeling is that process-based 
models often require information about lake characteristics (e.g., bathymetry, water clarity) for parameterization 
that are not known for most lakes. ML techniques are flexible where you can exclude certain parameters that are 
not available at large extents. For example, Willard, Read, et al. (2022) did not use depth or water clarity despite 
the known importance in predicting temperature across lakes. In fact, ML methods can be used to learn about the 
lake characteristics themselves from the observational temperature data set. For example, LSTM and inversion 
techniques have been combined to build models that can predict both dynamic lake temperatures and infer static 
features of lakes that are important for making temperature predictions across lakes (e.g., lake depths; Tayal 
et al., 2022).

4.1.6.  Hybrid Models

Hybrid 0D models generally rely on the fundamental zero-dimensional heat budget Equation 9. As shown in 
Equation 10 and the corresponding text, applying this heat balance to the well-mixed layer yields the time evolu-
tion of the water temperature averaged over the corresponding volume. A simplified way to account for the 
right-hand-side of the equation is through assuming that the heat flux is predominantly controlled by the sensible 
heat exchange, so that:

𝑑𝑑𝑑𝑑𝑠𝑠

𝑑𝑑𝑑𝑑
= 𝜂𝜂(𝑇𝑇𝑎𝑎 − 𝑇𝑇𝑠𝑠),� (21)

where Ta is air temperature, and η is a heat exchange coefficient having dimension of inverse time. This simple 
model was first proposed by Rodhe (1952) and has been applied to the Baltic Sea to predict the timing of ice 
formation, which was simply computed as the time when the water temperature Ts drops below 0°C. Since then, 
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the same model has been used in numerous other locations, as for example, Canadian rivers, lakes, and bays 
(Bilello, 1964), Lake Mendota in USA (Robertson et al., 1992), as well as lakes in Greenland (Kettle et al., 2004) 
and other regions. In this model η is constant, therefore the effects of seasonality on the heat exchange coefficient 
and of stratification (i.e., varying volume in Equation 10) are neglected. Equation 21 can be solved numerically 
or, as done in the aforementioned works, integrated over time, rearranged and solved iteratively (see Rodhe (1952) 
and Bilello (1964) for the mathematical treatment) to obtain:

𝑇𝑇𝑠𝑠(𝑡𝑡) =
(

1 − 𝑒𝑒−𝜂𝜂Δ𝑡𝑡
)

𝑇𝑇𝑎𝑎(𝑡𝑡) + 𝑒𝑒−𝜂𝜂Δ𝑡𝑡𝑇𝑇𝑠𝑠(𝑡𝑡 − Δ𝑡𝑡),� (22)

where Δt is the integration time interval, normally assumed equal to one day. This equation suggests that if Ta is 
constant in time, the temperature in the surface well-mixed layer Ts tends to approach it exponentially.

Following Kettle et al. (2004), this equation can be rewritten assuming that water temperature is related to air 
temperature through a smoothing function f, such that Ts(t) = f(Ta(t)), yielding to:

𝑓𝑓 (𝑇𝑇𝑎𝑎(𝑡𝑡)) = 𝛼𝛼𝛼𝛼𝑎𝑎(𝑡𝑡) + (1 − 𝛼𝛼)𝑓𝑓 (𝑇𝑇𝑎𝑎(𝑡𝑡 − Δ𝑡𝑡)),� (23)

where 𝐴𝐴 𝐴𝐴 =
(

1 − 𝑒𝑒−𝜂𝜂Δ𝑡𝑡
)

 is a smoothing parameter that has the effect of reducing the variance of air temperature 
and introducing a time delay in the thermal response of the lake. In this way, the model includes an autore-
gression component thus accounting for the thermal inertia of the lake. To enhance the model's applicability 
to lakes where factors beyond the temperature difference between air and water may influence the system, an 
extended version incorporates theoretical short-wave solar radiation Hs as an additional component (Kettle 
et al., 2004):

𝑇𝑇𝑠𝑠(𝑡𝑡) = 𝛽𝛽0 + 𝛽𝛽1𝑓𝑓 (𝑇𝑇𝑎𝑎) + 𝛽𝛽2𝐻𝐻𝑠𝑠,� (24)

where the term Hs can refer to the theoretical clear-sky radiation (see e.g., Annear & Wells, 2007 for an overview 
of models to calculate it), as proposed by the authors, be represented as a sinusoidal fit to average daily solar 
radiation data (Prats & Danis, 2019), or be assigned directly based on measured data. The model parameters in 
Equation 24 and the smoothing parameter α are specific to each lake and should be calibrated by fitting the model 
to the corresponding observational data. In the study by Kettle et al. (2004), scaling relationships were discovered 
between these model parameters and lake area and maximum depth, which led to the creation of a regional model 
for predicting summer LSWT in lakes located in southwest Greenland.

4.1.7.  Equilibrium Temperature Models

Edinger et al. (1968) introduced the concept of equilibrium temperature Teq, defined as the surface water temper-
ature at which the net heat flux Hnet exchanged at the lake's surface would be zero. The equilibrium temperature 
can be therefore calculated from Equation 1 by setting Hnet to zero, substituting Ts with Teq in the heat fluxes terms 
depending on LSWT, and solving for Teq. Before doing so, let us obtain the equation for Hnet by subtracting Equa-
tion 8 in the case when Hnet = 0 and Ts = Teq, from the case when Hnet ≠ 0. This yields:

𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛 = 4𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎
3
0
(𝑇𝑇𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑠𝑠) + 6𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎

2
0

(

𝑇𝑇 2
𝑒𝑒𝑒𝑒 − 𝑇𝑇 2

𝑠𝑠

)2
+ 𝐿𝐿𝐿𝐿𝐿𝐿 (𝑊𝑊 )

[

𝑇𝑇𝑒𝑒𝑒𝑒(𝛿𝛿 + 𝜉𝜉) − 𝑇𝑇𝑠𝑠(𝛿𝛿 + 𝜉𝜉)
]

,� (25)

where we assumed that since the difference between Teq and Ts is generally small for averaging periods larger 
than daily, it is reasonable to assume δeq = δs = δ. This equation can be linearized by neglecting the second term 
on the right-hand-side, usually contributing by less than 10% of the total Hnet (Edinger et al., 1968; Eggers & 
Tetzlaff, 1978), to give:

𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛 =
[

4𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎
3
0
+ 𝐿𝐿𝐿𝐿𝐿𝐿 (𝑊𝑊 )(𝛿𝛿 + 𝜉𝜉)

]

(𝑇𝑇𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑠𝑠) = 𝐾𝐾𝑒𝑒𝑒𝑒(𝑇𝑇𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑠𝑠),� (26)

where the heat exchange coefficient Keq in this equation is defined by the terms within the square brackets. With 
this definition of Keq, the equilibrium temperature can be computed from Equation 8 with Hnet = 0, by setting 
Ts = Teq and δeq = δ, and neglecting higher order terms:

𝑇𝑇𝑒𝑒𝑒𝑒 =
𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 +𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎

4
0

𝐾𝐾𝑒𝑒𝑒𝑒

+

[

𝐾𝐾𝑒𝑒𝑒𝑒 − 4𝜖𝜖𝑤𝑤𝜎𝜎𝜎𝜎
3
0

𝐾𝐾𝑒𝑒𝑒𝑒(𝛿𝛿 + 𝜉𝜉)

]

(𝜉𝜉𝜉𝜉𝑎𝑎 + 𝛿𝛿𝛿𝛿𝑑𝑑) .� (27)
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In addition, by substituting Equation 26 into Equation 10 for the time evolution of Ts in the well-mixed surface 
layer, one obtains:

𝑑𝑑𝑑𝑑𝑠𝑠

𝑑𝑑𝑑𝑑
=

𝐾𝐾𝑒𝑒𝑒𝑒

𝜌𝜌𝜌𝜌𝑝𝑝𝐷𝐷𝑠𝑠

(𝑇𝑇𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑠𝑠) = 𝜂𝜂𝑒𝑒𝑒𝑒(𝑇𝑇𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑠𝑠) .� (28)

We note that this equation is formally equivalent to Equation 21 and that 𝐴𝐴 𝐴𝐴𝑒𝑒𝑒𝑒 =
𝐾𝐾𝑒𝑒𝑒𝑒

𝜌𝜌𝜌𝜌𝑝𝑝𝐷𝐷𝑠𝑠

 has the same meaning as the 

coefficient η in that equation. Hence from a mathematical point of view the solutions provided in Equation 22 holds 
true also in this case, once Ta and η have been replaced by Teq and ηeq, respectively. However, these two equations 
differ substantially in their physical interpretation, since in the latter the heat exchange between a water body and the 
atmosphere is proportional to the difference between LSWT and the equilibrium temperature, rather than the differ-
ence between LSWT and the air temperature. We note that the equilibrium temperature would be the same as the 
air temperature only if heat were exchanged solely through conduction and convection (Hnet = Hc). However, this is 
usually not the case although it is the assumption underlying the model proposed by Rodhe (1952), as shown above.

LSWT models based on the concept of the equilibrium temperature are grounded in the fundamental physical 
principles that control the lake's thermodynamics. Indeed, solving the system of Equations 27 and 28 corresponds 
to solving the heat budget of a lake, which can be done numerically by considering either constant or variable ηeq 
and Ds through time. However, in some previous applications, the problem has been simplified by solving Equa-
tion 28 using a sinusoidal function to describe Teq, obtained by fitting the values from Equation 27 using a sinu-
soidal regression (which has been proven to explain most of the variance of Teq; Livingstone & Imboden, 1989). 
This approach allowed for gaining insight on the effects of meteorological factors on water temperatures (Edinger 
et al., 1968; Livingstone & Imboden, 1989), and for quantifying the average and the amplitude of sub-daily LSWT 
in the form of a simple sine wave (Eggers & Tetzlaff, 1978). In some other applications, Teq computed according to 
Equation 27 or considering other assumptions to simplify the heat flux terms has been used as a proxy for LSWT 
to investigate the thermal sensitivity of lakes to changes in meteorological forcing variables (Schmid et al., 2014).

4.2.  0.5D Models

0.5D models (also termed box models, according to the wide literature in ocean science; see e.g., Welander, 1982) 
are intermediate between 0D and 1D models, in that they model water temperature within a time-varying upper 
well-mixed layer, thus allowing for including the effect of stratification and vertical mixing. This type of models 
can be coupled with one underlying layer considering it decoupled from the upper well-mixed layer (as e.g., in 
air2water, Piccolroaz et al., 2013) or coupled through simple temperature-depth parameterizations (as e.g., in 
FLake, Mironov et al., 2010). Similar to 0D models, depending on the spatial representativeness of the data used 
for model calibration, 0.5D models can be used to model spatially-averaged or local lake water temperature.

The air2water model is an example of a 0.5D hybrid model for LSWT prediction that combines the simplicity 
and parsimony of statistical models with the high performance of more complex deterministic models, thanks to 
its physically based derivation (Piccolroaz, 2016; Piccolroaz et al., 2013; Toffolon et al., 2014). The model solves 
the volume-integrated, zero-dimensional heat equation applied to the well-mixed surface volume of the lake as 
described in Equation 10. In this case, the net heat flux Hnet is mathematically simplified through linearization 
using Taylor expansion and with air temperature serving as a proxy for the integrated effects of relevant processes 
and fluxes. The result is a simple ordinary differential equation that depends on air temperature, LSWT, and 
model parameters summarizing the main climatic and thermophysical properties of the lake. This equation is not 
fundamentally different from Equation 28 and reads:

𝑑𝑑𝑑𝑑𝑠𝑠

𝑑𝑑𝑑𝑑
=

1

𝛿𝛿

{

𝑎𝑎1 + 𝑎𝑎2𝑇𝑇𝑎𝑎 − 𝑎𝑎3𝑇𝑇𝑠𝑠 + 𝑎𝑎5

[

2𝜋𝜋

(

𝑡𝑡

𝑡𝑡𝑦𝑦
− 𝑎𝑎6

)]}

,� (29)

where a1, …, a6 are model parameters and δ = Vs/Vlake = Ds/Dmean is the dimensionless depth (or volume) of the 
well-mixed surface layer relative to the lake mean depth Dmean (total volume Vlake). The inclusion of δ provides 
a significant advantage for air2water over purely regressive models. In fact δ is described by a time-dependent 
function that explicitly accounts for the significant role of vertical stratification on lake thermal dynamics:

� =

⎧

⎪

⎨

⎪

⎩

exp
(

− �� − �ℎ
�4

)

, �� �� ≥ �ℎ

exp
(

�� − �ℎ
�7

)

+ exp
(

− ��
�8

)

, �� �� < �ℎ

� (30)
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where Th is the temperature of the hypolimnion (i.e., the deep layer, see Figure 2), which can be assumed equal 
to the minimum (maximum) surface temperature registered during the year for warm (cold) monomictic lakes 
that mix once per year, or equal to the temperature of maximum density (temperature of maximum density varies 
with salt content and is approx. 4°C in freshwater lakes at the atmospheric pressure) for the case of dimictic lakes 
that circulate twice a year. Although the definition of δ as implemented in the air2water model is empirical, the 
comparison between simulated and observed values of δ for Lakes Constance and Superior showed good agree-
ment (Piccolroaz et al., 2015; Toffolon et al., 2014). Furthermore, a recent analysis by Toffolon et al. (2022) using 
a 1D physically-based model confirmed that δ decreases exponentially over time. However, the study suggests 
that a potential improvement could be achieved by considering different exponential decay parameters for the 
warming and cooling periods. Similarly, it has been suggested that at least for some lakes the model may better 
follow observations when Th is considered to be another model parameter to be calibrated, instead of being fixed 
as described above (Piotrowski et al., 2022). In addition to distinguishing air2water from standard regression 
models, the inclusion of a time-varying δ also allows this model to be classified as 0.5D, because it simulates the 
temporal evolution of the epilimnion. Besides the 8-parameter full model, alternative versions of the model also 
exist: one with 6 parameters, where δ equals 1 during inverse stratification (i.e., when Ts < Th), and another with 
4 parameters where the sinusoidal term in Equation 29 is neglected. The first simplification was reasonable in a 
wide range of cases (Piccolroaz et al., 2013), and implies a mild effect of reverse stratification (i.e., parameter a7) 
and the possible insulating effect of ice cover (see the fictitious increase of delta through the term depending on 
parameter a8) on the resulting LSWT dynamics. The second simplification is particularly reasonable, especially 
when the air temperature and LSWT cycles are almost sinusoidal, in which case the third sinusoidal term would 
be redundant: the sum of sinusoidal functions with the same frequency but different amplitude and phase yields 
another sinusoid with different amplitude and phase but the same frequency.

FLake (Freshwater Lake model) is another example of a widely used 0.5D lake model capable of predicting the 
vertical temperature structure and mixing conditions in lakes of various depths on a time scale from a few hours 
to many years (Mironov, 2008; Mironov et al., 2010). The model is based on two dynamic layers: an upper mixed 
layer and a thermocline layer in which the water temperature is parameterized using the concept of self-similarity 
of the temperature-depth curve, meaning that the characteristic shape of the temperature profile is conserved 
irrespective of the depth of this layer. The model is written in terms of potential water temperature Θ that is 
the temperature a parcel of water would have if it were moved adiabatically (i.e., without exchange of heat) to a 
reference pressure, normally at the surface (see e.g., Imboden & Wüest, 1995). According to the two-layer param-
eterization of FLake, the time evolution of the potential water temperature profile is given by:

Θ =

⎧

⎪

⎨

⎪

⎩

Θ𝑠𝑠, 𝑖𝑖𝑖𝑖 0 < 𝑧𝑧 𝑧 𝑧𝑧𝑠𝑠

Θ𝑠𝑠 − (Θ𝑠𝑠 − Θ𝑏𝑏)𝜙𝜙(𝜁𝜁 ), 𝑖𝑖𝑖𝑖 𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ≤ 𝑧𝑧 ≤ 𝐷𝐷𝑠𝑠

� (31)

where Θ = Θ(z, t), z is the vertical coordinate, Θs(t) and Θb(t) are the potential water temperatures in the surface 
well-mixed layer of depth Ds and at the very bottom (i.e., z = Dlake), and ϕ(ζ) is the dimensionless “universal” 
shape function describing the self-similar temperature profile in the thermocline. The shape function used in 
the FLake model is a fourth order polynomial in the dimensionless depth � = �−��(�)

����� −��(�)
 and depends on a shape 

coefficient C varying in time to account for the effect of mixed-layer deepening, stationary state, or retreat 
(Mironov,  2008). The same self-similarity theory is used to describe the temperature profile of the lake ice, 
snow, and active upper layer of bottom sediments. While this approach relies on “verifiable empiricism,” it 
still incorporates much of the essential physics, thus offering a good compromise between physical realism and 
computational economy (Mironov et al., 2010). However, because FLake does not allow for the hypolimnion 
layer below the thermocline, a virtual bottom at 40–60 m is used in simulations, instead of the real lake depth 
(Martynov et al., 2010). In FLake the upper layer is assumed to be well mixed and vertically uniform. The depth 
of this layer (Ds) is dynamically parameterized through an entrainment equation for the depth of a convectively 
mixed layer and a relaxation-type equation for the depth of a wind-mixed layer in stable and neutral stratification, 
as well as accounting for volumetric solar radiation absorption. The set of equations used in this parameterization 
along with all details for their comprehension can be found in Mironov (2008) and in the Appendix of Mironov 
et al. (2010). We refer interested readers to those previous studies for a detailed explanation. Although the FLake 
model is commonly referred to as a bulk model, it is classified as a box model in the classification scheme used 
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in this review because the model solves for the time-dependent depth of the well-mixed layer. FLake has been 
implemented within the weather prediction model COSMO (Mironov et al., 2010) and coupled in one-way (Gula 
& Peltier, 2012) and two-way (Mallard et al., 2014) model configurations to the Weather Research and Forecast-
ing (WRF) model, which demonstrated a good performance with respect to the lake surface temperature and to 
the freeze-up of lakes and the ice break-up. The interested reader can refer to the FLake model website (http://
www.flake.igb-berlin.de/) for downloading the code and for the relevant documentation.

4.3.  1D Models

1D models (also termed column models) allow the simulation of water temperature vertical profiles. 1D models 
can be applied either at the deepest point of a lake considering its hypsometric curve (variable area over depth) 
or, particularly when the detailed bathymetry is not available, on shape assumptions, for example, assuming an 
equivalent cylinder in which lakes have constant area equal to the surface area and depth equal to the lake's mean 
depth, or a simplified cone if only surface area and depth are known. 1D models can be used as lake-averaged or 
single station models depending on the observations used for model calibration (i.e., horizontally averaged vs. 
local). The first case is more appropriate for small and deep lakes where lateral variability is less important than 
the vertical one. In either case, this should be explicitly clarified when presenting the results to avoid misinter-
pretations (Henderson-Sellers, 1984).

1D lake models are based on the assumption that mixing processes happen rapidly on the horizontal axis, making 
horizontal density gradients negligible. This allows the focus on the vertical axis of the water column for transport 
and mixing processes. Various criteria for the validity of the 1D assumption have been proposed. Generally, the 
1D assumption requires a mostly stably stratified water column which can be validated by calculating the dimen-
sionless Wedderburn number or Lake Number (Imberger & Patterson, 1989; Patterson et al., 1984). The Lake 
Number (LN) quantifies the dynamic stability of the water column and is defined as the ratio of the momentum 
of stabilizing forces (resulting from stratification) to the momentum of the destabilizing forces due to wind. Long 
periods characterized by LN ≫ 1 can be used as a preliminary basic validation of the 1D model assumption 
(Bruce et al., 2018)

𝐿𝐿𝐿𝐿 =
𝑆𝑆𝑆𝑆𝑆𝑆

𝜌𝜌𝜌𝜌2∗𝑧𝑧𝑣𝑣
� (32)

where St is the Schmidt stability, β is the angle of the metalimnion surface to the lake bottom (that can be approx-
imated as 𝐴𝐴 𝐴𝐴 = 𝐷𝐷𝑚𝑚∕

√

𝐴𝐴0 , where Dm is the depth of the thermocline and A0 is the lake surface area), u∗ is the wind 
friction velocity, and zv is the center of volume depth. While we refer to classical limnological textbooks for the 
details on the definitions of St and zv, we specify that the wind shear velocity u∗ can be quantified as:

𝑢𝑢2∗ =
𝜌𝜌𝑎𝑎

𝜌𝜌
𝐶𝐶𝐷𝐷𝑈𝑈

2
10� (33)

where ρa and ρ are air and water density (in the latter case, the density of the surface water), CD is the drag coef-
ficient for momentum, and 𝐴𝐴 𝐴𝐴 2

10
 is wind velocity measured at 10 m above the lake surface. Generally, the use of 

1D lake models in reservoirs is not a common practice, especially when the geometry is intricate and marked 
by a dendritic pattern (see also Section 4.4). Further, the 1D assumption is generally valid for lakes that are not 
affected by the effects of Earth's rotation on the internal flow field, although there are several examples of 1D 
lake models applied to large lakes (see e.g., Fenocchi et al., 2019; Gaudard et al., 2019; Goyette & Perroud, 2012; 
Piccolroaz & Toffolon, 2013; Wood et al., 2023). This can be verified by calculating the Rossby radius and is 
mostly valid for small and medium-sized water bodies. It should be noted that turbulence-based 1D models 
(see below for the definition), as for example, Simstrat (Goudsmit et  al.,  2002) and LAKE 2.0 (Stepanenko 
et al., 2016) account for the effects of the Coriolis force in their hydrodynamic calculations and can generally be 
used for lakes regardless of size.

The key equation at the basis of 1D lake models is the vertical water temperature transport equation. This equa-
tion can be formulated starting from Equation  14 by focusing only on vertical processes and neglecting the 
vertical advection term to give:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

𝑆𝑆𝑇𝑇

𝜌𝜌𝜌𝜌𝑝𝑝
+

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝐷𝐷𝑇𝑇
𝑧𝑧

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

,� (34)
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where 𝐴𝐴 𝐴𝐴𝑇𝑇
𝑧𝑧 (𝑧𝑧𝑧 𝑧𝑧) is the vertical eddy diffusivity (that, we recall, has a lower bound determined by the value of 

molecular diffusivity D). In this equation we replaced j = 3 with z, z being the depth hence defined as positive 
downwards, and omitted the overbar that denotes averaging. This equation can be rewritten making explicit the 
dominant heat source/sink terms and accounting for the lake's hypsography:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
= −

1

𝜌𝜌𝜌𝜌𝑝𝑝

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠

𝐴𝐴𝐴𝐴𝐴𝐴𝑝𝑝

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝑆𝑆𝑇𝑇

𝜌𝜌𝜌𝜌𝑝𝑝
+

1

𝐴𝐴

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝐴𝐴𝐴𝐴𝑇𝑇
𝑧𝑧

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

� (35)

where I(z, t) represents the internal heat generation due to penetrative solar radiation, Hsed(z, t) is the heat flux at 
the water-sediment interface (defined to be positive if heat flows from the sediments into the water), ST denotes 
other sink/source terms, and A(z) is the lake area. The penetrative solar radiation I is governed by the water clarity 
and, in general, is described through an exponential approximation of the Beer-Lambert attenuation law as follows:

𝐼𝐼(𝑧𝑧) = 𝐼𝐼0 exp(−𝑘𝑘𝑑𝑑𝑧𝑧),� (36)

where I0 = Hs,net is the available solar radiation at the lake surface and kd is the light extinction coefficient. It 
should be noted that, in general, the light extinction coefficient is not constant and varies as a function of the 
wavelength across the light spectrum (Bouffard et al., 2019). However, for simplicity, a monochromatic source 
is often assumed, and a constant value of kd is frequently empirically estimated as a function of the Secchi depth 
(Subin et al., 2012). In general, kd is on the order of 1 m −1 for turbid lakes and 0.1 m −1 for clear lakes (Bouffard & 
Wüest, 2019). In some cases, a fraction βs of the available solar radiation associated with wavelengths in the red 
end of the solar spectrum (wavelengths >700 nm), is allowed to be absorbed within the surface layer za. In such 
cases, Equation 36 is adjusted by defining 𝐴𝐴 𝐴𝐴0 = (1 − 𝛽𝛽𝑠𝑠)𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 and applying it for depths z ≥ za, with the compo-
nent of I0 absorbed within the uppermost za layer being accounted for within the source term per unit volume ST. 
The fraction βs accounts for approximately 40%–50% of the total energy, which is absorbed within a surface layer 
za ∼ 0.6 m (Henderson-Sellers, 1986). We note that in shallow/clear lakes the portion of penetrating solar radia-
tion reaching the bottom is absorbed in the top layer of sediments, although it can be partially reflected back and 
either absorbed in the layers above or released to the atmosphere, increasing the lake albedo (Subin et al., 2012).

In order to solve Equation 35 an upper, surface boundary condition of the Neumann type is generally assumed 
with the form of:

𝜌𝜌𝜌𝜌𝑝𝑝

(

−𝐷𝐷𝑇𝑇
𝑧𝑧

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

|

|

|

|𝑧𝑧=0

= 𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛 −𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,� (37)

where Hnet is the net heat flux exchange (positive when directed from the atmosphere toward the lake) between 
atmosphere and water column given by Equation 8, where the effects of precipitation, inflows/outflows, and 
water-sediment exchanges were excluded. The net shortwave radiation Hs,net is removed from the right-hand-side 
because, as noted above, it is already included in Equation  35 as a separate production term. Similarly, the 
contributions of precipitation, inflow/outflows, and water-sediment exchanges are regarded as additional source/
sink terms in Equation 35. The right-hand side of Equation 37 includes only long-wave and non-radiative fluxes 
exchanged at the lake-atmosphere interface, which are absorbed within the uppermost 1–2  mm of the water 
column (Henderson-Sellers, 1986). This thickness is smaller than the depth of surface layers typically considered 
in lake models, thus justifying its application as a Neumann-type boundary condition.

The bottom boundary condition, is already introduced in Equation 35 as the term 𝐴𝐴
𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠

𝐴𝐴𝐴𝐴𝐴𝐴𝑝𝑝

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 , which accounts for 

the water-sediment heat flux through approximating the water-sediment interface areas by the difference in 
horizontal areas between two consecutive depths according to the bathymetry of the lake (Goudsmit et al., 2002; 
Saloranta & Andersen, 2007). In general, this heat flux varies with depth and can be assigned if it is known, 
particularly when it is predominantly influenced by the upward geothermal flux (Gaudard et al., 2019; Piccolroaz 
& Toffolon, 2013), or modeled by taking into account sediment layers through the following heat conduction 
equation:

𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜆𝜆𝑠𝑠𝑠𝑠𝑠𝑠

𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠

𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠
� (38)

where λsed is the thermal conductivity, Tsed the temperature, and zsed the depth of the sediments (see e.g., the 
MyLake model in Saloranta and Andersen (2007)). We recall that the water-sediment heat flux Hsed is defined 
as positive when directed toward the water column. The effect of Hsed is often neglected (adiabatic boundary 
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conditions at the sides), but it should always be considered in long-term climatic simulations (de la Fuente & 
Meruane, 2017).

Ice and snow dynamics, and their impact on vertical heat fluxes, are mostly handled in a separate algorithm for 
1D water temperature models. Here, more detailed descriptions of different algorithms can be found in H. Yao 
et al. (2014) and U. G. Kobler and Schmid (2019). Water temperature models differ in their ability to simulate a 
set of multiple variables, for example, black ice (congelation ice), white ice (snow ice) and/or snow thickness, the 
respective effects on atmosphere-water exchanges, and if ice growth can happen on top or below the ice-water 
interface. As the plethora of different ice algorithms makes a comprehensive description challenging, we will 
briefly describe the popular ice and snow algorithm of the MyLake model (Saloranta & Andersen, 2007) in this 
paragraph, which is also incorporated into Simstrat (Goudsmit et al., 2002) and GOTM (Burchard et al., 1999), 
which will be presented regarding their water temperature modeling approach in more details below. The MyLake 
ice and snow algorithm considers the dynamics of black ice, white ice as well as snow. Here, ice thickness 
changes when air temperature is below the freezing point and is quantified using Stefan's law:

ℎ𝑖𝑖𝑖𝑖𝑖𝑖 =

√

ℎ2
𝑖𝑖𝑖𝑖𝑖𝑖

+
2𝜆𝜆𝑖𝑖𝑖𝑖𝑖𝑖

𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿𝑓𝑓

(𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖)Δ𝑡𝑡� (39)

where hice is ice thickness, λice is thermal conductivity of ice, ρice is ice density, Lf is latent heat of freezing, Tf is 
water temperature at the freezing point (Tf = 0°C), and Tice is the temperature of the ice surface (Leppäranta, 1993). 
Snow thickness is a function of precipitation, and white ice forms whenever the weight of snow exceeds the buoy-
ancy capacity of the ice layer. Ice cover causes the surface layer to stay at constant freezing point temperatures, 
and heat diffusing into this layer is used for melting. Ice and snow thickness further affect the albedo regarding 
incoming short-wave radiation.

Two prominent formulations for 1D water temperature modeling have been established (Ford & Stefan, 1980; 
Perroud et al., 2009) based on how they simulate vertical transport. Both types of 1D models apply the 1D water 
temperature transport Equation 35 but individual models differ regarding their turbulent closure schemes which 
eventually results in different formulations for deriving the eddy diffusion coefficient 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑧𝑧  . The first type esti-
mates eddy diffusivity coefficients based on empirical or physically-based relationships. These models include 
integral energy models (also called mixed-layer models) as well as eddy-diffusion models. The other type are 
turbulence-based models that use additional equations to quantify turbulent transport of turbulent kinetic energy 
(TKE, k) and of its rate of dissipation (ɛ) (Rodi, 1984).

In most cases, integral energy models apply the TKE by wind shear directly to calculate the mixed layer depth 
without focus on vertical transport of TKE (Ford & Stefan, 1980). The transport below the mixed layer depth is 
modeled solving Equation 35 with 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑧𝑧  estimated using empirical relationships, mostly based on parameterizations 
related to the gradient Richardson number defined as the ratio between local gradients of buoyancy (stabilizing) 
and shear (causing turbulent mixing):

𝑅𝑅𝑅𝑅 =
𝑔𝑔

𝜌𝜌

𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕

(𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕)2
=

𝑁𝑁2

𝑆𝑆2� (40)

where u is the horizontal velocity, N is the Brunt-Väisälä or buoyancy frequency 𝐴𝐴 𝐴𝐴 =

√

𝑔𝑔

𝜌𝜌

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 , and S represents 

local shear (note that the vertical coordinate z is defined as positive downwards). In a simple form, the eddy diffu-
sivity can be related to buoyancy effects as:

𝐷𝐷𝑇𝑇
𝑧𝑧 = 𝐷𝐷𝑇𝑇

𝑧𝑧0

(

1 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑏𝑏
)𝑐𝑐

� (41)

where 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑧𝑧0
 is the diffusivity at neutral stratification (Ri = 0), b and c are empirical coefficients that vary across a 

wide range according to the several relationships available in the literature (Henderson-Sellers, 1982; Munk & 
Anderson, 1948; Pacanowski & Philander, 1981). An example is the approach following Henderson-Sellers (1985), 
in which turbulent diffusivity is also parameterized based on the gradient Richardson number, see Equation 40, 
and is used to quantify vertical mixing over the full vertical axis (e.g., in the so-called Hostetler-type models, after 
Hostetler and Bartlein (1990)). This turbulent diffusivity model does not estimate a mixed layer depth from the 
external available kinetic energy and can be classified as eddy-diffusion model. It differs from turbulence-based 
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models as it does not use additional calculations to account for turbulent energy production and dissipation. 
Therefore, methodologically and technically, models sensu Henderson-Sellers (1985) are closer to integral energy 
models than turbulence-based models.

On the other hand, turbulence-based models quantify directly the production, transport and dissipation of TKE 
along the entire water column and have thereby a mechanistic basis for analyzing vertical turbulent transport and 
shear. Two-equation turbulence models like the k − ɛ model or the Mellor-Yamada model relate the TKE, k, to its 
dissipation rate, ɛ, using a characteristic length scale

𝐿𝐿 ∼ 𝑘𝑘3∕2𝜀𝜀−1� (42)

and thereby introducing two additional equations for calculating the 1D water temperature transport (Burchard & 
Baumert, 1995; Burchard et al., 1998; Rodi, 1987).

Several 1D lake models have been proposed by the scientific community, including widely used modeling soft-
ware such as Advanced Lake Biogeochemistry Model (ALBM, Tan et al., 2015), DYnamic REservoir Simulation 
Model (DYRESM, Imberger & Patterson, 1981; Yeates & Imberger, 2003), General Lake Model (GLM, Hipsey 
et al., 2019), General Ocean Turbulence Model (GOTM, Burchard et al., 1999), the Hostetler model (Hostetler 
& Bartlein, 1990), LAKE 2.0 (Stepanenko et al., 2016), Multi-year Lake simulation model (MyLake, Saloranta 
& Andersen, 2007), Simstrat (Gaudard et al., 2017; Goudsmit et al., 2002), CLM4-LISSS (Subin et al., 2012), 
LAKEoneD (K. Jöhnk & Umlauf, 2001; K. D. Jöhnk et al., 2008), MINLAKE96 (Fang & Stefan, 1996), Weather 
Research and Forecasting-Lake (WRF-Lake, Gu et al., 2015), and customized lake models developed for inves-
tigating specific lakes conditions, for example, deep ventilation due to thermobaric instability (Piccolroaz & 
Toffolon, 2013), temperature patterns in turbid lakes (Fukushima et al., 2022). All these 1D modeling tools, see 
also F. Wang et al. (2019) for a similar list, provide lake-averaged projections.

GLM, MyLake, and MINLAKE96 are examples of integral energy models in which the depth of the mixed layer 
is determined, and then the available external kinetic energy is compared to the internal potential energy of the 
water column to entrain denser water into the mixed layer (although specific formulations of the integral energy 
comparison vary, see i.e., Ford and Stefan (1980)). Integral energy models assume that the mixed surface layer 
is a perfectly mixed slab with constant temperature over depth and are based on early works of bulk mixed layer 
depth assumptions by for example, Kraus and Turner (1967). Generally, the external amount of TKE in such 
models mostly represents the external wind shear stress, but can also include convective overturn, shear produc-
tion between layers and Kelvin-Helmholtz billowing (see Hipsey et al. (2019) for such an implementation). For 
surface layer mixing to occur, the TKE budget must be higher than the potential energy in the water column which 
is needed to lift up denser water from below the mixed layer and into the newly formed mixed layer, as well as in 
some formulations to account for the energy consumption by previously mentioned Kelvin-Helmholtz billowing. 
In other words, the lake is divided into a series of layers that are successively mixed downward until the avail-
able TKE is no longer sufficient to mix the next deeper layer. As an example for an integral energy scheme, we 
highlight here the approach sensu Herb and Stefan (2004) (neglecting the effects of the macrophyte vegetation 
reducing wind mixing) which is based on MINLAKE96. The external kinetic energy per unit area KE is parame-
terized based on surface wind velocity as:

𝐾𝐾𝐾𝐾 = 𝜏𝜏𝜏𝜏∗Δ𝑡𝑡� (43)

where τ is surface turbulent shear stress, 𝐴𝐴 𝐴𝐴∗ is surface shear velocity, and Δt is the model time step. Potential 
energy PE at layer i (with the reference at the surface) is:

𝑃𝑃𝑃𝑃𝑖𝑖 = 𝑔𝑔𝑔𝑔𝑖𝑖(𝑧𝑧𝑖𝑖+1 − 𝑧𝑧𝑐𝑐𝑐𝑐)Δ𝜌𝜌� (44)

where zi is the mean depth of the ith layer, zcm is the center of mass of the mixed layer, and Δρ is the density 
change from the mixed layer to the layer i + 1 (Herb & Stefan, 2004). At each model time step, the depth of the 
mixed layer is iteratively calculated until the condition PEi+1 > KE is met. All these models apply an empiri-
cal parameterization of the eddy diffusivity, 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑧𝑧  , related to buoyancy effects and therefore to the Brunt-Väisälä 
frequency to model mixing below the mixed layer, hence in the thermocline:

GLM (Weinstock, 1981):𝐷𝐷𝑇𝑇
𝑧𝑧 =

𝐶𝐶𝐻𝐻𝐻𝐻𝐻𝐻 𝜀𝜀𝑇𝑇𝑇𝑇𝑇𝑇

𝑁𝑁2 + 0.6 𝑘𝑘2
𝑇𝑇𝑇𝑇𝑇𝑇

𝑢𝑢2∗
� (45)
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MyLake, MINLAKE96 (Hondzo & Stefan, 1993):𝐷𝐷𝑇𝑇
𝑧𝑧 = 𝑎𝑎𝑘𝑘

(

𝑁𝑁2
)−0.43� (46)

GLM uses the Weinstock derivation which relates the eddy diffusivity to water column stability and rate of 
turbulent dissipation, in which CHYP is a constant coefficient for the mixing efficiency, ɛTKE is a simplified 
approximation of turbulent dissipation rate based on the dissipation by inflows and wind, kTKE is the turbulence 
energy containing wavenumber, and u∗ is the wind shear velocity (Weinstock, 1981). We note that in GLM, kTKE 
is empirically parameterized based on lake morphometry and stratification (Hipsey et al., 2019). MyLake and 
MINLAKE96 relate the eddy diffusivity to an empirically measured relationship of diffusivity values to the 
buoyancy frequency, where ak is a parameterization of the lake surface area (Hondzo & Stefan, 1993).

WRF-Lake, ALBM, and the Hostetler model are examples of models based on the previously mentioned formu-
lation after Henderson-Sellers (1985) which can be considered as eddy-diffusion-based models. The depth of the 
surface mixed layer is not calculated directly from external KE but solved for solely through turbulent diffusion, 
in which the eddy diffusivity coefficient is related to the gradient Richardson number, and employing a mixing 
scheme to adjust water temperature instabilities by mixing instantaneously and recursively adjacent water layers 
until the temperature difference is less than a small specified-value:

ALBM, WRF-Lake; Hostetler (Henderson-Sellers, 1985):𝐷𝐷𝑇𝑇
𝑧𝑧 =

𝜅𝜅𝜅𝜅∗𝑧𝑧

𝜎𝜎𝑡𝑡𝑡0

𝑒𝑒−𝑘𝑘∗𝑧𝑧
(

1 + 37𝑅𝑅𝑅𝑅2
)−1

� (47)

where κ is the von Karman's constant, σt,0 is the neutral value of the turbulent Prandtl number (normally assumed 
equal to 1 according to the Reynolds analogy), and k∗ is a latitudinally dependent parameter of the Ekman profile 
(see also Hostetler and Bartlein (1990)). k∗ can be quantified as:

𝑘𝑘∗ = 6.6
√

sin 𝜙𝜙𝜙𝜙−1.84
2

� (48)

where ϕ is the latitude of the lake, and U2 is wind speed 2 m above the water surface. The turbulent Prandtl 
number is defined as:

𝜎𝜎𝑡𝑡 = 𝜈𝜈𝑧𝑧∕𝐷𝐷
𝑇𝑇
𝑧𝑧� (49)

where νz is the kinematic eddy viscosity along the z direction.

Simstrat, LAKE 2.0, LAKEoneD, and GOTM are examples for turbulence-based models that apply the k − ɛ 
two-equation turbulence model to quantify production, transport and dissipation rates of TKE. These type of 
models add two more equations of the general form:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

1

𝐴𝐴

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝐴𝐴𝐴𝐴𝑘𝑘
𝑧𝑧

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

+ 𝑃𝑃 + 𝐵𝐵 − 𝜀𝜀𝜀� (50)

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

1

𝐴𝐴

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝐴𝐴𝐴𝐴𝜀𝜀
𝑧𝑧

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

+
𝜀𝜀

𝑘𝑘
(𝑐𝑐𝜀𝜀𝜀1𝑃𝑃 + 𝑐𝑐𝜀𝜀𝜀3𝐵𝐵 − 𝑐𝑐𝜀𝜀𝜀2𝜀𝜀),� (51)

in which k and ɛ are related to the turbulent diffusivities of TKE and TKE dissipation (𝐴𝐴 𝐴𝐴𝑘𝑘
𝑧𝑧 and 𝐴𝐴 𝐴𝐴𝜀𝜀

𝑧𝑧 , respec-
tively), the TKE production due to shear (P), and the production and dissipation of TKE related to buoyancy 
(B) (Goudsmit et  al.,  2002; Rodi,  1984). The empirical constants cɛ,1, cɛ,2, and cɛ,3 are fitted using field or 
experimental data. The eddy viscosity can be calculated as 𝐴𝐴 𝐴𝐴𝑧𝑧 = 𝑐𝑐𝜇𝜇

𝑘𝑘2

𝜀𝜀
 , where cμ is an empirical coefficient based 

on flow experiments (Rodi, 1984). In the standard k − ɛ model, the eddy diffusivity coefficient 𝐴𝐴 𝐴𝐴𝑇𝑇
𝑧𝑧  is related 

to the turbulence kinetic energy k and dissipation rate ɛ through the turbulent Prandtl number σt, which was 
introduced earlier: 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑧𝑧 =
𝜈𝜈𝑧𝑧

𝜎𝜎𝑡𝑡
=

𝑐𝑐𝜇𝜇

𝜎𝜎𝑡𝑡

𝑘𝑘2

𝜀𝜀
 . Similarly, 𝐴𝐴 𝐴𝐴𝑘𝑘

𝑧𝑧 =
𝑐𝑐𝜇𝜇

𝜎𝜎𝑘𝑘

𝑘𝑘2

𝜀𝜀
 and 𝐴𝐴 𝐴𝐴𝜀𝜀

𝑧𝑧 =
𝑐𝑐𝜇𝜇

𝜎𝜎𝜀𝜀

𝑘𝑘2

𝜀𝜀
 , where σk and σɛ are model constants 

(Goudsmit et al., 2002). According to the Reynolds analogy, the turbulent Prandtl number σt is typically assumed 
to be  equal to 𝐴𝐴 𝐴𝐴𝑡𝑡 = 𝜎𝜎𝑡𝑡𝑡0 = 1.0 in neutrally stratified environments. On the other hand, in stable stratification 
environments, it may be a calibration parameter (Boegman et al., 2001) or a function of the Richardson number 
(Venayagamoorthy & Stretch, 2010).

These four highlighted 1D turbulence-based models all apply a fixed numerical grid with the grid layers having 
a constant thickness over the course of a simulation. Turbulence-based models may also include the horizontal 
velocity components over the vertical axis through which they account for the effects of the Coriolis force on the 
vertical flow field. Because turbulence-based models have a mechanistic representation of momentum as well as 
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production and dissipation of TKE, they can be used to directly compare model projections with measured quan-
tities of TKE and shear stress. This enables them to have a greater generality than integral energy models which 
rely on specific assumptions about how external TKE affects the heat budget inside the water column.

Due to their low computational costs and the availability of long-term monitoring data typically measured at a 
lake's deepest site, vertical 1D water temperature models are prominently used for lake modeling. Their main 
applications are regarding physical limnological investigations, for example, projecting changes in lake mixing 
and stratification, quantifying vertical heat transport, guiding lake and reservoir management, and investigating 
the thermal habitat of different species. A typical application is to use 1D lake models in projecting climate 
change effects on lake systems (e.g., Ayala et al., 2020; Fenocchi et al., 2018; U. G. Kobler & Schmid, 2019; 
Magee & Wu, 2017; Moras et al., 2019; Piccolroaz & Toffolon, 2018; Robertson & Ragotzkie, 1990; Woolway, 
Jennings, et al., 2021; Wood et al., 2023), as, due to low computational costs, they can project long-term effects in 
a low time frame. Their application for climate change projections is especially advisable as 1D lake models can 
sufficiently replicate the dynamics of lake systems regarding stratification, ice formation and mixing compared 
with higher dimensional models (Ishikawa et al., 2022), and upscaling is technically feasible due to low computa-
tional demands. 1D lake models are also frequently used to evaluate the effect of meteorological extreme events 
on in-lake mixing and heat transport (e.g., Bueche et al., 2017; Mesman et al., 2021; Perga et al., 2018; Shinohara 
et al., 2023). Further, 1D lake models are frequently used for quantifying heat and mass transport in water bodies 
and therefore to infer and adapt water management (e.g., Barbosa et al., 2021; Ladwig et al., 2018; Mi et al., 2018; 
Olsson, 2022; Soares et al., 2019; Weber et al., 2017). Also, important ecological information like the thermal 
habitat or the solubility of gases can be inferred from the vertical distribution of water temperature (e.g., Butcher 
et al., 2015; Magee et al., 2019). 1D water temperature models can be easily coupled, or in some cases are already 
internally coupled, to aquatic ecosystem models (AEM3Ds) to project changes in water quality and ecosystem 
dynamics (e.g., Andersen et al., 2022; Kong et al., 2023; Ladwig, Hanson, et al., 2021; Salk et al., 2022). In most 
cases, there is a one-way coupling between the thermodynamics and the AEM3D, in which the projected vertical 
diffusivity coefficient is used to infer the transport of water quality variables. Two-way couplings exist, notably 
when the light attenuation by dissolved and particulate matter is projected from the water quality model and 
fed-back to the thermodynamic model for calculating the internal heat generation.

4.4.  2D and 3D Models

2D models are used to simulate lake transects (length-depth), typically, but not necessarily, lying along the longi-
tudinal and lateral directions of a curvilinear coordinates system. This type of model is particularly suitable 
for application in fjord lakes, deep-valley reservoirs, and elongated lakes in general (e.g., Kim & Choi, 2021; 
Lindenschmidt et al., 2019; Mi et al., 2020; Ulloa et al., 2022). Besides temperature and other scalars, 2D models 
normally solve also the bi-dimensional flow field. One of the most widely used 2D models is the CE-QUAL-W2 
model, which is a longitudinal/vertical hydrodynamic and water quality model developed and maintained by US 
Army Corps of Engineers and Portland State University (Cole & Wells, 2006). The model is laterally averaged, 
assuming that lateral variations in velocities, temperatures, and constituents are negligible. For this reason, it is 
best suited for relatively long and narrow water bodies characterized by longitudinal and vertical water quality 
gradients. The CE-QUAL-W2 model uses fixed computation grids with a static bathymetric surface onto which 
longitudinal segments and vertical layers are mapped, and the hydrodynamic and water temperature computations 
are performed at the intersections of these segments and layers. The model user can choose among several differ-
ent turbulence closure schemes, ranging from Richardson number based parameterizations to the k − ɛ model, 
the latter being the turbulence closure recommended by the developers. These models quantify the eddy vertical 
viscosity νz, which is then used to calculate the vertical thermal eddy diffusivity 𝐴𝐴 𝐴𝐴𝑇𝑇

𝑧𝑧  assuming a default constant 
value of the turbulent Prandtl number σt = 7. The value of σt = 7 is commonly accepted for laminar flows in 
freshwater. However, previous sensitivity analyses of the CE-QUAL-W2 model have shown that optimal values 
for this parameter are smaller, as expected in turbulent flows where the parameter approaches unity (Boegman 
et al., 2001). The model also requires the definition of a horizontal diffusion coefficient, which, according to the 
approach proposed by Okubo (1971), is linearly proportional to the lateral grid spacing through a coefficient.

3D models are utilized to reconstruct the full thermo-hydrodynamics of a lake. These models are commonly used 
in large water bodies or when a detailed simulation of specific processes is required. Like 2D models, 3D models 
simulate not only temperature and other scalar values but also the flow field, resulting in the most physically 
realistic and complete simulation of the processes occurring in a water body. Parallel to a better representation 
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of the processes, also the complexity, computational cost, and data requirements increase compared to simpler 
models. Several 3D models are used to simulate the thermodynamics of lakes, many of which are also used in 
the oceanography community. Delft3D, an open-source integrated modeling suite (Deltares, 2023), is an exam-
ple widely used by limnologists. It simulates two-dimensional flow (in either the horizontal or vertical plane) 
and three-dimensional flow (through the Delft3D-FLOW module), as well as sediment transport, morphology, 
waves, water quality, and ecology through other specific modules of the modeling suite. This model has been 
successfully applied in several physical and ecological lake studies (e.g., Amadori et al., 2021; Guo et al., 2023b; 
Schwindt et al., 2023; Soulignac et al., 2019) and is at the basis of an online platform providing lake observations 
and three-dimensional numerical simulations in near real-time with short-term forecasts and data assimilation 
(Baracchini, Wüest, & Bouffard, 2020). Another example is MITgcm (Massachusetts Institute of Technology 
General Circulation Model, Adcroft et al., 1997), whose hydrodynamic kernel is used to drive both atmospheric 
and oceanic models and that includes physical and biogeochemical parameterizations of key atmospheric and 
oceanic processes. This model has been recently applied also to lake modeling (e.g., Safin et al., 2022). The 
ELCOM model (Estuary and Lake COmputer Model, Hodges et  al.,  2000), adapted from the TRIM model 
(Casulli & Cheng, 1992) with the inclusion, among the other modifications, of a mixed-layer turbulence closure, 
is another well-known 3D hydrodynamics model that has been widely applied for simulating processes in lakes 
and reservoirs. ELCOM is often coupled with the biogeochemical model Computational Aquatic Ecosystem 
DYnamics Model (CAEDYM, Hamilton & Schladow, 1997), the coupled model being known as (AEM3D) and 
being used for water quality analyses including water temperature and stratification forecasting (Lin et al., 2022). 
Finally, among many others here we mention Environmental Fluid Dynamics Code (EFDC, Hamrick, 1992) that 
can be used to simulate aquatic systems in 1D, 2D, and 3D and has been applied to simulate thermal structures 
and dynamics in many lakes worldwide (e.g., Arifin et al., 2016; Hui et al., 2018; Khazaei et al., 2023; Y. Li 
et al., 2010).

Compared with the above discussed 1D and 2D models, 3D models are closer to reality as they can model the 
thermal dynamics in the longitudinal, lateral, and vertical directions. However, they need more computational 
efforts due to their higher complexity and, in principle, require spatially distributed forcing variables to impose 
the boundary conditions and spatially distributed observations for their validation. In fact, the proper assessment 
of any 3D lake model would require a comparison of simulated and observed velocity fields at several locations. 
However, even 3D models may produce unrealistic scenarios, especially when the calibration of their parameters 
was improperly or unsuccessfully conducted (Schwindt et al., 2023). Moreover, available measurements are often 
limited to water temperature profiles and velocity measurements are generally scarce or absent, thus limiting the 
application of 3D models. In some cases, however, in absence of velocity measurement a consistent reproduction 
of the 3D lake dynamics may be tempted, by distilling information across diverse spatial and temporal scales from 
a heterogeneous set of water temperature data alone (Amadori et al., 2021).

In absence of sufficient information or computational power required to run a 3D model, lower dimensionality 
models can be used to obtain quasi-3D simulations (see Figure 6). For example, the CE-QUAL-W2 model can be 
applied in a quasi-3D manner by discretizing the computational domain into different branches. This approach is 
particularly useful when modeling dendritic lakes, which is typical of reservoirs with several side arms (Cole & 
Wells, 2006). Likewise, there are examples of 1D models applied in a spatially distributed domain thus obtaining 
a so-called multi-column lake model, which can be assumed as a quasi-3D representation of a lake (e.g., Gaillard 
et al., 2022; Martynov et al., 2010; Subin et al., 2012; Sugiyama et al., 2018). This approach does not allow for the 
simulation of the lake's hydrodynamics and hence of horizontal heat advection but has been proven to be a good 
(and more economic) alternative to full 3D models to simulate the horizontal and vertical spatial thermal patterns 
of large lakes over seasonal time scales (Gaillard et al., 2022). Also 0D and 0.5D models can be applied in a distrib-
uted framework to obtain 2D and 2.5D representation of a lake, respectively, in terms of horizontal spatial patterns 
of LSWT, in the second case including the estimate of the well-mixed layer depth (see e.g., Calamita et al., 2021).

5.  Model Performance
5.1.  Performance Metrics

To evaluate the performance of environmental models, including water temperature models, a large number of 
performance metrics has been proposed in the literature. The most used performance metrics span from standard 
residual criteria, to correlation and model efficiency measures, and are summarized in Table 2. For other common 
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performance metrics we refer the interested reader to previous reviews specifically focused on presenting these 
metrics with their strengths and weaknesses (Bennett et al., 2013; Moriasi et al., 2007). Likewise, we refer to the 
work by Hipsey et al. (2020) for a comprehensive list of performance metrics specifically tailored to the case of 
aquatic ecosystem modeling, which includes a section dedicated to physical models of aquatic systems. In that 
study, the authors proposed a four levels framework for model validation, combining: conceptual accuracy (Level 
0), state accuracy (Level 1), process accuracy (Level 2), and accuracy in capturing system behavior (Level 3). The 
conceptual validation of a model is a needed prerequisite (Level 0) that is implicitly ensured when developing a 
new model, but often taken for granted when applying an existing model. Process validation (Level 2) and system 
validation (Level 3) are seldom undertaken (Hipsey et al., 2020) as they require richer available data sets than are 
generally available; the comparison of simulated state variables with observations (Level 1) is the predominant 
approach available in the literature (Hipsey et al., 2020). Examples of higher validation levels may include model 
performance metrics to assess the simulated heat fluxes and turbulent mixing intensity within the water column 
against for example, turbulence measurements (Level 2) or the simulated water age and eddy structures against 
estimates from geochemical tracers and thermal satellite images, respectively (Level 3). These higher levels of 
model validation are restricted to 1D/2D models (Level 2) and 3D models (Level 3).

Level 1 validation is generally undertaken by direct comparison of time-series of water temperature. The vast 
majority of cases use point measurements or vertical profiles, but more recently, LSWT derived from satellites 
have been used to evaluate the horizontal performance of 3D models (e.g., Amadori et al., 2021; Baracchini, Chu, 

Name Formula Notes

Mean Error (ME) or Bias 𝐴𝐴
1

𝑁𝑁

∑𝑁𝑁

𝑖𝑖=1(𝑀𝑀𝑖𝑖 − 𝑂𝑂𝑖𝑖)  Calculates if the model over/underestimates observations. Values close to zero does 
not necessarily indicate low error due to cancellation

Mean Absolute Error (MAE) 𝐴𝐴
1

𝑁𝑁

∑𝑁𝑁

𝑖𝑖=1|𝑀𝑀𝑖𝑖 − 𝑂𝑂𝑖𝑖|  Similar to ME except absolute values are used instead. It is not affected by cancellation

Mean Square Error (MSE) 𝐴𝐴
1

𝑁𝑁

∑𝑁𝑁

𝑖𝑖=1 (𝑀𝑀𝑖𝑖 − 𝑂𝑂𝑖𝑖)
2  Similar to ME but in data units squared. It is not affected by cancellation and squaring 

the data penalizes more higher error values

Root Mean Square Error (RMSE)
𝐴𝐴

√

1

𝑁𝑁

∑𝑁𝑁

𝑖𝑖=1 (𝑀𝑀𝑖𝑖 − 𝑂𝑂𝑖𝑖)
2  The squared root of MSE. It facilitates interpretation since it is in the same data units. 

Often referred to as Root Mean Square Deviation (RMSD)

Absolute Maximum Error (AME) 𝐴𝐴 max|𝑀𝑀𝑖𝑖 − 𝑂𝑂𝑖𝑖|  Indicates the largest error

Mean Relative Mean Error or Bias (MRME) 1
�

∑�
�=1

(

�� −��
�� + �

)

  Relative equivalent of ME. This metric increases the weighting of errors related to low 
measurement values. The same normalization approach is commonly applied to 
MAE. ϵ is a small value to avoid division by 0 when Oi = 0

Normalized Mean Error or Bias (NME) 1
�

∑�
�=1(�� −��)

�
  Normalized equivalent of ME. Normalization can be obtained also dividing by the 

standard deviation or range of variability of observations. The same normalization 
approach can be applied to MAE, MSE and RMSE

Correlation Coefficient (Corr or r) ∑�
�=1

(

�� −�
)(

�� −�
)

√

∑�
�=1

(

�� −�
)2

√

∑�
�=1

(

�� −�
)2

 
Pearson correlation coefficient, which measures the linear correlation of the observed 

and modeled values. The squared of the Pearson correlation coefficient is called 
coefficient of determination (r 2) and estimates the fraction of the variance in O that 
is explained by M in a simple linear regression

Nash Sutcliffe Efficiency (NSE) 1 −
∑�

�=1 (�� −��)2
∑�

�=1

(

�� −�
)2   A normalized statistic that evaluates the relative magnitude of the residual variance 

compared to the observed data variance (Nash & Sutcliffe, 1970). NSE = 1 
indicates perfect fitting while NSE = 0 indicates that the model performs as 
accurate as the mean of the observed data. NSE <0.5 is associated to unsatisfactory 
performance (Moriasi et al., 2007). When 𝐴𝐴 𝑂𝑂 is substituted with the climatological 
year, we refer to the modified version NSE*, which is especially useful in the 
presence of significant seasonal patterns

Akaike Information Criterion (AIC) 𝐴𝐴 𝐴𝐴 ln(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) + 2𝑘𝑘  A metric that weights the RMSE based on the N number of observations used in 
calibration and k number of model parameters. AIC is aimed at finding the most 
parsimonious model and preventing over-fitting (Akaike, 1974)

Bayesian Information Criterion (BIC) 𝐴𝐴 𝐴𝐴 ln(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) + 𝑘𝑘ln(𝑁𝑁)  Similar to AIC (Schwarz, 1978)

Note. The terms Mi and Oi indicate simulated and observed values, respectively; i = 1, …, N indicates time index and N is the total number of observations; the bar 
symbol (𝐴𝐴 𝑀𝑀  and 𝐴𝐴 𝑂𝑂 ) refers to the time average of the time series.

Table 2 
List of the Most Used Performance Metrics (See e.g., Bennett et al., 2013; Hipsey et al., 2020 for Additional Metrics and Further Details)
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et al., 2020; Mao & Xia, 2020) and 2D multi-box models (Calamita et al., 2021). In some cases, the limitations 
of using point measurements with low spatial representativeness can be alleviated by distilling the information 
across multiple temporal scales (typically from hourly to seasonally, depending on the frequency and duration 
of the time series) using wavelet analysis or other signal decomposition strategies and comparing the power 
spectra resulting from observations and simulations (e.g., Amadori et al., 2021; Kara et al., 2012). Likewise, the 
informativeness of vertical temperature profiles can be used beyond direct comparison of predicted and observed 
values by comparing derived indices of thermal stratification intensity such as the Schmidt stability (e.g., Bruce 
et  al., 2018) or the Lake Number, or indicators of stratification phenology such as the mixed layer and ther-
mocline depths (e.g., Bayer et al., 2013; Bruce et al., 2018), stratification onset and break-up (e.g., Woolway, 
Sharma, et al., 2021), or ice cover duration (e.g., Piccolroaz, Zhu, et al., 2021). This approach partially accom-
plishes a Level 2 model validation.

When assessing model performance using observed temperature profiles, we recommend evaluating depth-specific 
or layer-specific metrics in addition to the metrics calculated for the entire profile, which is the common standard. 
To properly interpret the model errors relative to the depth-specific variance of observations, we also suggest using 
normalized model efficiency performance criteria such as NSE (see Table 2 for the definition of all performance 
metrics). For instance, the same residual error in the epilimnion, which is typically characterized by larger observa-
tional variance, or in the hypolimnion, which is typically associated with much smaller variance, does not have the 
same meaning and if not normalized it may lead to incorrect conclusions (Amadori et al., 2021; Feldbauer et al., 2022; 
Wood et al., 2023). The usefulness of evaluating depth-specific metrics clearly emerges from Figure 7 (that will be 
discussed in more detail in Section 6.4), where for the 1D lake model GLM has a similar RMSE in the epilimnion or 
in the hypolimnion (around 0.75–0.80°C at 5 and below 20 m depth) is associated to different NSE values (around 
0.97 and <0.93, respectively). We note that for metrics such as ME, MAE, MSE, and MRME the overall values 
obtained considering all the available data correspond to taking the average of the depth-specific metrics, if the 
sample sizes at different depths are the same. When assessing the performance of a model in simulating time series 
with prominent seasonal patterns, such as LSWT, it may be preferable to use NSE* instead of NSE (see Table 2) 

Figure 7.  Depth-specific distribution of some key performance metrics for the 1D models the General Lake Model, General 
Ocean Turbulence Model, and Simstrat, obtained over a 2-year period in Lake Feeagh (Ireland) utilizing the R package 
LakeEnsemblR. The values of the same metrics evaluated using all the available data are also shown (vertical lines). Please 
refer to Table 2 for a detailed explanation of the metrics used.
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to better understand how well the model captures dynamics that are not part of the seasonal component (Piccolroaz 
et al., 2016; Schaefli & Gupta, 2007). In this case, it is worth noting that NSE* = 1 indicates perfect model fitting, just 
like NSE. However, NSE* = 0 implies that the model performs as well as assuming the mean year of measurements, 
which is different from NSE = 0 that indicates the model performs as well as assuming the mean observed value.

Particularly when evaluating the performance of 0D and 0.5D statistical or hybrid models, it is recommended 
to use information theory and the corresponding scores to rank models based on a trade-off between good-
ness of fit and model parsimony (i.e., number of model parameters, see Table 2). The main examples of these 
scores are the Akaike Information Criterion (AIC, Akaike, 1974) and the Bayesian Information Criteria (BIC, 
Schwarz, 1978). These information criteria have been successfully adopted in several studies (e.g., Piotrowski 
et al., 2021; Toffolon et al., 2022; Woolway, Sharma, et al., 2021). However, we note that the choice of the perfor-
mance metric may not be sufficient to evaluate the reliability of a model to predict the investigated processes. It 
must be coupled with appropriate calibration procedures that are appropriate for the model and for the physical 
processes that are approximated by the model (Triana et al., 2019), as is further discussed in the next section.

The degree to which a model is validated depends on the choice of the number and type of performance metrics 
to be adopted. This choice is often guided by the background and experience of the modeler and is not immune 
from a general desire to report favorably on the performance of the model (Hipsey et al., 2020). This subjec-
tivity and possible bias in model validation could be overcome by the adoption of assessment standards based 
on universally accepted performance criteria, which however is still lacking but is highly desired to facilitate 
inter-comparison of different model approaches. An unspoken rule that seems to be tacitly accepted by modelers 
is the combined use of multiple performance metrics. In fact, each performance metric generally measures only 
specific aspects of a model's performance thus single performance criterion may lead to counterproductive or 
biased results such as favoring models that do not reproduce important features of a system (Bennett et al., 2013).

5.2.  Calibration/Optimization Methods

The majority of computational models in different fields of science have some parameters that need to be cali-
brated/optimized, hereafter referred to as optimized, often by fitting them to empirical-based data. There are, 
however, contradictory conceptual, or ideological, approaches to optimization. According to some researchers, 
optimization is merely a technique to make the model empirically adequate, even if it does not necessarily make it 
reliable for making predictions of any kind (Oreskes et al., 1994). Although such an approach may seem ideolog-
ically tempting at first, it is empirical confirmation that allows scientists to trust any theory or model. For exam-
ple, the lack of empirical confirmation makes some fundamental issues, like the theoretical discussion on the 
existence of multiverse (Ellis, 2008) or on the real existence of pure mathematical objects (Abbott, 2013) at best 
on the edge of science. Although optimization of models can limit the validity of the research that is made using 
such models, fitting some model parameters to empirical data is often unavoidable and makes a process-driven 
model a semi-empirical model (Gupta et al., 2006). However, existing literature provides evidence that enhancing 
the realism of a model can, in some cases, diminish the necessity for extensive model calibration (e.g., Gharari 
et al., 2014; Guinot & Gourbesville, 2003).

There are generally four main ways to perform optimization of water temperature models. Some prefer manual 
calibration, in which user modifies the values of parameters based on expert knowledge. Although this approach 
is still sometimes recommended (Yu et  al.,  2022), it can be highly inefficient in terms of both time needed 
and effects obtained. Nonetheless, manual calibration is frequently used for computationally demanding, 2D 
(Diogo et al., 2008; Ishikawa et al., 2022; Zouabi-Aloui et al., 2015) and 3D (Castelletti et al., 2010; Hodges 
& Dallimore, 2001; Hui et al., 2018; B. Martin et al., 2013; Missaghi & Hondzo, 2010; Preston et al., 2014; 
Soulignac et al., 2017) thermo-hydrodynamic lake or reservoir models. The other approach is using gradient, 
or second-order derivative-based algorithms (Battiti, 1992; Levenberg, 1944), which are often fast and accurate 
in finding the local optimum. However, such algorithms generally converge to the closest local solution and 
require the model to be differentiable; both issues pose important limitations for lake water temperature models. 
The examples of application of such algorithms include mainly ML tools (Saber et  al.,  2020; S. Zhu, Ptak, 
Yaseen, et al., 2020). The third group of methods is composed of so-called metaheuristic optimization algorithms 
(Del Ser et al., 2019), which are optimization algorithms inspired by natural or artificial systems to fine-tune 
model parameters and achieve an optimal fit to observed data, and can be applied for calibration of almost any 
kind of lake water temperature models (e.g., Afshar et al., 2011; Piccolroaz et al., 2013; Piotrowski et al., 2022; 
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Shabani et al., 2021; Xia et al., 2021; Yousefi & Toffolon, 2022; S. Zhu et al., 2021). The use of metaheuristic 
algorithms in calibrating environmental models is encouraged in Maier et  al.  (2019). Finally, Markov Chain 
Monte Carlo (MCMC) algorithms (Andrieu et al., 2010; Braak, 2006; Vrugt et al., 2013) that iteratively generate 
samples of parameter values from a probability distribution, are mainly used for calibration of 3D models (e.g., 
Hipsey et al., 2019; Safin et al., 2022).

Some early LSWT modeling studies claim that water temperature models may not need calibration to each specific 
lake, as their parameters are relatively easily generalized to different water bodies (Hondzo & Stefan, 1993). For 
example, generalizations may be made based on links between model parameters, location and bathymetry of the 
lake (Fang & Stefan, 2009). However, studies on large numbers of lakes have shown that the lack of lake-specific 
calibration decreases the performance of water temperature model simulations (Read et  al.,  2014). Recently, 
lake-specific features were used to transfer trained process-guided deep learning models of water temperature 
from observed to unobserved systems via a meta-model (Willard et al., 2021). This work highlights the flexibility 
of deep learning to leverage information across lakes, but also confirms the importance of lake features in the 
prediction of lake water temperature at broad scales. Currently, most lake water temperature models are being 
calibrated for each specific case.

In our opinion, model calibration methods should be explicitly described, as previous studies showed that the 
choice of calibration method may be a crucial factor affecting the performance of lake water temperature mode-
ling (Piotrowski et al., 2023; S. Zhu et al., 2021). The choice of the calibration method should always depend on 
the model and user requirements (Maier et al., 2019; Osaba et al., 2021; Weise et al., 2012). If the objective func-
tion is differentiable and the problem is unimodal (or have a few local optima with solutions of similar quality), 
gradient-based methods are a good choice. If the problem is not differentiable, but low-dimensional and its fitness 
landscape have a simple shape, one may try manual calibration. If the problem may have many local minima of 
diverse quality, metaheuristics or MCMC algorithms should be used. Specifically, when one wants to address the 
problem of parameter uncertainty, MCMC are often the best options. When a single solution is to be found for a 
highly-dimensional model, metaheuristics are the advisable tools. Other factors that should be taken into account 
include computational complexity (computationally demanding models may require gradient-based methods or 
surrogate-based heuristics Jin (2011), see also Xia et al. (2021) for a case focused on limnology) and the number 
of objectives (if one wants to fit the model to more than one criteria, multi-objective algorithms are needed).

There are also some technical points that are often neglected, but may highly affect the final outcome of the 
calibration procedure. First, one has to repeat calibration of the model a number of times because most calibra-
tion algorithms are stochastic in the sense that they include some randomness in their operators. As a result, two 
different simulations may produce two different results, hence a number of simulations is needed to summarize 
the quality of solutions. Additionally, even if the calibration procedure is purely deterministic, if the model is not 
unimodal (hence have more than a single optimum), the solution finally found may depend on the location of the 
initial solutions. Again, multiple simulations from different initial solutions is needed. After performing a number 
of simulations, some statistics on the quality of solutions should be reported. The importance of repeated simu-
lations has been pointed out in the optimization literature (Vecek et al., 2017), but also in limnological research 
(Yousefi & Toffolon, 2022).

The second important technical point that needs to be addressed in calibration is the careful choice of the algo-
rithm's control parameters. It is often overlooked that nearly every calibration algorithm has its own set of control 
parameters, and some of these parameters can significantly affect performance. The simplest example is popu-
lation size in evolutionary algorithms (Eiben et al., 1999; Piotrowski et al., 2020), but various kinds of control 
parameters exist in almost any optimization algorithm, including MCMC, metaheuristics, and gradient-based 
techniques. Before running an algorithm one should decide whether to use the “classical” (e.g., suggested by the 
authors of the particular procedure) control parameters, or perform pre-tuning (C. Huang et al., 2020). Pre-tuning 
is advisable for a novel application of particular optimizer, but as tuning is computationally demanding, in most 
cases authors prefer to rely on the suggested control parameters. However, this may lead to sub-optimal perfor-
mance of the method if the recommendations were produced using a different use-case.

The third technical issue to consider when calibrating lake temperature models relates to the stopping criteria 
that are to be used for the algorithm. In the case of gradient-based methods, these are rather simple to set, but for 
metaheuristics or MCMC methods the choice of stopping conditions is more subjective and may highly affect the 
results (e.g., Even-Dar et al., 2006; Piotrowski et al., 2017; Sergeyev et al., 2018). Modelers should ensure the 
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computational time allowed for the optimizer would be sufficient to find solutions of appropriate quality, other-
wise the performance of the calibrated model may be affected. Finally, it should be remembered that developing 
the universally “best” calibration method is impossible (Wolpert & MacReady, 1997), and that the performance 
of various algorithms may highly differ for the specific problem. For a more general guide on the application of 
optimization algorithms, we refer the interested readers to Handberg and Campante (2011), Weise et al. (2012), 
Shahriari et al. (2016), Maier et al. (2019), Osaba et al. (2021), and Ma et al. (2023) for more details.

6.  Emerging Modeling Approaches and Future Directions
6.1.  Forecasting

Forecasting of water quality and ecological variables is needed for projecting future changes, validating our 
modeling tools and informing water management (Dietze et al., 2018). There has been a recent focus on either 
near-term or seasonal forecasts of water temperature. Thomas et  al.  (2020) developed the real-time iterative 
water temperature forecasting system Forecasting Lake and Reservoir Dynamics (FLARE) which consists of 
a data assimilation procedure and an ensemble-based forecasting algorithm to create 16-day forecasts of water 
temperature (using GLM) with uncertainty. A near-term forecasting study on six lakes across the United States 
revealed that the accuracy of water temperature forecasts depended on lake depth as well as water clarity (Thomas 
et al., 2020). Recently, the National Ecological Observatory Network (NEON) Ecological Forecasting Challenge 
created an open-data framework to advance theory in ecology by near-term forecasting of ecological variables, 
including water temperature (Thomas et al., 2022). There are also examples of near-term forecasting applications 
including data assimilation that use 3D hydrodynamics models in large lakes, that is, Lake Geneva (Baracchini, 
Wüest, & Bouffard, 2020) or Lake Erie (Lin et al., 2022). In both cases, the simulations results are published on 
user-friendly data visualization web-platform open the public and are expected to support governmental agencies 
in charge of the water resources management and policy making (see http://meteolakes.ch and https://coastlines.
engineering.queensu.ca/). For seasonal forecasts, Mercado-Bettín et al. (2021) used GLM and GOTM for two 
lake systems to explore how temperature forecasts vary across different hydrologic models and climate input data. 
Clayer et al. (2023) further coupled these lake models with hydrological models forced with seasonal meteorolog-
ical forecast ensembles to provide probabilistic predictions of seasonal anomalies in lake water temperature and 
ice-off. The concept of using forecasting to improve modeling theory can be an opportunity in water temperature 
modeling to improve existing algorithms and compare alternative model concepts (A. S. Lewis et al., 2022; Carey 
et al., 2022).

6.2.  Digital Twins

A digital twin is a virtual representation of a physical “real” lake. The concept of a digital twin is commonly 
applied in other fields like water resource management and hydrology (e.g., Henriksen et  al.,  2023; Ramos 
et al., 2023; Rigon et al., 2022), but has not been extensively applied to lakes. As part of the Digital Earth (X. Li 
et al., 2023), the digital twin of lakes has the potential to be a strategic resource for decision-making, enabling 
timely interventions that can yield improved results. For instance, it can assist in assessing the impact of climate 
change on lake thermal dynamics and identifying feasible mitigation measures. To develop a digital twin for 
the study of lake thermal dynamics, four foundational elements are needed: (a) the physical twin, namely the 
lake itself, (b) data sets, which includes all available observations, (c) the digital twin, which includes one or 
more  lake  models with access to the data sets and modeling results to support well-timed decision-making; and 
(d) incorporation of decision-support tools, which include visualization capabilities and customizable digital 
interfaces. With the development of the digital twin of lakes, we can further answer “what if” questions, for exam-
ple, what if the lake experiences extreme events (e.g., heatwaves) or human-induced alterations (e.g., selective 
withdrawals)? How will this impact the lake thermal dynamics (e.g., stratification and mixing) and water quality? 
What can be done to mitigate the negative impacts? Engaging in the creation of digital twin models for lakes 
represents a strategic and pioneering approach with promising prospects for scientific advancement.

6.3.  Combining Process-Based Modeling With Deep Learning

ML models are more flexible compared to process-based models as they do not require the mathematical struc-
ture that represents physical processes. Though ML models have proven their efficiency and accuracy in lake 
water temperature modeling (see the literature cited in Section 4.1), they lack clear physical meaning, which 
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can lead to poor performance when predicting in out-of-bounds conditions such as future climate scenarios or 
in the large majority of lakes that are rarely or never monitored. To overcome this issue, coupling ML models 
(e.g., deep learning) with theory (physical laws) in various model architectures and methods have been proposed 
(Willard, Read, et al., 2022). For example, Read et al.  (2019) proposed a hybrid modeling framework for the 
prediction of lake water temperature profiles. Three aspects of knowledge or theory were included in this mode-
ling framework: temporal awareness in the form of an LSTM, enforcement of physical laws through model 
penalties when predictions violated conservation of energy, and pretraining with simulated water temperature 
from a process-based model. These methods have been shown to outperform process-based models and pure deep 
learning methods (Read et al., 2019; X. Jia et al., 2021). These and other hybrid models have led to the emergence 
of a new modeling approach often referred to as Knowledge-Guided Machine Learning (KGML), in which deep 
learning neural networks and physics-based models are combined to leverage their complementary strengths and 
improve the modeling of physical processes (Appling et al., 2022; Chen et al., 2023; X. Jia et al., 2019; Willard, 
Jia, et al., 2022). Furthermore, ML has the potential to assist in calibrating process-driven models and identifying 
the aspects or algorithms that may be lacking in these models.

6.4.  Evaluating Structural Model Differences Through Ensemble Modeling

Water temperature modeling studies routinely compare the predictions and performance of different models (e.g., 
Heddam et al., 2020; Sharma et al., 2008; Yousefi & Toffolon, 2022; S. Zhu, Ptak, Yaseen, et al., 2020). For 
example, Yousefi and Toffolon (2022) compared nine ML models including both shallow and deep ones for the 
forecasting of LSWT, and the results showed that none of the nine ML models clearly prevails. In a recent study, 
Di Nunno et al. (2023) demonstrated that ensemble models, created by stacking multiple ML algorithms, can 
enhance the predictive performance of individual ML algorithms when forecasting LSWT. Likewise, Almeida 
et  al.  (2022) compared the prediction capabilities of FLake and the Hostetler models in reproducing LSWT 
against a ML algorithm in 24 reservoirs where temperature dynamics are substantially affected by inflows/
outflows. They found that ML models may outperform process-based physical models in terms of both accuracy 
and computational cost when long-term observations were available. However, because these inter-comparisons 
were conducted on a limited number of lakes/reservoirs, they could not claim which modeling approach was the 
best. This is particularly true considering that, generally speaking, the choice of the best model depends on the 
specific process at hand and results from a compromise between model performance, data requirements, and 
computational cost. Furthermore, the performance of any model relies on the user's knowledge of the model and 
ability to calibrate or train it. However, it is challenging for scientists to be experts in the implementation of every 
model. Therefore, it is advisable to approach model comparison studies with caution in this regard.

Ensemble modeling is the state-of-the-art technique to conduct structural model comparison studies of 1D 
process-based models and evaluate the uncertainty around future projections. An early ensemble modeling 
initiative was the LakeMIP project which was initiated in 2008. During the first phase, several 1D models 
were compared, including a completely mixed model, FLake, Hostetler, CLM4-LISSS, MINLAKE96, LAKE, 
Simstrat, and LAKEoneD. The models were evaluated by using data from a shallow, turbid lake in Germany. The 
results showed that all eight models generally captured diurnal and seasonal variability of LSWT reasonably well. 
However, some models were not able to realistically reproduce temperature stratification in summer (Stepanenko 
et al., 2013). Further, Stepanenko et al. (2014) compared five of the eight models (FLake, CLM4-LISSS, LAKE, 
LAKEoneD, and Simstrat) in a small boreal lake and Thiery et al. (2014) compared seven of the eight models 
in a large, deep tropical lake. These ensemble modeling studies improved the ability to project future water 
temperature and thermal structure of lakes at global or regional scales, while further improvement is still needed 
to better serve the community regarding the impact of climate change on lake ecosystems (e.g., water quality, 
lake biogeochemistry). An emerging issue of ensemble modeling is that the computational implementation is 
quite challenging and time-consuming in case of setting up and running multiple lake models as emphasized in 
Soares and do Carmo Calijuri (2021), which might need better cooperation within the scientific community. To 
facilitate and ease the use of ensemble modeling, and to create a common framework for ensemble modeling of 
1D process-based lake models, the R package LakeEnsemblR was developed by Moore et al. (2021). Users of 
LakeEnsemblR can run ensembles of 1D lake models (FLake, GLM, GOTM, Simstrat, MyLake) from the same 
input data, and the results are compiled in a single output file (Moore et al., 2021). Example ensemble studies 
include the evaluation of a lake's physical properties (Lake Kinneret, Israel) using an ensemble of 1D hydrody-
namic lake models (Gal et al., 2020); an ensemble of vertical 1D hydrodynamic lake models used to calculate 
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water temperature, stratification, and ice cover for the reservoir Lichtenberg in Germany (Feldbauer et al., 2022); 
and the impact of increased winter salt loads on spring overturn and summer stratification evaluated using an 
ensemble approach (Ladwig, Rock, & Dugan, 2021).

As an example, we used LakeEnsemblR to simulate the thermal structure of Lough Feeagh (Ireland) over a period 
of 2 years. The lake has a surface area of 3.9 km 2, a surface elevation of 11 m, a mean depth of 14 m, and a maxi-
mum depth of 46 m. The results are shown in Figure 7 for the three 1D lake models GLM, GOTM, and Simstrat, 
and refer to the calibration period running all models on an hourly time step. Figure 7 illustrates the distribution of 
various performance metrics throughout the water column, showcasing the evaluation of each metric at specific 
depths. We also calculated the same metrics across all depths (red lines in Figure 7) to emphasize the importance 
of considering depth-specific metrics to better understand the strengths and weaknesses of each model (see 
Section 5.1 and Table 2 for a detailed explanation of each metric). Overall, both methods of calculating perfor-
mance metrics lead to similar conclusions for this lake: (a) Simstrat outperforms GLM and GOTM, (b) GLM 
exhibits lower overall performance with the highest error at the depth of the metalimnion but also overall smaller 
performance differences between the epilimnion and hypolimnion, (c) Simstrat and GOTM clearly demonstrate a 
decline in performance in the hypolimnion compared to the epilimnion. Generally, model performance degrades 
the further a grid cell is located away from the surface boundary conditions. Especially integral energy models 
(i.e., GLM) have shortcomings replicating heat transport at the location of the highest density gradient, hence 
the metalimnion. In this example, turbulence-based models (i.e., GOTM and Simstrat) performed better at the 
metalimnion, but their performance deteriorated in the hypolimnion.

A framework for ensemble modeling of climate change impacts on lakes worldwide has been established through 
the lake sector initiative in the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP, Golub et al., 2022). 
The framework included 11 lake models and observed data for lakes worldwide, which permits lake thermal 
studies at a global scale. The ISIMIP results highlighted the potential impacts of future climate change, such as 
increased summer stratification periods (Woolway, Sharma, et al., 2021), a global future increase in methane 
production (Jansen et al., 2022), a decrease of winter ice thickness in lakes in the Northern hemisphere (Grant 
et al., 2021), increased future intensity of heatwaves acting on the lake surface (S. Wang et al., 2021), and the 
magnitude of global heat uptake in inland waters (Vanderkelen et al., 2020). Multi-lake-model simulations are 
increasingly used to obtain robust assessments of freshwater ecosystem responses to climate change. A key chal-
lenge for understanding historic and future change in the thermal structure of lakes is to quantify the contribution 
of natural versus human-induced external forcing. With large ensemble simulations (i.e., a set of projections 
starting from different initial conditions but produced with a single model and identical external forcing), the 
human-induced and naturally varying variations in lake temperature can be quantified (Deser et al., 2020). Most 
notably, using large ensembles, one can investigate the anthropogenic and natural variability components of lake 
temperature changes, enabling (a) identification of the anthropogenic signal itself and (b) a timescale over which 
such changes will emerge over natural variability (Woolway et al., 2022). Recent studies have highlighted the 
benefit of using large ensemble simulations to investigate lake ice responses to natural and anthropogenic drivers 
(L. Huang et al., 2022), but future studies could also consider evaluating lake temperature responses to climate 
change within a large ensemble.

6.5.  Adaptive Water Management

In reservoirs, the transport of mass, dissolved or suspended compounds, and overall energy is affected by the 
presence of a dam. Upstream-downstream transfers of water mass and properties, including water temperature, 
is often complex to quantify and to model due to the existence of withdrawals, diversions and inflows. Selective 
withdrawals, for example, are structures allowing the release of water from different depths in the reservoirs and 
are used to meet downstream water temperature and, more generally, water quality targets and mitigate undesira-
bly warm or undesirably cool peak events (i.e., thermopeaking). A common way to operate a selective withdrawal 
system is by releasing warmer water from a shallower depth to mitigate the impact of cold and abrupt peak flow 
during the period of hydropower generation in summer compared to the case of a fixed hypolimnetic withdrawal, 
which is the most common situation (Kim & Choi, 2021). Another more sophisticated alternative is to modulate 
the use of the different withdrawals distributed along the water column during the year, which can relieve the 
impact of climate warming on downstream river water temperatures in summer and the consequent decline of 
cold water species' habitats but at the cost of warmer stream temperatures in winter (Rheinheimer et al., 2015). In 
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any case, a proper design of a selective withdrawal system requires knowledge of depth-specific thermal dynam-
ics of the reservoir, which can be obtained with one of the modeling tools discussed above (in many previous 
studies the 2D lake model CE-QUAL-W2 has been used). The modeling of selective withdrawal not only allows 
to optimize its operation to meet the downstream temperature targets but provides a quantification of the impact 
of these operations on stratification, mixing, and water flow in the reservoir, which have obvious implications for 
its ecology and environment. Some research suggests that a deep withdrawal decreases the strength of summer 
stratification, thus improving oxygen availability and reducing the accumulation of nutrients in the hypolimnion 
(Duka et al., 2021; U. Kobler et al., 2018) (note that e.g., Weber et al., 2017 highlighted how withdrawal from 
the epilimnion on the other hand strengthened thermal stratification and decreased hypolimnetic oxygen avail-
ability). However, complexities of the reservoir regulation scenarios make this finding difficult to generalize. 
The different types of control structures (e.g., stoplog gate, temperature-control curtain; He et al., 2023), and the 
peculiarities of each hydropower network, are often complicated by the presence of a cascade of reservoirs (H. 
Wang et al., 2023) or pumped-storage plants (U. Kobler et al., 2018). The release of water from a reservoir (e.g., 
for power generation, dam spills) can cause the displacement of fish from the reservoir, a process known as fish 
entrainment. Fish entrainment can directly result in injury or death of individuals, as well as reduce the abundance 
of upstream populations and increase the abundance of downstream populations (Coutant & Whitney, 2000). The 
seasonal temperature stratification and fish habit use of the reservoir result in different entrainment vulnerabil-
ity for fish species. Recommendations were provided for the reservoir operators to maximize operations while 
mitigating and compensating for fish entrainment. In this respect, lake modeling is a valuable tool to support 
the design and operation of reservoirs characterized by selective withdrawals and pumped-storage plants, which 
could be considered when carrying out environmental impact assessments for an effective management of the 
water resources.

6.6.  Coupling of Climate and Lake Models

To investigate the impact of climate change on the thermal dynamics of lakes, it is essential to couple climate 
and lake models, which can be achieved through one-way or two-way coupling. In one-way coupling, time series 
of climate variables that are relevant for lake thermal dynamics, such as air temperature, are extracted and used 
as inputs for the lake model to simulate future lake thermal conditions (see e.g., Fang & Stefan, 1996; Gula & 
Peltier, 2012; Mi et al., 2020; Sterckx et al., 2023). In one-way coupling, downscaled meteorological forcing from 
global circulation or regional climate models is often required, which can be obtained using various methods 
available in the literature, such as the change factor method (Piccolroaz, Zhu, et al., 2021), empirical-statistical 
approaches (Gutiérrez et al., 2019), and deep learning methods (Baño Medina et al., 2022). Our ability to under-
stand future lake conditions has improved as climate modeling and downscaling techniques have improved 
in recent decades (Alizadeh, 2022). However, large uncertainty remains in some future climate features (e.g., 
precipitation) that will impact lake thermodynamics (Alizadeh, 2022; Lopez-Cantu et al., 2020). Further, it is 
important to recognize that while connecting lake temperature models to climate projections can help us under-
stand future lake conditions, both data-driven and process-based models can perform poorly when trying to 
predict in previously unseen conditions (e.g., Sungmin et al., 2020). One advantage of data-driven models is their 
flexibility to incorporate and learn from a wider range of data that might help inform the model on how lakes 
might respond to future change (e.g., data from multiple lakes across latitudes that might represent future condi-
tions). Carefully considering evaluation criteria and model setup is critical for predicting responses to climate 
change (Madsen et al., 2014).

While one-way coupling is the simplest and most widely used approach, it only considers the impact of climate 
change on lake thermal dynamics and does not account for feedbacks from lakes to the atmosphere. As a result, 
important interactions between the two systems may not be captured. Two-way coupling solves this issue by 
fully integrating the climate and lake models, enabling the feedback impact of lake thermal processes on regional 
climate to be considered (Guo et al., 2022; Mallard et al., 2014). A typical example of two-way coupling is given 
by the models sensu Henderson-Sellers (1985), and other examples have been implemented in the Community 
Land surface Model (CLM-Lake) (Oleson et al., 2013), Common Land Model (CoLM-Lake) (Dai et al., 2018), 
Community Earth System Model (CESM-LISS) (Lawrence et al., 2019; Subin et al., 2012), and the Weather 
Research and Forecast model (WRF-Lake) (Gu et al., 2015). Two way coupling has been widely used to study 
lake/reservoir thermal dynamics, lake ice coverage, lake–atmosphere interactions, and climate change effects 
on lakes (see e.g., Guo et al., 2022, 2023a; Gu et al., 2015; F. Wang et al., 2019; Wu et al., 2020; X. Wang 
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et al., 2023; Xiao et al., 2016). Another example is the FLake model, which has been coupled in one-way with 
ERA40 reanalysis data (Martynov et al., 2010) and WRF (Gula & Peltier, 2012), and incorporated as a lake 
parameterization scheme into the Consortium for Small-scale Modeling—COSMO model (Mironov et al., 2010) 
and coupled in two-way model configurations with WRF (Mallard et al., 2014).

FLake and Hostetler models have been successfully coupled with the Canadian Regional Climate Model—
CRCM5, demonstrating that considering lakes in simulated climate can have a significant impact, as shown by 
comparing multi-decadal simulations with and without lakes. The models have performed well in simulating 
temperate subgrid lakes and large shallow lakes, especially for FLake (Martynov et al., 2012). However, the perfor-
mance of both 1D lake models in large deep lakes has been relatively poor due to the lack of representation of 3D 
processes such as upwelling and downwelling, horizontal circulation, and thermal bar formation. In this regard, 
efforts have been made in the last decades to fully couple 3D lake models with climate models for regional stud-
ies, especially because large and deep lakes exhibit substantial seasonal lags in temperature and fluxes compared 
to other landscapes (León et al., 2007). Multi-column 1D lake models for example, based on Hostetler (Notaro 
et al., 2013) and Simstrat (Gaillard et al., 2022), have been proposed as computationally-efficient alternatives to 
full 3D lake models. Multi-column models consider 1D flat-bottom columns distributed spatially across a 2D 
domain and neglect horizontal heat and mass transport, thus achieving a first level spatially-resolved representa-
tion of 3D thermal dynamics. However, recent studies in the Great Lakes region have overcome these limita-
tions by proposing a two-way coupled 3D lake-ice–climate modeling system called the Great Lakes-Atmosphere 
Regional Model, which significantly outperformed previous coupled 1D simulations (Xue et  al.,  2017). This 
system has also been used to provide high-resolution ensemble projections of climate change, highlighting its 
potential for regional climate studies (Xue et al., 2022).

7.  Conclusions
This review offers a valuable resource for scientists working in limnology and hydrology who seek to understand 
lake water temperature modeling and its potential applications. It provides an overview of the subject matter and 
highlights important considerations for future research and application, making it useful for both seasoned model-
ers and those new to the field. The review covered the physics governing thermal dynamics in lakes, different 
sources of observational water temperature data, available lake water temperature models, model performance 
evaluation, and emerging modeling approaches. Based on our analysis we identified some key areas that future 
efforts could prioritize, including improving forecasting capabilities also through the development of digital 
twins of lakes, evaluating lake water temperature responses to climate change using large ensemble models and 
advancing toward two-way coupling between 3D lake and climate models, and adopting universally accepted 
performance criteria for model assessment and inter-comparison of different model approaches. Overall, this 
review emphasizes the importance of mathematical modeling as an essential tool for understanding how various 
factors, including climate change, affect lake thermal dynamics and related processes.

Data Availability Statement
The data used to create Figure 7 and the scripts used to generate it are available at Piccolroaz et al. (2024).

The ESA CCI LAKES dataset v2.0.2 used to prepare Figure 4 can be freely downloaded at the CEDA (Centre for 
Environmental Data Analysis) archive https://catalogue.ceda.ac.uk/uuid/a07deacaffb8453e93d57ee214676304 
and future versions are planned to become available. The ESA CCI LAKES dataset includes lake surface water 
temperature in addition to lake ice cover, lake water leaving reflectance, lake water level and extent. Tools to 
download the data are available at the github repository https://github.com/cci-lakes/lakes_cci_tools.
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